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ABSTRACT 

We explore how an ontology may be used with a database to support reasoning about the “information content” of data 
whereby to reveal hidden information that would otherwise not derivable by using conventional database query lan-
guages. Our basic ideas rest with “ontology” and the notions of “information content”. A public ontology, if available, 
would be the best choice for reliable domain knowledge. To enable an ontology to work with a database would involve, 
among others, certain mechanism thereby the two systems can form a coherent whole. This is achieved by means of the 
notion of “information content inclusion relation”, IIR for short. We present what an IIR is, and how IIR can be 
identified from both an ontology and a database, and then reasoning about them. 
 
Keywords: Ontology, Information Content of Data 

1. Introduction 

Data mining techniques and tools are developed for 
finding otherwise hidden knowledge from data, and little 
seems to have been done on bringing “standard” domain 
knowledge into such a process, which we envisage would 
be helpful.  

Ontologies as domain knowledge have been used in 
many fields. We want to explore how an ontology may 
help find hidden information from data. In this paper, the 
focus is on how to link an ontology with a relation data-
base in order to reason about informational relationships 
between data constructs in the database and those be-
tween domain objects captured by an ontology. This may 
represent an innovative approach to knowledge discovery 
in a database. 

Ontology [1] as a term used in computer science was 
started in the 1990’s. Compared with the development of 
relational databases, it is a new scientific field. Ontology 
offers an opportunity to give an open and standardized 
description of database semantics with which we can 
substantially improve the quality and utilization of data. 
That is, 

Ontology + Database = (Standards + Explicit Seman-
tics) + Database,  
which leads to improved data utilization and data quality 
[2]. 

Futhermore, semantic web [3] is a popular topic. 
Through semantic web we attempt to provide users with 

far better machine assistance than it is available now for 
their queries. Semantically annotated web pages with 
ontologies may assist reachers to achieve this purpose 
[4].  

Through our work, we obtain an ontology from the 
DAML library, which represents some additional com-
mon knowledge, and link it with an existing database. In 
terms of linking an ontology and a database though, in 
the literature, we find a few different methods in using an 
ontology to assist a query process. 

It appears that one way to achieve this is that an on-
tology is invoked at the very beginning of a query proc-
ess [5] as shown in Figure 1. That is, it is through 
re-writing a query in order to get more information. A  

 
Figure 1. Invoking an ontology in the query processing 
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user query is translated into a set of queries with the help 
of the ontology, which better fits the structure of the data 
source. After query optimization strategies having been 
applied on them, the resultant transformed queries are 
equivalent to the submitted ones. Although seemingly a 
promising approach, it is not concerned explicitly with the 
information content of data, in which we are particularly 
interested and wish to explore and make use of. 

Another approach that we have investigated is where 
an ontology is invoked in formulating a query process by 
Munir et al. [6]. In their approach, firstly, an ontology is 
generated based upon domain metadata including rela-
tionships between data in a relational database. Then 
such an ontology is enriched with domain knowledge. 
Secondly, ontology statements are translated into expres-
sions in the OWL-DL language. Thirdly, the expressions 
are transformed into relational query statements. Finally, 
map the domain ontology to a relational database (as 
shown in Figure 2). Munir et al. [6] said little about the 
mapping between the created ad hoc ontology and the 
“standard” domain ontology if any, which we suspect is 
done intuitively. This is however one of the topics in 
which we are particularly interested. 

We give an outline of our approach in Section 2. The 
key notion is informational relationship and its formali-
sation IIR [7]. We describe in details how IIR may be 
derived from a relational database and from an ontology 
in Section 3, which make use of inherent and ad hoc 
constraints between data constructs in a database and 
between concepts in an ontology. We present a full ac-
count on how our ideas are tested by using some imple-
mentation in Oracle in Section 4. Finally we give con-
cluding remarks in Section 5. 

2. Outline of our Approach 

Our approach is to invoke an ontology when we work on 
a database. Namely, when a user submits a query, we do 
not change the query, but rather we involve the ontology  

 

in the reasoning process per se that is required for an 
swering the query (shown in Figure 3). Furthermore and  
most importantly for us, the reasoning is carried out on 
the basis of the notion of “information content” of data. 
This notion is the work of Xu, Feng and Crowe in 2008 
[8], which extends substantially Dretske’s [9] definition 
of “information content” of a signal. In this paper, they 
introduce another notion called IIR, as a formulation of 
the notion of “information content” of data. 

Xu et al. [8] define IIR as follows: “Let X and Y be an 
event respectively, there exists an IIR, from X to Y, if 
every possible particular of Y is in the information con-
tent of at least one particular of X”. Furthermore, they 
define that “Let X be a event, the information content of 
X, denoted I(X), is the set of events with each of which 
X has an information content inclusion relation”. More-
over, they present a sound and complete set of inference 
rules (IIR rules) for reasoning about information content 
of data (states of affairs, or events in general). The six 
inference rules are cited below.  

1) Sum   
If 1 2 nY X X X   then  iI X Y for i = 1, …, n 

This rule says if it is the disjunction of a number of 
events, then an event X is in the information content of 
any of the latter. A trivial case is where X and Y above 
are not distinct. 

2) Product 
If 1 2 ,n iX X X X Y X     for i = 1, …, n then 

 I X Y  

This rule says that if an event X is the conjunction of a 
number of events, then any of the latter is in the informa-
tion content of the former. A trivial case is where X and Y 
above are not distinct. 

3) Transitivity 
If    ,I X Y I Y Z  then  I X Z  

  This rule says that if the information content of an 
event X includes another event Y, and the information  

 

 

 

Figure 2. Ontology assisting the formulation of a query 
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Figure 3. Ontology enhances reasoning about the information content in a database 
 
content of Y includes yet another event Z, then the infor-
mation content of X includes Z. 

4) Union 
If    ,I X Y I X Z  , then  I X Y Z  

This rule says that if the information content of an 
event X includes another two events Y and Z respectively, 
then the information content of X includes event Y∩Z 
that is the product of Y and Z. And it is in this sense that 
Y and Z are in a “union”.  

5) Augmentation 
If 1 2 nW W W W  , Z is the product of a subset of 

 1 2, , , nW W W  then  I W X Z Y   

This rule says that if 1 2 ,nW W W   event Z is the 

product of a subset of  1 2, , , ,nW W W  and the infor-

mation content of event X includes event Y, then the in-
formation content of the event W∩X formed by the 
product of W and X includes the event Z∩Y formed by 
the product of Z and Y. 

6) Decomposition 
If  I X Y Z then    ,I X Y I X Z   

This rule says that if the information content of event 
X includes event Y∩Z that is the product of event Y and 
event Z, then Y and Z, as separate events, are in the in-
formation content of X, respectively. 

In this paper, we exploit the ideas above. That is, in a 
way, we translate both the ontology and the database into 

IIR and then reason about them as a whole. Put another 
way, as what matters is information and IIR captures and 
formulates it, so we look at both an ontology and a data-
base from the same perspective of IIR, and this enables 
the two different things to work together. The overview 
of our approach is illustrated in Figure 3. 

On the very top of Figure 3, there is a block called 
“information collection from the real world”. From this 
information, knowledge about a domain of interest in-
cluding explicit business rules is arrived at. Domain 
knowledge is then formulated as an ontology by using 
software tools and languages.  

Two different routes are there to deal with user queries. 
If it is in a conventional query language then a query is 
handled in a normal way. The dotted line indicates this 
route. If that does not work, we would invoke the other 
route, i.e., to invoke ontology and reasoning about IIR. 
The second solution is the primary goal of this project, 
which is indicated by the solid line arrow in Figure 3 of 
“Customer query”→“IIR closures”→“Query results”.  

The only difference between these two solutions lies in 
the middle part of the procedure, on which we concen-
trate. Within the “Integration of IIR” section, there are 
three different resources required to derive the “IIR”, 
indicated by three arrows from “ontology”, “business 
rule” and “database”, which are the origins of initial IIR. 
Then there is a reasoning mechanism implemented in 
PL/SQL of Oracle. The result of the reasoning is IIR 
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closures. Given an event A, the IIR closure of A, denoted 
as A+, is the set of all events that are in the information 
content of A, that is, if IIR(A, B), then B A+. IIR clo-
sures are the basis of answering queries in our approach. 
Our work thus far shows that it is the additional rela-
tionships between data constructs especially “entities” 
that are revealed and made available through using an 
ontology that give us more and enlarged IIR closures 
than those that would otherwise be based on the database 
alone. This is how our approach makes a difference. 

One of the main tasks is to derive IIR from the ontol-
ogy, the database and business rule, and then integrate 
them as a whole. For instance, suppose that we have 
IIR(A, B) (meaning the information content of A in-
cludes B) and IIR(C, D) from a relational database, and 
IIR(E, F) and IIR(G, H) from an ontology. If we also 
know that A and E are equivalent, then with Transitivity, 
we get IIR(E, B) and IIR(A, F). Consequently A+ and E+ 
are enlarged.  

We use Oracle [10] to implement this approach. An 
ontology in OWL [11] can be translated into relational 
tables [12]. Such tables do not hold data values however, 
if the ontology is an unpopulated one. In such a case, the 
involvement of an ontology results in additional objects 
and additional relationships between objects that are rep-
resented by data in the original relational database. This 
way, a query that does not have exact match with data in 
the database may be answered. An ontology may add an 
additional hierarchical structure to data in the database. 
Furthermore, as said earlier, we use ontologies in a spe-
cial type of reasoning, i.e., reasoning about the informa-
tion content of data through a kind of special relationship 
between data items and between data items and real 
world objects, namely informational relationships, which 
is captured and formulated as IIR between events (in 
terms of probability theory). Thus, how to identify IIR 
from an ontology becomes a key factor in our approach.   

3. Deriving IIR 

An IIR is a relationship between two states of affairs (i.e., 
events) such that one’s existence results in the certainty 
that the other exists, and without the former, the latter is 
not certain. Following Dretske 81 [9], we say that the 
latter is in the “information content” of the former. 

It would appear that to express IIR(X, Y) must be 
based on and revolved around two elements. One is two 
individual values (two individual parts or two sets of 
groups) captured as X and Y, and the other is relation-
ships between X and Y. 

We use part of a “university” database and part of on-
tology “Academic” to present how IIR can be derived 
from a database and an ontology. Then the IIR are rea-
soned about by applying aforementioned Inference Rules. 
The reasoning is implemented by a program.  

3.1 Deriving IIR from an Ontology 

According to characteristics of ontologies, these are two 
different sources that may help the derivation of IIR. One 
is concerned with relationships between “Classes” in an 
ontology. The other is “ObjectProperty”. 

3.1.1 IIR Derived from Classes 
Generally, there are two different types of relationships 
between classes from which IIR exist. One is “subClas-
sOf”, and the other “equivalentClass”. The syntax for 
these two in an OWL ontology is as follows: 
 A relationship between “Class” and “subClassOf”, 
<owl:Class rdf:ID=”Lecturer”> 
 <rdfs:subClassOf rdf:resource=”# Faculty”> 
</owl:Class> 
 A relationship between “Class” and “equivalent-

Class”, 
<owl:Class rdf:ID=”Teachers”> 
<owl:equivalentClass rdf:resource=”#Faculty”/> 
</owl:Class> 
The IIR could be derived from these two relationships 

thusly: 
 IIR(Class, subClassOf), 
 IIR(Class, equivalentClass) and IIR (equiva-

lentClass, Class). 
As shown above, we have a relationship “Lecturer is a 

subclass of Faculty, and Teachers is an equivalent class 
to Faculty”. Hence we have IIR(Lecturer, Faculty), 
IIR(Teacher, Faculty), IIR(Faculty, Teacher), and 
IIR(Lecturer, Teacher). 

3.1.2 IIR Derived from ObjectProperty 
There are four different types of ObjectProperty rela-
tionships, which capture relationships between classes in 
an OWL ontology. These are: “ObjectProperty”, “sub-
PropertyOf”, “equivalentProperty” and “inverseOf”.  

As aforementioned, to create IIR needs two classes (X 
and Y) from the ontology. As ObjectProperty represents 
a relation for connecting two classes of “domain” and 
“range” in an OWL ontology, an ObjectProperty already 
contains a set of classes, which can be expressed as “Ob-
jectProperty=(‘domain’, ‘range’)”. Accordingly, we ob-
tain IIR(domain, range). That is, the IIR that can be de-
rived from these four types of ObjectProperty is all of the 
form:  
 IIR(domain, range)  
Note that IIR must be of a many-to-one relationship 

(including one-to-one). How to handle many-to-many is 
to be addressed shortly.  

The relevant syntax of OWL is as follows: 
 A relationship between “ObjectProperty”, 
<owl:ObjectProperty rdf:ID=”research_by ”> 
<rdfs:domain rdf:resource=”Professors”/> 
<rdfs:range rdf:resource=”Projects”/> 
</owl:ObjectProperty> 



Using an Ontology to Help Reason about the Information Content of Data 

Copyright © 2010 SciRes.                                                                                 JSEA 

633

Then we have “IIR(domain, rang)”, for example, 
IIR(Professors, Projects).  
 A relationship between “ObjectProperty” and 

“subPropertyOf”, 
<owl:ObjectProperty rdf:ID=”research_in”> 
<rdfs:domain rdf:resource=”Postgraduates”/> 
<rdfs:range rdf:resource=”Projects”/> 
</owl:ObjectProperty> 
<owl:ObjectProperty rdf:ID=”study_in”> 
<rdfs:subPropertyOf rdf:resource=”research_in”/> 
<rdfs:domain rdf:resource=”Postgraduates”/> 
<rdfs:range rdf:resource=”Projects”/> 
</owl:ObjectProperty> 
Then we have “IIR(domain, range)”, for example, 

IIR(Postgraduates, Projects). 
 A relationship between “ObjectProperty” and 

“equivalentProperty”, 
<owl:ObjectProperty rdf:ID=”attend_course”> 
<rdfs:domain rdf:resource=”Student”/> 
<rdfs:range rdf:resource=”Course”/> 
</owl:ObjectProperty> 
<owl:ObjectProperty rdf:ID=”join_course ”> 
     <owl:equivalentProperty 

rdf:resource=”attend_course”/> 
<rdfs:domain rdf:resource=”Students”/> 
<rdfs:range rdf:resource=”Course”/> 
</owl:ObjectProperty> 
Then we have “IIR(domain, range)”’, for example, 

IIR(Students, Course). 
 A relationship between “ObjectProperty” and “in-

verseOf”, 
<owl:ObjectProperty rdf:ID=”teache_of”> 
<rdfs:domain rdf:resource=”Faculty”/> 
<rdfs:range rdf:resource=”Course”/> 
</owl:ObjectProperty> 
<owl:ObjectProperty rdf:ID=”instruct_by”> 
<owl:inverseOf rdf:resource=”teaches_of”/> 
<rdfs:domain rdf:resource=”Course”/> 
<rdfs:range rdf:resource=”Faculty”/> 
</owl:ObjectProperty> 
Then we have “IIR(domain, rang)”, for example, 

IIR(Course, Faculty). 
Moreover, there are relationships between classes and 

“Not Null” FunctionalProperty, the syntax of which is as 
follows: 
 A relationship between “Class” and “Functional-

Property”, 
<owl:Class rdf:ID=”Course”> 
 <owl:DatatypeProperty rdf:ID=”courseNo”> 
 <rdfs:type 

rdf:resource=”&owl;FunctionalProperty”/> 
<!-- NOT NULL --> 
<rdfs:domain rdf:resource=”Course”/> 
  <rdfs:range rdf:resource=”&xsd;short”/> 
 </owl:DatatypeProperty> 

Then we have “IIR(Class, DatatypeProperty)”, for 
example, IIR(Course, courseNo). 

Furthermore, to handle a many-to-many relationship, 
we transform it into two many-to-one relationships. Con-
sider firstly this scenario: “one course is taken by more 
than one students and one student takes more than one 
course”. This is a many-to-many relationship. We de-
compose such a relationship into two many-to-one by 
creating a new class and then they are treated in the same 
way as the second method for the ObjectProperty trans-
formation. We create an intermediate table and use the 
ObjectProperty name as the new class name (as well as 
the table name which will be the transformation of this 
class). In details, the relationship “StudentTakeCourse” 
between the class “student” and the class “course” is 
many-to-many. We create a new class CourseLearning, 
which contains two ObjectProperty relationships as 
shown below: 

Class (Student) 
DatatypeProperty (studentNo domain (Student) range 

(xsd: short) Functional) 
DatatypeProperty (studentName domain (Student) 

range (xsd: string)) 
DatatypeProperty (major domain (Student) range (xsd: 

string)) 
DatatypeProperty (enrollmentDate domain (Student) 

range (xsd: date)) 
Class (Course) 
DatatypeProperty (courseNo domain Course) range 

(xsd: short) Functional) 
DatatypeProperty (courseName domain (Course) 

range (xsd: string)) 
DatatypeProperty (creditHour domain (Course) range 

(xsd: integer)) 
Class (CourseLearning) 
ObjectProperty (takenBy domain (CourseLearning) 

range (Student)) 
ObjectProperty (inv - takenBy domain (Student) range 

(CourseLearning) inverseOf (takenBy)) 
ObjectProperty (takesCourse domain (CourseLearning) 

range (Course)) 
ObjectProperty (inv - takesCourse domain (Course) 

range (CourseLearning) inverseOf (takesCourse)) 
Accordingly the IIR obtained in this process are 

IIR(CourseLearning, Student) and  IIR(CourseLearning, 
Course) (Figure 4). 

The paragraphs that follow illustrate details at the “in-
stances” (data values) level of the above example. 

The original class CourseLearning is divided into two 
parts takenBy and takesCourse (as ObjectProperty), ei-
ther of which only shows a one-way relationship. These 
combined however form the relationship between stu-
dents and courses. Table 1 shows some instances.  
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Figure 4. The overview for IIR relationship of CourseLearning 

 
Table 1. Table transformation from CourseLearning 

CourseLearning Student Course 

d1 S1 C1 

d2 S2 C1 

d3 S1 C2 

d4 S4 C1 

d5 S3 C2 

d6 S4 C2 

 
3.2 Deriving IIR from a Database 

In a database, initial IIR (i.e., IIR that is not implied by 
others) come from three sources: relationships between 
tables, relationships between attributes and relationships 
between individual data values. Two different ways can 
be used to derive such IIR. 
 A relationship between a “subclass” and a “super 

class” 
Figure 5 shows part of a “university” database schema. 

An IIR exists between two tables if one is a super class 
of the other, for example, IIR(postgraduate, student).  

Note that, IIR is a relationship between events as we 
said earlier. For tables, we define events as follows: if we 
randomly chose a tuple from a database, that the tuple 
happens to be in a particular table is an event. Thus the 
above IIR(postgraduate, student) means that the exis-
tence of a tuple in table Postgraduate makes certain that a 
tuple that corresponds to the former exists in table Stu-

dent.  
 A many-to-one relationship between two tables 
Similar to deriving IIR from an “ObjectProperty” with 

an ontology, we obtain IIR(table 1, table 2) if they have a 
many-to-one relationship for example, IIR(undergraduate, 
course). 
 Constraints of the relational data model and busi-

ness rules on data 
A third source of IIR is constraints of a relational da-

tabase and business rules on data, for example, IIR(table 
1, PK) and ‘IIR(PK, attribute1). For Figure 5, we have 
IIR(courses, courseID) and IIR(courseID, courseName). 
The former means that the existence of a tuple of table 
Courses makes certain that a corresponding course ID (a 
value) exists. The latter means that the existence of a 
course ID makes certain that a corresponding course 
name exists. 

Another type of IIR is IIR(FK1, PK1), for example:  
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Figure 5. 6 partial EER diagram of “University” relational database 
 
IIR(courseIDoftableStudents, courseIDoftableCourses), 
which means that the existence of a course ID in table 
Students makes certain that a corresponding course ID 
exists in table Courses. 

A database is normally populated with data values. 
Inaddition to the above IIR on the “table” level and “at-
tribute” level, there could be IIR identifiable at the “data 
value” level.  

The information that each individual “data value” 
holds in a relational database comes from the semantics 
of the attributes to which the data value belongs. This is 
due to the capacity of a concept’s “giving meaning to its 
instances” [9]. An attribute may be seen as representing a 
concept. For example, “student name” is seen as a con-
cept. Relationships between entities in a database can be 
seen as “complex concepts” [9] and therefore also give 
meaning to data values that are instances of the relation-
ships. That is, data in the relational database already hold 
relationships upon which there are constraints imposed. 

We now use a simple example to summarise how IIR 
may be derived on the three levels. Suppose three tables 
shown in Figure 6 in the “University” database. 

Table level  
According to Figure 6, table administration staff is a 

subclass of table staff, which gives the following IIR 
between these two tables:  

IIR(administration_staff, staff) 
As previously mentioned, the meaning of IIR indicates 

that first arguments existence results in the certainty that 
the other exists, and without the former, the latter is not 

certain. Therefore, the meaning of the two part relation-
ship in this particular IIR, may be explained as: “if there 
is a member of administration staff then a corresponding 
member of staff must exist, otherwise the latter is not 
certain”. In this particular case, the IIR is true because 
any member of administration staff is a member of staff.  

Attribute level 
If an attribute “A” is in a table which includes attrib-

utes “A”, “B” and “C”. Then, any combination of “A”, 
“B” and “C” that includes “A” would have “A” in its 
information content. For example, IIR(A∩B, A), which 
means that if an instance, say (a, b), of “A∩B” exists, 
then there must be an corresponding instance of “A” ex-
isting - in this case, it is a. In general, this type of IIR is 
IIR(“a set of attributes”, “a subset of the attributes”). 
  Using the values in Figure 6, an example is shown 
below. The attributes in table administration staff include 
sno, position, and deptNo. So the IIR are: 

IIR(sno∩position∩deptNo, sno) 
IIR(sno∩position∩deptNo, sno∩position) 
IIR(sno∩position∩deptNo, sno∩ deptNo) 
IIR(sno∩position∩deptNo, position) 
IIR(sno∩position∩deptNo, position∩deptNo) 
IIR(sno∩position∩deptNo, deptNo) 
These IIR are derived on the attributes level, which 

may be seen as based on the aforementioned “Product” 
Rule, i.e., if an event X is the conjunction of a number of 
events, then any of the latter is in the information content 
of the former. 

Data value level 
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DB-staff 

sno fname lname sex Address tel office 

s02923 John Key M 6 Lawrence St, Glasgow 2384 E110 

s02933 Julie Lee F 8 George St, Glasgow 2234 G203 

s04885 Ann White F 18 Taylor St, Glasgow 5112 G133 

s04995 Susan Brand F 28 High St, Paisley 3001 G229 

s06465 Mary Tregear F 7 George St, Paisley 7754 F232 

s06883 David Ford M 64 Well St, Paisley 8772 F231 

 
DB-administration staff 
sno position deptNo 

s04885 secretary d01 

s04995 accountant d03 

 
DB-departments 
deptID departmentName

d01 administration 

d03 finance 

Figure 6. Three tables within the “University” relational database 
 

Unlike the unpopulated ontology in use for this project, 
data values are a very important part in relational data-
bases and it also the largest constituent of a relational 
database. Before explaining how to derive IIR on the 
data value level, let us re-cap the meaning of the terms 
we have been using, i.e., “random variable” “event” and 
“particular of an event”.  
  A random variable is an entity used mainly to describe 
chance and probability in a mathematical way. An event 
is a set of outcomes (a subset of the sample space) to 
which a probability is assigned. Typically, when the 
sample space is finite, any subset of the sample space is 
an event (i.e., all elements of the power set of the sample 
space are defined as events) (A WorldViewer.com, 2009). 
Moreover, a specific event at a particular time and in a 
particular space is called a particular of an event. For 
example, consider the following situation. For an electric 
circuit, two random variables can be identified: one is  
 

Table 2. IIR between data values 

Random variables IIR 

iir('s04885', 'secretary') 
'sno', 'position' 

iir('s04995', 'accountant') 

iir('s04885', 'd01') 
'sno', 'deptNo' 

iir('s04995', 'd03') 

“the condition of the lamp”, and the other “the condition 
of the switch”. There are two states about the lamp: “lit” 
and “unlit”, and two for the switch: “closed” and “open”. 
There are 22 events for either. Moreover, “unlit” at 10:30 
am and “lit” at 10:30 pm, are two particulars.  

Table 2 shows some random variables and associated  
for the university database given in Figure 6. In a rela-
-tional database, an attribute, e.g., sno, can be seen as a 
random variable, and then each possible data value in 
this column is an event. That is, randomly picking up a 
tuple in this column, then its value could be any one of 
all those that are allowed. An attribute is therefore a 
variable. The variable holding a particular value is an 
event. 

3.3 Deriving IIR from Business Rules 

Business rules are domain dependent, established by an 
individual organisation and they are ad hoc logical limi-
tations on data. Business rules may be embedded in an 
ontology and also could be in a database. In order to de-
rive IIR from these business rules, we treat an Object-
Property in an OWL ontology as if it were a constraint in 
a database. Both could be represented as additional rela-
tionships. For example, in a university, there might be a 
rule: “Any newly recruited lecturer must hold a PhD”. 
Then we have an IIR(newly recruited lecturer, PhD), 
which means that if someone is a newly recruited lecturer, 
then she/he must hold a PhD corresponding to him/her. 
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4. Testing our Idea 

In this section, we show a case study that verifies our 
idea. We created an ontology entitled “Academic” and a 
relational database “University”. The program runs in 
Oracle using PL/SQL. This case study elucidates the dif-
ferent results when reasoning is based on the database in 
question only, and on both the database and the ontology 
integrated through IIR. 

There are 11 tables in the “University” database shown 
in Figure 7. 

And as we mentioned in previous sections, in the 
OWL ontology, a “Class” is transformed into a “table”. 
“subClassOf” is treated as a “Class”. A “DatatypeProp-
erty” is changed to an “attribute”. An “ObjectProperty” is 
a relationship between classes, which are transformed 
into constraints upon these tables. So, we arrive at 10 
tables shown in Figure 8 from the “Academic” ontology. 

Thus the schema of the “University” is substantially 
extended as shown in Figure 9, from which more IIR are 
derived. 

Figure 10 shows the 10 tables in SQL Plus of Oracle. 

4.1 Original IIR and Derived IIR 

A few business rules are defined for this case study. They 
specify correspondences between the “Academic” OWL 
ontology and the “University” relational database. For 
example, there is a table in the “University” database 
called “staff”. There is a class in the “Academic” OWL 
ontology named “Person”, and “staff” is a subclass of 
“Person”. Other 18 business rules are concerned with 
equivalent classes between ontology and the database at 
class level. There is one on the ObjectProperty. 

The original IIR derived from the ontology and the 
‘database and business rules are shown in Table 3. 

Applying the IIR inference rules listed earlier to the 
IIR identified, more IIR are derived. 

4.2 Implementation and Results 

As we previously mentioned, firstly, we created tables 
for the relational database (named 0db.sql), the ontology 
(named 0onto.sql) and IIR (named 0IIR.sql), used for 
storing both original IIR from the ontology and the data-
base and 0IIR_DB.sql is used for storing the original IIR 
from the relational database alone.  

Secondly data values are inserted into the database ta-
bles and all the original IIR are entered into the IIR tables. 
Then all single attributes and class names and attribute 
names from the ontology and the database are obtained 
and inserted into the attributes table with duplicate com-
ponents removed.  

Thirdly, three intermediate tables are created. The ta-
bles named fo1 and fo2 store the former and the latter 

part of original IIR respectively, and the table t1 stores 
intermediate results. 

Fourthly, a procedure is invoked. For instance, when a 
user asks a question, relevant IIR closures will be looked 
at. They embody relevant information for the query. 
There is a string match function in this procedure.  

In order to find out the difference that the ontology 
makes, we compare the two results. One was obtained by 
using both the “Academic” OWL ontology and the 
“University” database, and the other obtained using the 
database alone. They are shown in Table 4. 

As Table 4 shows, the first column “Attributes” indi-
cate all attributes that are extracted from “Academic” 
OWL ontology and the “University” database. The col-
umn “Closures from both ONTO and DB” shows the IIR 
closures that we derive by running our prototype when 
the “Academic” OWL ontology is involved, The column 
“Closures from DB only” consists of the IIR closures that 
we derive by running our prototype when only the “Uni-
versity” database is involved. 

We use the same five questions in the testing. As Ta-
ble 4 shows, the attributes that are included in the results 
are ticked. When the database alone is used, a query for 
“sno” gives 12 results and a query for “matricNo” gives 
7 results. When both the ontology and the database are 
used, the same query for “sno” gets 14 results and the 
same query for “matricNo’ gives 9 results. That is, two 
more attributes are found to be included in the respective 
IIR closures when the ontology is involved, which means 
that more information is made available due to the on-
tology. 

5. Conclusions 

We have described how an ontology may be linked with 
database in order to derive hidden information. A proto-
type in Oracle was developed to verify our ideas. We use 
the notion of IIR (Information content Inclusion relation) 
and inference rules for IIR.  

We have found that if we do not invoke a relevant on-
tology, a query may be unanswerable. After invoking an 
ontology, more relationships between objects become 
available, and therefore more elements can connect to 
one another, and as a result, a query may become answer- 
able, and as a result, more information can be derived 
from data in a database. To achieve this, a key is to be-
able to identify IIR from both a database and an ontology. 
We have presented a way of doing so.  

More work need to be done in the future, for instance, 
to display correspondences between a query and the an-
swers in a more accurate and specific way, i.e., not just 
listing the answers. One issue that is not aesthetic is how 
to achieve semantic alignment between an ontology and 
a database, on which we are currently working. 
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sno fname lname sex Address tel 

s02923 John Key M 6 Lawrence St, Glasgow 2384 

s02933 Julie Lee F 8 George St, Glasgow 2234 
s04885 Ann White F 18 Taylor St, Glasgow 5112 
s04995 Susan Brand F 28 High St, Paisley 3001 
s06465 Mary Tregear F 7 George St, Paisley 7754 
s06883 David Ford M 64 Well St, Paisley 8772 

1. DB-staff 

sno title school sno school pno 
s02923 lecturer computing  s06465 business p00203 
s02933 professor business  s06883 engi-

neering 
p00334 

2. DB-faculty                            3. DB-researcher 
 

sno position deptNo  matricNo pno 

s04885 secretary d01  ts030283 p00334 

s04995 accountant d03  
tm051083 p00203 

4. DB-administration staff                      6. DB-postgraduates 
 

matricNo fname lname sex Address 

ts030283 Tony Shaw M 20 George St, Paisley 

tm051083 Tina Murphy F 16 George St, Paisley 

rn050385 Robert Nielson M 11 George St. Paisley 

hf151186 Henry Ford M 7 Well St. Paisley 

jw010483 John White M 5 Novar Dr, Glasgow 

sb210682 Susan Brand F 2 Manor Rd, Glasgow 

cp020381 Chris Paul M 6 Lawrence St, Glasgow 

5. DB-student 
 

matricNo creditsSoFar matricNo  
rn050385 155 M050385 

 
8. DB-projects                       7. DB-undergraduates 

 
courseID courseName creditHour lecturerNo school 
c0054 Oracle Development 24 s02923 computing 
c0021 International Finance Planning 24 s06465 business 
c0154 Advanced Oracle Development 24 s02923 computing 
c0155 Networking Principles 16 s06883 computing 
c0220 Software Development 24 s06883 computing 

9. DB-courses 

matricNo courseID results  deptID depart-
mentName 

rn050385 c0054 A  d01 administration 
hf151186 c0021 C1  d03 finance 

cp020381 c0154 B1    
cp020381 c0155 C2    
sb210682 c0220 B2    

10. DB-achievements                                    11. DB-departments 
 

Figure 7. Tables in the “University” database 
 

matricNo creditsSoFar 
rn050385 155 
hf151186 65 
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name age sex  specialty educationDegree 
back-

ground 

       

1. onto-Person                                  2. onto-Worker 
 
 

3. onto-Faculty                         4. onto-Administration staff 
 

school background  supervisor  credits 

      

5. onto-Assistants               7. onto-Postgraduates        8. onto-Undergraduates 

 
 
 
 
 

6. onto-Student 

projectNo (PK) projectName courseNo (PK) courseName creditHour 

     

9. onto-Projects                               10. onto-Course 

Figure 8. Table transformations from the “Academic” ontology 
 

 
Figure 9. “University” database extended due to an ontology 

school title background department Position background 

      

studentNo 
(PK) 

studentName major address E-mail sex
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Figure 10. The “Academic” ontology represented in SQL Plus 
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Table 3. IIR derived from the “Academic” OWL ontology and the “University” relational database 

IIR derived from the ‘Academic’ OWL 
ontology 

IIR derived from the ‘University’ Relational Database IIR derived from Business Rules 
(corresponding relations) 

class, subclass (17) and equivalent class 
(1) 

class, subclass (5) and equivalent class (0) class, subclass (1) and equivalent 
class, attributes (20) 

1.IIR(Worker, Person) 1.IIR(faculty, staff) 1.IIR(staff, Person) 
2.IIR(Faculty, Worker) 2.IIR(administration_staff, staff) 2.IIR(Worker, staff) 
3.IIR(Professors, Faculty) 3.IIR(researcher, staff) 3.IIR(Faculty, faculty) 
4.IIR(Lecturer, Faculty)  4.IIR(postgraduates, student) 4.IIR(Administration_staff, admini-

stration_staff) 
5.IIR(Postdoc, Faculty) 5.IIR(undergraduates, student) 5.IIR(Projects, projects) 
6.IIR(Administration_staff, Worker) 6.IIR(Student, students) 
7.IIR(Dean, Administration_staff) 7.IIR(Postgraduates, postgraduates) 
8.IIR(Chair, Administration_staff) 8.IIR(Undergraduates, undergraduates)
9.IIR(Clerical_staff, Administration_staff) 9.IIR(Course, courses) 
10.IIR(System_staff, Administration_ 
staff) 

10.IIR(courseNo, courseID) 

11.IIR(Director, Administration_staff) 11.IIR(projectNo, pno) 
12.IIR(Assistants, Worker) 12.IIR(staff, Worker) 
13.IIR(Reacher_assistants, Assistants) 13.IIR(faculty, Faculty) 
14.IIR(Teaching_assistants, Assistants) 14.IIR(administration_staff, Ad-

ministration_staff) 
15.IIR(Student, Person) 15.IR(projects, Projects) 
16.IIR(Postgraduates, Student) 16.IIR(students, Student) 
17.IIR(Undergraduates, Student) 17.IIR(postgraduates, Postgraduates)
18.IIR(Teachers, Faculty) 18.IIR(undergraduates, Undergradu-

ates) 
 19.IIR(courses, Course) 
 20.IIR(courseID, courseNo) 
 

According to the ‘University’ relational database EER 
diagram (Figure 8), these 5 IIR could be derived from it. 

21.IIR(pno, projectNo) 
ObjectProperty (7) and equivalent Ob-
jectProperty (2) 

ObjectProperty (5) and equivalent ObjectProperty (0) ObjectProperty (0) and equivalent 
ObjectProperty (3) 

1.---teache_of IIR(Faculty, Course) 1.---work_in IIR(administration_staff, departments 1.IIR(has, teache_of) 
2.---attend_course IIR(Student, Course) 2.---has IIR(faculty, courses) 2.IIR(research_in, work_on) 
3.---research_by IIR(Professors, Projects) 3.---employed_on IIR(researcher, projects) 3 IIR(study_in, work_on) 
4.---instruct_by IIR(Course, Faculty) 4.---work_on IIR(postgraduates, projects)  
5.---research_in IIR(Postgraduates, Pro-
jects) 

5.---take IIR(undergraduates, courses)  

6.---study_in IIR(Postgraduates, Projects)   
7.---join_course IIR(Student, Course)   
8. IIR(study_in, research_in)   
9.IIR(join_course, attend_course)   
Constraints----NOT NULL (6) constraints----PK (22) constraints (0) 
1.IIR(studentNo, ‘studentNo, student-
Name,major,address,E-mail,sex’) 

1.IIR(sno, ‘sno,fname,lname,sex,address,tel,office’)  

2.IIR(courseNo, ‘courseNo, courseName, 
creditHour’) 

2.IIR(sno, ‘sno,title,school’)  

3.IIR(projectNo, ‘projectNo, projectName’) 3.IIR(sno, ‘sno,school,pno’)  
4.IIR(Student, studentNo) 4.IIR(sno, ‘sno,position,deptNo’)  
5.IIR(Projects, projectNo) 5.IIR(matricNo, ‘matricNo,fname,lname,sex,address’)  
6.IIR(Course, courseNo) 6.IIR(matricNo, ‘matricNo,pno’)  
 7.IIR(matricNo, ‘matricNo,creditsSoFar’)  
 8.IIR(pno, ‘pno,projectName’)  
 9.IIR(courseID, ‘courseID, courseName, creditHour, lec-

turerNo, school’) 
 

 10.IIR(‘matricNo,courseID’, ‘matricNo,courseID,results’)  
 11.IIR(deptID, ‘deptID,departmentName’)  
 12.IIR(staff, sno)  
 13.IIR(faculty, sno)  
 14.IIR(researcher, sno)  
 15.IIR(administration_staff, sno)  
 16.IIR(student, matricNo)  
 17.IIR(postgraduates, matricNo)  
 18.IIR(undergraduates, matricNo)  
 19.IIR(projects, pno)  
 20.IIR(courses, courseID)  
 21.IIR(achievements, ‘matricNo,courseID’)  
 22.IIR(departments, deptID)  
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Table 4. IIR closures compared 

Attributes 
Closures from both ONTO and DB 

(the number of results) 
Closures from DB only 
(the number of results) 

 Worker(3) faculty(25) student(22) sno(14) matricNo(9) Worker(1) faculty(16) students(1) sno(12) matricNo(7)

Person √ √ √        

Worker √ √ √   √     

Student   √        

Faculty  √ √        

Course  √ √        

deptNo  √  √   √  √  

sex  √ √ √ √  √  √ √ 

school  √ √ √   √  √  

title  √  √   √  √  

position  √  √   √  √  

studentNo   √        

studentName   √        

major   √        

address  √ √ √ √  √  √ √ 

E-mail   √        

courseNo  √ √        

courseName  √ √        

creditHour  √ √        

projectNo    √ √      

projectName  √  √ √  √    

sno  √ √ √   √  √  

fname  √  √ √  √  √ √ 

lname  √  √ √  √  √ √ 

tel  √  √   √  √  

office  √  √   √  √  

pno  √  √ √  √  √ √ 

matricNo     √     √ 

creditSoFar     √     √ 

courseID  √ √        

lecturerNo  √ √        

staff √ √ √    √    

faculty  √ √    √    

students   √     √   

courses  √ √    √    
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ABSTRACT 

Experience has shown that poor strategy or bad tactics adopted when planning a software project influence the final 
quality of that product, even when the whole development process is undertaken with a quality approach. This paper 
addresses the quality attributes of the strategy and tactics of the software project plan that should be in place in order 
to deliver a good software product. It presents an initial work in which a set of required quality attributes is identified 
to evaluate the quality of the strategy and tactics of the software project plan, based on the Business Motivation Model 
(BMM) and the quality attributes available in the ISO 9126 standard on software product quality. 
 
Keywords: Business Motivation Model, Quality of Strategy, Quality of Tactic, ISO 9126, Software Product Quality 

1. Introduction 

In any engineering field, the establishment of the project 
plan is an important step. The plan includes, among other 
things, the goal and the objectives, and the means for 
attaining them. In software engineering in particular, the 
establishment of the project plan and the realization of 
that plan are required activities, and they contribute to 
the production of a high-quality software product.  

The goal and objectives represent the basis on which 
the development of software relies. It is also recognized 
that modifying software during or post-development in 
order to include new or changed requirements is easier 
than changing the mission for which the project was ini-
tiated, the latter requiring a quality approach.  

The software engineering community has proposed 
and used several methods, techniques, and tools to sup-
port software engineers in producing quality products, 
such as Extreme Programming, RUP, and the Agile 
method. Whether software engineers are developing new 
software products or enhancing existing ones, they have 
to rely on resources, techniques, and methods to meet the 
required project deadlines and do so within budget. 
Sometimes, even for highly experienced software devel-
opment teams with the best technology using a develop-
ment method efficiently, the outcomes in terms of soft-
ware quality can be disappointing: if both the project 
resources and the project process are under control, the 
problem may reside in earlier phases, prior to the devel-

opment process itself, with the software project plan, for 
example, which may not have been under control. 

Generally, the implementation of a particular software 
project is part of the global strategy of the organization, 
that is, the business plan that sets up the generic context 
of a specific project plan expressed in terms of strategy 
(goal) and tactics (objectives) [1]. Thus, a software pro-
ject plan is a particular case of a business plan, which 
meets the requirements of a Business Motivation Model 
(BMM), as recommended in [1]. 

A set of quality attributes and measurements is pro-
posed in ISO 9126 to evaluate the quality of the software 
product during its development phases. Can this set also 
be used to evaluate the quality of the strategy and tactics 
of the software project? Here, we propose a set of quality 
attributes to evaluate the quality of the strategy and tac-
tics of the software project by adapting the quality attrib-
utes proposed in ISO 9126 [2] to the context of the strat-
egy and tactics activities of the BMM [1] for software 
projects. It is important to note that these BMM activities 
are to take place before the development of the software 
product itself begins. 

We stress that the main purpose of the work reported 
here is not to propose quality attributes for the BMM key 
concepts related to strategy and tactics in general, but to 
use these concepts in the context of software project 
plans, in particular in the initialization phase before be-
ginning the development process. 
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This paper is organized as follows: Section 2 presents 
an overview of the BMM and its two key concepts: 
strategy and tactics. Section 3 presents an overview of 
ISO 9126 and related software product quality models 
and measurements. Section 4 presents some work related 
to the BMM and to ISO 9126. Section 5 illustrates the 
usefulness of the BMM in ISO 9126. Section 6 identifies 
quality attributes for the two key concepts of the BMM 
related to strategy and tactics, and Section 7 presents a 
discussion on the findings. 

2. Business Motivation Model 

One of the recent developments in the Object Manage-
ment Group (OMG) standards for modeling business 
plans is the specification of the Business Motivation 
Model (BMM), which “provides a scheme or structure 
for developing, communicating, and managing business 
plans in an organized manner” [1]. The main activities 
of the BMM are aimed at “identifying factors that moti-
vate the establishing of business plans, defining the ele-

ments of business plans, and indicating how all these 
factors and elements inter-relate” [1]. 

The BMM focuses on four key concepts: Ends, Means, 
Influencer, and Assessment, which constitute the two  
major areas of the BMM (Figure 1): 

The first area is related to the Ends and Means of 
business plans: “Ends...are things the enterprise wishes 
to achieve, for example, Goals and Objectives, and 
Means...are things the enterprise will employ to achieve 
those Ends, for example, Strategies, Tactics, Business 
Policies, and Business Rules.” 

The second area is related to the Influencers: “Influ-
encers...shape the elements of the business plans, and the 
Assessments made about the impacts of such Influencers 
on Ends and Means (i.e. Strengths, Weaknesses, Oppor-
tunities, and Threats).” 

Although the elements of the business plan are initially 
developed to address questions related to the business 
field from a business viewpoint, it is interesting to look at 
their applicability to the software project plan to address 
issues related to software quality, also from the business  

 

 
Figure 1. Business motivation model overview [1] 
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viewpoint. The basic idea of the BMM being “to develop 
a business model for the elements of the business plan 
before system design or technical development is begun” 
[1], these elements are also important to take into ac- 
count in the context of the software project plan before 
the development process is begun. Such elements will be 
used to determine the likely ways of obtaining a quality 
software product, and to indicate where economies in 
terms of budget and resources can be realized. 

The following sections focus on the elements related 
to strategy and tactics of the Means of the BMM and 
their usefulness in producing high-quality software. 

2.1 Strategy and Tactics 

According to the BMM, “a Strategy represents the essen-
tial Course of Action to achieve Ends—Goals in particu-
lar. A Strategy usually channels efforts towards those 
Goals. A Strategy is more than simply a resource, skill, 
or competency that the enterprise can call upon; rather, a 
Strategy is accepted by the enterprise as the right ap-
proach to achieve its Goals, given the environmental 
constraints and risks” [1]. In practice, developing a 
strategy consists in defining actions that must be coher-
ent and executed correctly to achieve its goal. It is appli-
cable to every type of action: political, economic, etc.  

Examples would be Microsoft’s strategy against Open 
Source software and its business strategy with companies 
producing computers (e.g. selling new computers with 
Windows pre-installed) to oblige customers to use and 
experiment with its new operating system. 

Next, a tactic is defined in the BMM as, “a Course of 
Action that represents part of the detailing of Strategies. 
A Tactic implements Strategies. For example, the tactic 
‘Call first-time customers personally’ implements the 
Strategy ‘Increase repeat business’. Tactics generally 
channel efforts towards Objectives. For example, the 
Tactic ‘Ship products for free’ channels efforts towards 
the Objective ‘Within six months, 10% increase in prod-
uct sales’” [1]. A tactic is therefore the set of actions that 
must be realized in order to contribute to achieving the 
strategy goal. As for the strategy, the tactic is applicable 
to every type of action: economic, commercial, sport, 
diplomatic, etc.  

In the example of Microsoft’s strategy to dominate the 
operating system market with Windows, the set of tactics 
could be as follows:  

1) Enter into agreements with computer producers to 
sell computers with Windows pre-installed. 

2) Develop useful software applications for specialists 
and the general public that function only in the Windows 
environment. 

3) Ensure that only Microsoft Corporation will be able 
to improve its applications and its Windows operating 
system, and do this internally. 

4) Make improvements to Windows according to the 

automated feedback of its users—via the Internet. 
As mentioned before, both strategy and tactics are ap-

plicable to any type of project and in any type of disci-
pline. Therefore, in the context of the software project 
plan, the strategy and tactics established for a particular 
project should be accepted by the project manager as the 
relevant approach to achieving the project goal and ob-
jectives, depending on the context of the project. For 
example, the strategy and tactics adopted for a health 
sector software project and a defense software project are 
obviously different in some ways from those adopted for 
a game software project. 

2.2 Difference between Strategy and Tactics 

The terms “tactic” and “strategy” are sometimes used 
incorrectly and often interchangeably. In a military con-
text, tactics are conceptual actions associated with troop 
engagement which are implemented to achieve an objec-
tive, while strategy is concerned with how those various 
actions are linked. A strategy is a plan of action designed 
to achieve a particular goal, whereas a tactic is a specific 
mission designed to achieve a specific objective. Michel 
de Certeau [3] defines a tactic as a calculated action de-
termined by the absence of a proper “locus”, and it is 
deployed and organized by the laws of a foreign power. 
Tactics are isolated actions or events that take advantage 
of opportunities offered by gaps in a particular strategic 
system. He defines a strategy as an entity that is recog-
nized as an authority, and is relatively inflexible because 
it is embedded in its proper locus, either spatially or in-
stitutionally.  

In discussing the difference between strategy and tac-
tics, Hall in [4] refers to:  

The teleological point of view: “Strategy supports the 
tactical objective, while the tactics supports the goals.” 

The pragmatic point of view: “A tactic is something 
you can change under your authority, but to change 
strategy you must ask your boss.” 

Some of the statements provided “as is” in the BMM 
document [1] showing the differences between the strat-
egy (Goal) and tactics (Objectives) are presented in Ta-
ble 1. 

The most common way to explain the differences be-
tween strategy and tactics is a war analogy: a tactic is 
designed to win a battle and the strategy is designed to 
win the war. Another example would be a game (chess, 
for example): a tactic requires only the calculation of 
variants (I play it, he must play it, and then I play it, etc.), 
while the strategy relies on general heuristics and the 
intuition of the player. 

From Table 1, the bottom line states that “objectives 
should always be measurable”, which implies that objec-
tives will have measurements. In the BMM, the informa-
tive Appendix titled “Metrics for the BMM” states that 
“implicit in many areas of the Business Motivation  



The Need to Evaluate Strategy and Tactics before the Software Development Process Begins 

Copyright © 2010 SciRes.                                                                                 JSEA 

647

Table 1. Differences between strategy and tactics 

Differences between 
Strategy (Goal) and Tactics (Objectives) 

 
1. Strategies usually channel efforts towards Goals. Tactics

generally channel efforts towards Objectives. 
2. Strategies tend to be longer term and broader in scope.

Tactic tends to be shorter term and narrower in scope.
3. Strategies pair only with Goals, and Tactics only with

Objectives. 
4. There is a continuum from major Strategies that impact 

the whole of the business to minor Tactics with lim-
ited, local effects.  

5. Strategies are put into place to support the long-term 
Goals—i.e. a planning horizon that is typically several
years or more—while Tactics are the Courses of Action
implemented to deal with the shorter planning horizon
of a year or less (the current operational plans). 

6. Goal tends to be longer term, qualitative (rather than
quantitative), general (rather than specific), and ongo-
ing. Objective tends to be short term, quantitative (ra-
ther than qualitative), specific (rather than general), and
not continuing beyond its time frame (which may be 
cyclical). 

7. Objectives should always be time-targeted and meas-
urable. Goals, in contrast, are not specific in these
ways. 

 
Model is the subject of metrics. In almost all organiza-
tions, there are ‘things of interest’ that are heavily meas-
ured and tracked. These metrics govern, control, and 
influence a wide range of important aspects of the or-
ganization” [1].   

However, the BMM does not provide a set of accept-
able measures for measuring objectives, but only gives 
examples of some cases to show that it is possible to 
measure objectives, such as “quantify the Goal” and “be 
profitable”. The enterprise might, for example, set one 
objective to have a monthly net revenue of at least $ 5 
million (by a specified date) and another to have an an-
nual net revenue of at least $ 100 million (by a specified 
date)” [1].  

The non availability of a set of measurements accepted 
by the BMM organization is symptomatic of the reality 
that “the enterprise will decide on many different things 
to be measured. Each of these measurements will have 
differing degrees of importance relative to the attainment 
of some Objective or set of Objectives” [1]. 

3. ISO 9126   

The ISO 9126 series was published between 2001 and 
2004, under the general title: Information Technology— 
Software Product Quality. This set of ISO documents 
includes four parts [2,5-7]. The first part of ISO 9126 [2] 
is an international standard providing three views of 
quality: 
 Internal view, which can be evaluated without the 

execution of the software during the design and coding 

phases; 
 External view, which can be evaluated with the 

execution of the software during the testing and opera-
tion phases; 
 In-use view, which can be evaluated in terms of us-

ing the software in a defined context and environment, 
and not in terms of its intrinsic properties. 

ISO 9126 also proposes a two-part quality model for 
these three quality views: an internal and an external 
quality model (shared) and an in-use quality model (indi-
vidual). 

The other three parts of the ISO 9126 [5-7] are techni-
cal reports, each of which proposes a set of non exhaus-
tive lists of measures for each quality model. 

3.1 Quality Model 

The first part of the ISO 9126 quality model is related to 
internal quality and external quality. Since internal qual-
ity and external quality share the same structure of two 
hierarchical levels, they are represented in one model— 
see Figure 2. The second part concerns the quality-in-use 
model with only one hierarchical level—see Figure 3. 

According to ISO 9126, these parts of the quality 
model provide a set of characteristics and subcharacteris-
tics that could be combined in order to specify the soft-
ware quality requirements and to evaluate the software 
product quality throughout the whole software life cycle 
phases. Moreover, this model allows for the specification 
and evaluation of software product quality from different 
perspectives by different stakeholders of the software 
project, such as the user, the developer, the maintainer, 
the acquirer, the evaluator, and the quality manager.  

The three technical reports of ISO 9126 provide a cat-
alog of measures for each quality characteristic (sub-
characteristic) as a tool for evaluating software product 
quality. 

3.2 Quality Measures  

Technical reports ISO TR 9126-2 and -3 [5,6] provide a 
list of measures for each subcharacteristic of the internal 
and the external quality model (Figure 2). ISO TR 
9126-4 [7] provides a set of measures for each character-
istic of the in-use quality model (Figure 3).  

The internal measures are applied to the intermediate 
product and deal with the static aspect of the software 
product, while the external measures are applied to the 
final product and deal with the dynamic aspect of the 
software. The quality-in-use measures reflect quality 
from the user’s point of view of the system containing 
the software: they aim to measure to what extent the 
user’s objectives are achieved. 

4. Related Work 

Software product quality is widely discussed in standards,  
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Figure 2. Internal & external quality model of ISO 9126 [2] 

 

 

Figure 3. Quality-In-Use model of ISO 9126 [2] 
 
but the quality of the strategy and tactics of the software 
project plan that lead to this software quality are not ad-
dressed. While the researcher and practitioner communi-
ties propose quality attributes and measurements to 
evaluate the quality of the software product during its 
development (specification to delivery) [2,8-10], less 
work has been carried out on quality in the earlier phases 
of the software, like the initialization phase. This phase 
places the whole process in a business-level environment 
in which the mission should be realized in terms of re-
quired “strategies for approaching goals, and tactics for 
achieving objectives” [1]. 

Various works discuss strategy, but in different con-
texts. Ronan Fitzpatrick [11] introduces a new paradigm 
for software quality, which he calls strategic quality 
drivers for acquirers and suppliers of the software prod-
uct. He presents six strategic quality drivers that impact 
the acquirer (procurer) of software, which are: Technical 
excellence, User acceptance, Corporate alignment, Statu-
tory conformance, Investment efficiency, and Competi-
tive support. He also proposes five other strategic quality 
drivers that impact the supplier (producer), which are: 
Quality management, Development excellence, Domain 
specialty, Corporate accreditation, and Competitive ex-
cellence. This approach, the Software Quality—Strategic 

Driver Model, is an excellent foundation for the aca-
demic syllabus for the study of software quality, and 
represents an opportunity for quality thinking to be ap-
plied at a strategic level. 

Alex Wright [12] reviews the relationship between 
quality and strategy. In his view, quality “has failed to 
influence organizations’ strategy and strategic processes 
due to its continued operational bias; and the traditional 
calls for quality to be part of an organization’s strategy 
are misguided and originate from our own limited per-
ception of quality as essentially operational.” He rec-
ommends that quality be integrated by academic re-
searchers and practitioners into the strategic process of 
the organization and be part of an organization’s strategy, 
but not a contributor to it. 

The Malcolm Baldrige National Quality Award 
(MBNQA) [13] is widely recognized in the USA. It con-
sists of seven interrelated categories that comprise the 
organizational system for performance and excellence. 
This model is used to assess the quality status of organi-
zations with a focus on the relationships between leader-
ship, information and analysis, human resource planning, 
process quality, and the customer. It does not recommend 
any method on how an organization should develop and 
deploy an excellent strategy, but does encourage organi-
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zations and their quality practitioners to consider the re-
lationship between strategy and quality. 

The European Foundation for Quality Management 
(EFQM) has proposed the Organizational Excellence 
Model [14], a non prescriptive framework based on nine 
criteria. Five of these criteria are related to “Enablers” 
and four to “Results”. The purpose of this framework is 
to explain the connections between what an organization 
does (Enablers) and the outputs it is able to achieve (Re-
sults). The model is also used to define what resources 
and capabilities are necessary in order to deliver on the 
organization’s strategic objectives. This model is seen as 
endorsing a cyclical approach to improvement. 

Moreover, quality from the business perspective is 
discussed in [15] in the context of the TL9000 standards, 
and not the BMM standard. The authors suggest an inte-
grated life cycle quality model, referred to as the “com-
plement model for software product quality”. The ap-
proach proposed in [15] combines the high-level quality 
view of the TL9000 Handbook and the detailed view 
from ISO 9126.  

5. BMM and ISO 9126 in the Software Life 
Cycle 

The three ISO’s quality views concern the “Product and 
the User views” of the software product during its de-
velopment and when it is delivered to the final user. 
What is also needed is a view of the quality of the soft-
ware from a business perspective, which should be de-
fined very early on in the software project plan, before 
the project approval stage. This business view of quality 
should be part of the BMM strategy and related tactics, 
and be supported by it. 

Therefore, the business view of quality should be inte-
grated into the BMM plans, that is, during the “initializa-
tion” of each new software project plan (Figure 4). 

As mentioned before, it is claimed that ISO 9126 is 
applicable to all types of software projects and makes it 
possible to evaluate the quality of the software product 
during all the phases of the software life cycle. 

The qualities of the “Product development view” and 
“Final product view” are discussed in the ISO 9126 
standard, and a set of quality characteristics is proposed. 
The purpose there is to address the first view, “Product 
initialization”, which is very important for any project in 
any engineering field. The goal and objectives have to be 
identified in the project plan thoroughly and without am-
biguity, and the means of achieving them should also be 
identified. These means are strategy and the related tac-
tics.  

Moreover, according to ISO 9126, the quality charac-
teristics of a software product are described as “external” 
and “internal” quality characteristics that the software 
product must satisfy to obtain a final product. This qual-
ity is expressed in terms of “in-use” quality characteris-
tics. What is needed is the set of quality characteristics of 
strategy and tactics that contribute to the quality of the 
software product. In the next section, we present the set 
of quality characteristics of strategy and tactics of the 
software project plan that should be considered before 
starting to develop the software product. 

6. Quality Attributes for Strategy and 
Tactics 

The ISO 9126 documents are used to identify the quality 
attributes of the strategy and the tactics of the software 
project plan. Those attributes are presented in the fol-
lowing sections. 

6.1 Quality Attributes for Strategy 

As far as the BMM business plan is concerned, a strategy 
in the context of the software project plan also represents 

 

 
Figure 4. Views of quality in the software life cycle 
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a proper approach that should be adopted in the long 
term to achieve its goal, taking into account the con-
straints and risks posed by the environment. Referring to 
ISO 9126 [2], the results of the strategy—in terms of 
quality—appear not only in the good approach, but also 
in the quality approach used to produce the final software 
product in a defined context and environment—e.g. ISO 
9126 Quality-in-Use.  

Therefore, the quality of the strategy should be 
achieved by the four quality characteristics of Qual-
ity-in-Use —see Figure 3. The definition of these quality 
attributes is based on, and adapted from, those of the ISO 
Quality-in-Use quality model to the context of the soft-
ware project plan strategy established for developing the 
software product: 
 Effectiveness: This characteristic should make it 

possible to measure the accuracy and completeness of the 
realized strategy goal established for developing the 
software product. Effectiveness doesn’t concern the ways 
in which the goal is to be realized. 
 Productivity: This characteristic should make it 

possible to evaluate the use of various resources in order 
to achieve the goal of the strategy adopted for developing 
the software product. Productivity enables measurement 
of the success of the strategy goal, and therefore the 
proposal of enhancements.  
 Safety: This characteristic makes it possible to 

evaluate the strategy risk levels (negative impacts) that 
could affect the users, the software, the business, and the 
environment; for example, identification of emerging 
incidents capable of causing economic damage, such as 
competition, etc. 
 Satisfaction: This characteristic should make it 

possible to satisfy the goal of the strategy and the actions 
taken to achieve it. Satisfaction concerns the degree of 
achievement of the established needs of the strategy. 

In the context of the software project plan, the quality 
of a strategy is defined here as the quality approach, 
characterized by effectiveness, productivity, security, and 
satisfaction, that an enterprise should adopt in the long 
term to achieve its goals in a defined context and envi-
ronment. 

6.2 Quality Attributes for Tactic 

As far as the business plan of the BMM is concerned, the 
tactics in the context of the software project plan also 
represent the set of guidelines to follow in order to 
achieve the goal and support the strategy. Therefore, the 
tactics—on the quality level—appear in the set of quality 
guidelines to follow in order to achieve the strategy goal. 

Moreover, according to the BMM, the strategy con-
tributes to the identification of the tactics [1] and, ac-
cording to the ISO 9126 [2] standard, the quality-in-use 
requirements contribute to the identification of the ex-

ternal quality requirements of the software. Therefore, 
the quality of the tactic emerges on the set of external 
quality characteristics (Figure 2) that the tactic should 
satisfy in order to meet the strategy goal. 

From the set of ISO 9126 external quality characteris-
tics, a set of quality attributes suitable for a tactic are 
identified and redefined for the context of the software 
project plan, as follows: 
 Functionality: This characteristic focuses on what 

to do in order to satisfy the tactic’s objective. A tactic 
must not only be functional and useful, but it must also 
function in a defined context and meet established objec-
tives (Suitability). Moreover, quality goes beyond whe- 
ther a tactic functions or not, to how well its application 
produces good performance or good indicators to be fol-
lowed (Accuracy).  
 Reliability: This characteristic concerns the degree 

of confidence of the tactic. A tactic must maintain a per-
formance level when faced with faulty operation (Fault 
tolerance). It should not lead to the failure of its purpose, 
but to the achievement of its objective (Maturity). 
 Usability: This characteristic is related to the level 

of use of the tactic by the users. A tactic must be suitable 
and easily comprehensible (Understandability), accom-
panied by a well-documented process in order to facili-
tate its application (Learnability). A tactic must also be 
operational (Operability) in order that it can be used in an 
adequate way for specific tasks.  
 Efficiency: This characteristic focuses on the suit-

able performances that the tactic should provide accord-
ing to the resources used. An effective tactic allows the 
use of the essential resources: material, personal, budget, 
and planning required for its achievement (Resource 
utilization). 
 Maintainability: This characteristic concerns the 

capacity of a tactic to be modified, enhanced, and 
adapted to the changes in the application domain. Thus, a 
tactic should be diagnosed: 1) to identify the causes of its 
failure (Analyzability), 2) to identify the solution and be 
able to implement the required modifications (Change-
ability), and 3) to test these modifications (Testability) in 
order to resolve problems arising after the modifications 
and to ensure a stable tactic (Stability).  
 Portability: This characteristic represents the capa-

bility of the tactic to be used in different environments. A 
portable tactic is one that is adaptable in different strate-
gies without the use of resources or actions other than 
those already prescribed (Adaptability). The use of two 
or more tactics together (Co-existence) is a very impor-
tant factor in the realization of a strategy and includes 
several disciplines. Moreover, the capacity of the tactic 
to be used instead of another in the strategy for a differ-
ent objective, but under the same conditions, is also im-
portant (Replaceability). 
 Compliance: The tactic should conform to the 
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guidelines and standards related to the various quality 
characteristics identified. It should be realized according 
to the rules of the application domain: the software. 

In the work reported here, the quality of a tactic is de-
fined in the context of the software project plan as the set 
of quality guidelines related to the Functionality, Reli-
ability, Usability, Effectiveness, Maintainability, and 
Portability that the tactic should satisfy in order to meet 
the strategy goal. 

7. Summary 

This paper has addressed the issue of identifying and 
including quality attributes early in the software project 
plan, i.e. before starting to develop the software product. 
This issue is related to the key concepts of the strategy 
(goal) and tactics (objectives) of the BMM plan. In a 
software engineering project, these two concepts consti-
tute a basic issue to tackle, whether for developing new 
software or for enhancing or redeveloping existing soft-
ware.  

A software quality product is often considered in terms 
of the contractual needs to be achieved between the client 
and the developer. The focus is generally directed toward 
the software life cycle process, as described in ISO 9126. 
So, it is appropriate to address quality before the devel-
opment process starts, that is, during the initialization 
phase when the goal (strategy) and the objectives (tactics) 
are established, to contribute effectively to the quality of 
the final software product.  

Good strategy and tactics are at the heart of successful 
software project plans in any organization. However, 
while there are a few different approaches to integrating 
quality into strategic and tactical thinking/planning, none 
have looked at including or evaluating the quality of the 
strategy and the quality of the tactics of the software 
project plan. 

The motivation of the work reported here is to improve 
the quality of the software by improving the quality of 
the strategy and the quality of the tactics. Therefore, in 
this paper, a set of quality characteristics for these two 
key concepts of the BMM was identified in the context 
of a software project plan. It was identified based on 
those provided in ISO 9126 and were redefined by 
adapting the ISO 9126 definitions to strategy and tactics.  

Table 2 groups together the various quality character-
istics identified for the strategy and tactics. 

Therefore, in the context of the software engineering 
project plan: 
 The quality of strategy is defined here as the quality 

approach, characterized by effectiveness, productivity, 
security, and satisfaction, that an enterprise should adopt 
in the long term to achieve its goals in a defined context 
and environment. 
 The quality of a tactic is defined here as the set of 

quality guidelines, related to Functionality, Reliability, 

Table 2. Quality characteristics for strategy and tactics 

Strategy 
Quality characteristics 

 Effectiveness 
 Productivity 
 Safety 
 Satisfaction 

Tactics 
Quality characteristics 

 Functionality: suitability, accuracy 
 Reliability: maturity, fault tolerance 
 Usability: understandability, learnability, operability. 
 Efficiency: resource utilization 
 Maintainability: analyzability, changeability, testability, 

stability 
 Portability: adaptability, co-existence, replaceability 
 Compliance 

 
Usability, Effectiveness, Maintainability, and Portability, 
that the tactic should satisfy in order to meet the strategy 
goal. 

Another issue addressed in this paper is the usefulness 
of including a new perspective in a software project plan: 
the business view, to set targets prior to beginning the 
development of the software project. Once the project 
has been completed, we can evaluate whether or not 
these established targets have been met, and, if so, to 
what extent. Moreover, such a view is important, since it 
places the whole process in a business-level environment 
in which the mission should be realized in terms of the 
required strategy (goal) and tactics (objectives). 

On the one hand, when developing new software in a 
non mature market or for an emerging market (the first 
time that type of software has been developed), there are 
no best practices, guidelines, or techniques that have al-
ready been used and tested which can be adapted to the 
needs of the project. Therefore, the non consideration of 
the business view of quality will affect the quality of the 
software product during the development phase, not only 
from the business perspective, but also from that of the 
developers and end users. On the other hand, for a re-
peatable type of project, even if best practices are avail-
able, the business view of quality should also be empha-
sized when choosing suitable practices, combining them, 
or improving them to meet the needs of the new project; 
that is, determining “what” the business wants to accom-
plish and “how” it intends to accomplish it [1]. 

In contrast, evaluation of the quality of the strategy 
and tactics, that is, the goal and objectives respectively, 
requires the availability of measurements. While the 
BMM recognizes the usefulness of measures for evalu-
ating the objectives, it does not provide a set of accepted 
measures to use. This can be justified from three points 
of view. The first point is that the notion of metrics, al-
though recognized as an important discipline by the 
BMM, is presented only in an informative appendix, 
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which needs to be reworked in order to incorporate it as a 
part of the BMM elements. 

The second point is the absence of quality attributes to 
enable evaluation of the usefulness or otherwise of the 
stated goal and objectives. In fact, a set of quality attrib-
utes related to strategy and tactics has been identified in 
this paper. The third point is related to the difficulty of 
designing good measurements: “The metrics for an Ob-
jective are established by the measures of performance of 
the Goal that the Objective quantifies. To be able to do 
this, an appropriate unit of measure for the metric must 
be determined for each Objective. The Objective then 
expresses the target value that the metric should attain in 
the timeframe specified. In that way, while a Goal sets 
the direction, its corresponding Objectives set the mile-
stones to be attained in pursuing the Goal” [1]. 

As future work to validate the mapping of the ISO 
9126 quality model and quality of strategy and tactics, 
research is being pursued to propose measurements, in-
dicators, and criteria to measure, in practical cases, the 
quality attributes of the strategy and the tactics of a soft-
ware project plan. 
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ABSTRACT 

Model Driven Engineering (MDE) is a model-centric software development approach aims at improving the quality and 
productivity of software development processes. While some progresses in MDE have been made, there are still many 
challenges in realizing the full benefits of model driven engineering. These challenges include incompleteness in exist-
ing modeling notations, inadequate in tools support, and the lack of effective model transformation mechanism. This 
paper provides a solution to build a template-based model transformation framework using a simplified metamode 
called Hierarchical Relational Metamodel (HRM). This framework supports MDE while providing the benefits of read-
ability and rigorousness of meta-model definitions and transformation definitions. 
 
Keywords: Model Driven Engineering, Modeling, Metamodeling, Model Transformation 

1. Introduction 

Model-Driven Engineering (MDE) tackles the problem 
of system development by promoting the use of models 
as the primary artifact to be constructed and maintained 
[1,2]. MDE shifts software development from a code- 
centric activity to a model-centric activity. Accom-
plishing this shift entails developing support for mod-
eling concepts at different levels of abstraction and 
then transforming abstract models to more concrete 
descriptions of software. In other words, MDE reduces 
complexity in software development through modular-
ing and abstraction [3]. 

Because of MDE’s potential to dramatically change 
the way we develop applications, companies are al-
ready working to deliver supporting technologies. Al-
though some variants of MDE, especially Model- 
Driven Architecture (MDA), are already quite ad-
vanced and serve as the conceptual foundation for 
commercial software products, there are many chal-
lenges to achieving true Model-Driven Engineering.  

The major challenges that researchers face when at-
tempting to realize the MDE vision were discussed in 
[4]. According to many research projects that point out 
the inadequacy in MDE development [5], there are two 
main challenges that MDE infrastructure faces: 
 Providing precise, analyzable, transformable and 

executable models [4]. 
 Providing well-defined transformations that support 

rigorous model evolution, refinement, and code genera-
tion [5]. 

The second challenge, model transformation that 
supports rigorous model evolution, refinement, and 
code generation is also an active research area [6]. 
There are many research projects that provide funda-
mentals for model transformation. Model transforma-
tion is the process of converting one model into another 
model. Performing a model transformation requires a 
clear understanding of the syntax and semantics of both 
the source and target models. To take modeling to a 
higher level of abstraction, it is necessary to have a 
standard mechanism to define metamodels of modeling 
languages. OMG addresses this issue in its MDE initia-
tive Model Driven Architecture (MDA) by creating 
Model Object Facility (MOF). In response to the need 
for a standard approach to defining the functions that 
map between metamodels, the OMG issued the MOF 
2.0 Query/View/Transformation (QVT) Request for 
Proposals. Several replies were given by a number of 
companies and research institutions that evolved over 
three years to produce a common proposal that was 
submitted and approved [7]. 

This paper is organized as follows: Section 2 intro-
duces the motivation and overview of our transforma-
tion approach. It also covers the characteristics of this 
model transformation approach. Section 3 presents a 
case study that demonstrates our approach. Section 4 
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discusses related work and Section 5 evaluates the 
transformation tools. Finally Section 6 concludes the 
paper. 

2. Our Model Transformation Approach: 
HRMT 

Both of the challenges mentioned in Introduction section 
point to a mutual research topic: metamodeling. Meta-
modeling is the key technology that ensures precise, 
analyzable models, and it is the very element of meta-
modeling that is the basis for transformation definition. 
Considering these challenges and their connection to 
metamodeling, we provide a solution that uses a simpli-
fied metamodel as the foundation for building a tem-
plate-based model transformation framework. This sim-
plified metamodel is called the Hierarchical Relational 
Metamodel (HRM). The Hierarchical Relational Meta-
model is built upon Z-based Object-Oriented Modeling 
notation (ZOOM). HRM maintains both a tree structure 
and the relationships among model elements. The model 
elements and the tree structure are constructs of the 
ZOOM modeling language comparable to constructs of a 
programming language. To capture more complicated 
modeling language constructs like association, we adopt 
a mathematical collection to depict the relationships 
among different constructs. 

Figure 1 shows the basic structure of our Hierarchical 
Relational Metamodel Transformation (HRMT) frame-
work, A transformation engine takes the HRM defined 
source model as input, and use a template comprise of a 
set of transformation rules to produce output model in a 
format specified by the templates. In other words, the 
output from the transformation engine is a transformation 
of the input model. We regard a model as a set of model 
elements that are in correspondence with a metamodel 
element via the instantiation relationship. Meta-model 
based transformations use only the elements of the meta- 
models, thus the transformation description is expressed 
in terms of the two metamodels.  

2.1 Source Model Representation 

We use ZOOM notation to represent Platform Independ-
ent Model (PIM). ZOOM notation has a textual syntax  
 

defined by BNF, which gives us a simplified way to de-
fine and use ZOOM meta-model. Listing 1 shows an 
example of a model in ZOOM notation. Since ZOOM 
provides the textual syntax in a form that most program-
ming languages have, we are able to build an internal 
representation of ZOOM models in a structure similar to 
Abstract Syntax Tree (AST), only the node in the tree 
will be constructs of the modeling language instead of 
constructs of programming language. However, to cap-
ture more complicated modeling language constructs like 
association. We adopt mathematical collection to depict 
the relationships of different constructs. Considering it’s 
tree structure and such relationships, we name our me-
tamodel Hierarchical Relational Metamodel (HRM). 

The use of HRM provides a way for transformation to 
understand and make use of the abstract syntax and se-
mantics of both the source and target models. Base on 
HRM, we design our template based model transforma-
tion to get the information necessary to generate target 
model or code from HRM-compliant models inside a 
model repository. A set of interchangeable templates can 
be provided for model transformation between different 
target technical platforms. 

2.2 A Metamodeling Language  

Metamodeling is a critical part of our transformation 
approach. It provides a mechanism to unambiguously 
define modeling languages ZOOM in our case. It is the 
prerequisite for a model transformation tool to access and 
make use of the models. We will now look into the de-
sign of our Hierarchical Relational Meta-model (HRM). 

2.2.1 Hierachical Relational Metamodel  
The fact that ZOOM notation has a textual syntax de-
fined by BNF gives us a simplified way to define and use 
ZOOM model’s metamodel. From implementation point 
of view, metamodel defines the internal representation of 
models. In programming language, this internal represen- 
tation often takes the form of Abstract Syntax Tree (AST) 
that can be processed by interpreter or compiler. Since 
ZOOM provides the textual syntax in a form that most 
programming languages have, we are able to build an 
internal representation of ZOOM models in a structure  

 

Figure 1. HRMT model transformation process overview 
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similar to Abstract Syntax Tree. The only difference is 
the nodes in the tree are constructs of the modeling lan-
guage instead of constructs of programming language. 
To capture more complicated modeling language con-
-structs like association, we also adapt mathematics col-
lection to depict the relationships of different constructs. 
It is considering its tree structure and such relationships 
that we name this metamodel Hierarchical Relational 
Metamodel (HRM). 

2.2.2 HRM Definition  
We provide the following definition of HRM:  

Definition 1. Hierarchical Relational Meta-model is a 
3-tuple: HRM = (N, C, R), where  

N is a set of nodes: N = {n1, n2 … nj}
 C is a relation on, which forms a tree structure that has 

one root and no unconnected nodes. Each node may have 
zero or more children. In other words, a node is either a 
leaf (i.e. with no children) or can be decomposed as one 
or more children and each child forms a subtree.  

R= {r1, r2 … 4j} is a set of relations between nodes, 
where ri is a relation on N ×

 

N.  
Figure 2 shows a simple class diagram that has four 

classes: Student, Graduate, Undergraduate and Course. 
The corresponding HRM diagram is also shown in Fig-
ure 2 in the middle. This metamodel can be represented 
as (N, C, R) according to Definition 1. More specifically, 

we can elaborate the contents of its three components as 
in Table 1.  

The components r1, r2, r3 and r4 are relations between 
classes n1, n2, n3, n4 and relationship enroll, x, y. 

2.3 Transformation Template  

The rule set shown in Figure 1 is a collection of trans-
formation rules. Here we provide the definition of trans-
formation rule as followings:  

Definition 2. A transformation rule r = P -> (Tpre, Tpost) 
where  

P defines the pattern to select the element of source 
model and the template pair (Tpre, Tpost) defines the map-
ping to target model.  

Tpre defines the mapping to target model before trav-
ersing children of selected element  

Tpost defines the mapping to target model  
after traversing children of selected element. 
The rationale of this design is closely related to the 

transformation algorithm that we will talk about in the 
next subsection.  

In our framework, the development of transformation 
is in a large part the process of constructing transforma-
tion rules. The rule set in the Figure 1 is an extensible 
component. Different set of templates can be used in dif- 
ferent transformation tasks for various target platforms. 
That’s why we also call the template “cartridge” to re-  

 

 
(a)                               (b)                            (c) 

Figure 2. HRM example of a class diagram 
 

Table 1. HRM metamodel components 

HRM Node Content 

N { ClassDiagrm, n1, n3, enroll, x, y, n1.name, n3.advisor,…} 

C { (n1, n1.name), (n3, n3.advisor), (n3, n3.thesis),…} 

R { r1, r2, r3, r4} 

r1 {(x, n1), (y, n1)} 

r2 {(x, n3),(y, n4)} 

r3 {(enroll, n1)} 

r4 {(enroll, n2)} 
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flect the exchangeability of templates. Template is the 
core component of the transformation framework. 

2.4 Transformation Algorithm  

Metamodel based transformation uses the elements of 
metamodel. Our adopting of Hierarchical Relational Me-
tamodel (HRM) allows us to build an internal representa-
tion of ZOOM models in a structure similar to Abstract 
Syntax Tree (AST). Once metamodel is generated as an 
AST like structure, it is accessible by the transformation 
process through traversing the tree.  

We use an algorithm of “pre-order” to traverse of the 
tree which means each node is visited before its children 
are visited and the root is visited first. 

As we can see in Definition 2, a transformation rule 
has two mapping part, Tpre and Tpost. They are repre-
sented as rule.pre and rule.post. rule.pre is the mapping 
before traversing children of selected element, while 
rule.post is the mapping after traversing children node 
will get visited. 

The use of template and HRM-based transformation 
algorithm help produce the specification of target model 
or code. However, the order of the specification is not 
necessary in a desirable order. This is the reason why we 
introduce a post process that is responsible to reorganize 
the specification. 

The post process will rearrange the specification in a 
desirable style that fits to the target technical platform. 
This approach has a similar style as proposed in Knuth’s 
Literate Programming [8]. Literate programming is a me-
thodology that combines a programming language with a 
documentation language, thereby making programs more 
robust, more portable, more easily maintained, and argua-
bly more fun to write than programs that are written only 
in a high-level language. The main idea is to treat a pro-
gram as a piece of literature, addressed to human beings 
rather than to a computer. The program is also viewed as 
a hypertext document, rather like the World Wide Web. 
Here we treated the generated model specification or 
code as pieces of segment that can be flexible rearranged 
so that it confirms to the requirements of target technical 
platform. 

3. Case Study: A Hospital Information 
Management System 

A case study that demonstrates our transformation 
framework has been done. It showcases the ability of 
transforming a ZOOM model specification to applica-
tions running in multi-platform. In order to show the 
power of our approach, the system described is not trivial. 
It is not a toy system, but it is a real-life example. This 
case study demonstrates how a fairly simple PIM is 
transformed automatically into rather complex PSMs and 
code, and fulfils real-life needs. The complexity of the 

complete example is considerable. However, the example 
is not completely detailed out in all parts of the system in 
order to limit the size of this paper.  

The Hospital Information Management System (HIMS) 
is a web application designed to improve access to pa-
tient information through a central electronic information 
system, an Electronic Healthcare Record (EHR) [9]. A 
HIMS’s goal is to streamline patient information flow 
and its accessibility for doctors and other health care 
providers. The implementation of HIMS will improve 
patient care quality and patient safety over time. 

Using MDE to develop a Healthcare System is an ac-
tive research topic. Raistrick in [10] outlines how MDA 
and UML were used in the context of an extension of the 
processing of clinical data to provide a patient-based 
electronic record. In [11], a method was tested on a pa-
tient record of a hospital which provided rules for gener-
ating SGML/XML DTD element and parameter entity 
declarations from object-oriented UML class diagrams.  

The first task of developing HIMS using HRMT is de-
fining the system independently from any specific tech-
nology. In another word, it is the creating of PIM. But 
hospitals do not want a model; they want a running sys-
tem. Therefore, we need to transform the PIM into a 
PSM that is compatible with the hospital’s technology 
infrastructure. In our case study, we choose Micro-
soft .NET and J2EE as the target web application plat-
forms, considering the popularity of both platforms. We 
also choose Microsoft Access and SQL Server as target 
database platforms.  

Using our HRMT framework, we are able to transform 
the PIM into full-fledged web applications in both .NET 
and J2EE platforms. We provide much more details 
about the case study in our research web site [12]. The 
web site also provides download of HRMT tool and 
ZOOM Software suite. Documentation of how to use the 
HRMT tool is included there as well. 

4. Related Work 

Many contributions related to model transformation have 
been discussed in literature [13]. A number of solutions 
to describe and implement model transformation are cur-
rently available. Different top-level taxonomies can be 
found in [14]. In order to compare our tool with other 
transformation tools more specifically, we choose four 
transformation tools for the following evaluations. Each 
of these tools represents a different transformation ap-
proach.  

Direct-manipulation approach consists in providing 
some visitor mechanism to traverse the internal repre-
sentation of a model and write code to a text stream. An 
example of this approach is Jamda [15], which is an ob-
ject-oriented framework providing a set of classes to 
represent UML models, an API for manipulating models, 
and a visitor mechanism (so called CodeWriters) to gen-
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erate code. Jamda does not support the MOF standard to 
define new meta-models; however, new model element 
types can be introduced by subclassing the existing Java 
classes that represent the predefined model element 
types.  

Extensible Stylesheet Language Transformations 
(XSLT) is an XML-based language used for the trans-
formation of XML documents into other XML document. 
XSLT may be used effectively for some class of trans-
formations of MOF models, as they may be represented 
as XML documents via the XMI specification.  

AndroMDA is a code generation tool that takes a 
UML model as input and generates source code as output. 
It adopts a template-based transformation methodology 
similar to ours in a degree but differs significantly in 
handling of metamodel. Compared to direct-manipu- 
lation transformation, the structure of a template resem-
bles more closely the code to be generated. Templates 
lend themselves to iterative development as they can be 
easily derived from examples. Since the template ap-
proaches discussed in this section operate on text, the 
patterns they contain are untyped and can represent syn-
tactically or semantically incorrect code fragments. On 
the other hand, textual templates are independent of the 
target language and simplify the generation of any tex-
tual artifacts, including documentation.  

ATL is a model transformation language (MTL) de-
veloped by OBEO and INRIA to answer the QVT Re-
quest For Proposal. It can be used to do syntactic or se-
mantic translation. ATL is built on top of a model trans-
formation Virtual Machine. A model-transformation- 
oriented virtual machine has been defined and imple-
mented to provide execution support for ATL while 
maintaining a certain level of flexibility. As a matter of 
fact, ATL becomes executable simply because a specific 
transformation from its metamodel to the virtual machine 
byte code exists. Extending ATL is therefore mainly a 
matter of specifying the new language features execution 
semantics in terms of simple instructions: basic actions on 
models (elements creations and properties assignments). 

5. Evaluation 

5.1 Evaluation Metrics of Transformation Tools  

The purpose of this section is to compare our model 
transformation approach with other tools to evaluate its 
strength and weakness. As readability of metamodel and 
transformation definition is one of the advantages of our 
approach, we need to look deeper into the metrics that 
measure this quality. A large number of software product 
metrics have been proposed for the quality of software 
such as maintainability. Many of these metrics have not 
been properly validated due to poor methods of valida-
tion and non acceptance of metrics on scientific grounds 
[16]. In the literature, two types of validations, namely 

internal (theoretical) and external (empirical) are rec-
ommended [17]. Internal validation is a theoretical exer-
cise that ensures that the metric is a proper numerical 
characterization of the property it claims to measure. 
Demonstrating that a metric measures what it purports to 
measure is a form of theoretical validation. External vali-
dation involves empirically demonstrating that a metric 
can be an important component or predictor of some 
software attributes of interest.  

Kumar and Soni [18] have proposed a hierarchical 
model to evaluate qualities of object-oriented software. 
This proposed model has been used for evaluation of 
maintainability assessment of object-oriented design 
quality, especially in design phase. In this model, quality 
factors such as maintainability are measured by a set of 
metrics such as Number of Classes (NOC), Number of 
Ancestors (NOA) and Number of Methods (NOM). In 
[19], they present empirical experiments to validate this 
hierarchical model of object-oriented design quality met-
rics. We will introduce a set of metrics that we identified 
for readability, shown in Table 2. We will explain what 
each metric means and the rationale of choosing it. Al-
though we do not conduct individual validation of each 
metric, our choices of metrics are following the same 
practice demonstrated in Kumar and Soni’s study [18], 
and can be validated using a similar framework. Al-
though we are not using this exact metric, we are fol-
lowing the approach of identifying factors that contribute 
to the educational grade level or readability. In the 
Flesch-Kincaid metric, two factors are identified: Avg-
Number-WordsPerSentence and AvgNumberSyllables- 
PerWord. Considering the characteristics of our text 
format, we identified a more comprehensive set of fac-
tors. Table 2 shows the factors that we identified. 

5.2 Evaluation Result  

We conducted an experimental trial on each of them. In 
the trial case, we used the example mentioned in Section 
2. Using PIM shown in Listing 1, we generated Java 
code with each of the tools and evaluated the transforma-
tion using the metrics mentioned above.  

Since all four tools use XMI as the format of source 
model, the metrics evaluation is between the ZOOM 
input format and XMI format. We will show in Table 3 
the result. Additionally, because the choice of input 
model reflects essentially the choice of metamodel, it 
indeed reflects the complicity of HRM and MOF com-
parison.  

The result in Table 3 shows that in all 4 metrics, 
ZOOM has a significantly lower number comparing to 
XMI. The TotalLine and Total-Token show that XMI 
model is much longer and verbose. The deeper nesting 
and significant amount of cross-references also made the 
XMI model harder to read. The result proves that using 
HRM can significantly simplify the metamodel. 
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Table 2. Explanation of metric factor 

Metric Factor  Explanation 

Source Model Total Lines (STotalLine) Lines in the text of source model  

Source Model Total Tokens (STotalToken) tokens in the text of source model 

Template Total Lines (TTotalLine) lines in template 

Template Model Total Tokens (TTotalToken) Tokens in template  

Source Model Nesting Depth (SNestDepth) Deepest nesting level of source model  

Template Model Nesting Depth (TNestDepth) Deepest nesting level of template 

Cross Reference in Source Model (SCrossReference) Cross reference in source model  

Cross Reference in Template (TCrossReference) Cross reference in template  

Reference to Metamodel in Template (MetaReference) Reference to metamodel in template  

 
Table 3. Evaluation result of source model 

 
 HRMT Jamda/Stylus/AndroMDA/ATL 

Test Case              Generate Java code for Roster 

Metamodel HRM MOF 

Input Format ZOOM XMI 

STotalLine 33 266 

STotalToken 67 1612 

SNestDepth 2 8 

SCrossReference 4 45 

 

 
 
The rest of the metrics are about the template. Since 

the template is the main document that needs to be de-
veloped in the transformation process, these metrics re-
flect the transformation complicity. They are different 
from each other depending on the tools we are measuring. 

Table 4 shows the result of comparing all the tools.  
Overall in the case of TotalLine and TotalToken, 

HRMT uses the shortest template comparing to others. 
It’s about half of ATL and only a fraction of Jamda, Sty-
lus, and AndroMDA. Except for Jamda, there is no sig- 
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Table 4. Evaluation result of transformation template 

 HRMT  Jamda Stylus AndroMDA ATL 

Test Case  Generate Java code for Roster 

TTotalLine 44 652 82 207 70 

TTotalToken 108 1927 327 394 223 

TNestDepth 4 5 6 5 3 

TCrossReference 2 37 2 4 4 

MetaReference 17 47 39 73 32 

 

 
 
nificant difference between nesting depth and cross- 
reference amount of all the approaches. This implies that 
all the tools except Jamda are used in a similar way to 
organize the template. The high number of CrossRefer-
ence in Jamda is because it is using Java API to perform 
the transformation directly, and Java API organized their 
functions in different methods, files, and even in different 
packages. MetaReference is the most critical metrics, 
because accessing metamodel information is the crucial 
step in model transformation. The more times that trans-
formation has to access the metamodel, the more com-
plicated the transformation process is. From the evalua-
tion result, we can see that HRMT comes out using the 
least number of references to metamodel in both Meta-
Reference and UniqueMetaReference. This is direct 
proof of having a simplified meta-model. 

6. Contribution and Future Work 

In this paper we present a framework that provide a sim-
ple, effective, and practical way to accomplish model 
transformations. This framework uses a simplified me-
tamodel as the foundation for building a template-based 
model transformation framework. This simplified meta-
model is called Hierarchical Relational Metamodel 

(HRM). The Hierarchical Relational Metamodel is built 
upon Z-based Object-Oriented Modeling notation 
(ZOOM). A template-based model transformation frame- 
work using Hierarchical Relational Meta-model (HRM) 
is introduced.  

The current development of this project has made sub-
stantial progress and further research effort will be 
mainly focusing on two things 1) Fine-tuning and opti-
mizing the tool and 2) Integration with other tools. 
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ABSTRACT 

This paper describes a simulation-based intelligent decision support system (IDSS) for real time control of a flexible 
manufacturing system (FMS) with machine and tool flexibility. The manufacturing processes involved in FMS are com-
plicated since each operation may be done by several machining centers. The system design approach is built around 
the theory of dynamic supervisory control based on a rule-based expert system. The paper considers flexibility in op-
eration assignment and scheduling of multi-purpose machining centers which have different tools with their own effi-
ciency. The architecture of the proposed controller consists of a simulator module coordinated with an IDSS via a real 
time event handler for implementing inter-process synchronization. The controller’s performance is validated by 
benchmark test problem. 
 
Keywords: Intelligent Decision Support System, Real Time Control, Flexible Manufacturing System, Multi-Purpose 

Machining Centers 

1. Introduction 

A flexible manufacturing system (FMS) architecture can 
be characterized as a set of multi-purpose machine tools 
connected by automatic material handling and tool 
transportation devices. The material handling system has 
a mechanism to transport parts between machining cen-
ters. Automatic tool transportation devices can also 
transfer tools among tool magazines and the central tool 
storage area [1,2]. Any material handling system has a 
mechanism to transport parts and tools automatically. 
These systems can transfer tools among tool magazines 
and the central tool storage area while the system is in 
operation [3,4]. FMSs are essentially more flexible than 
the conventional manufacturing systems, mainly because 
of utilizing versatile manufacturing lines, redundant and 
reconfigurable machines, alternate routings, and flexibil-
ity in operation sequencing [5,6].  

Due to different operations on a product and machine 
requirements to process each step of production, it is so 
hard to control different events that might happened at 

different cells to achieve best practice of performance 
criteria [7]. Regarding these considerations, control of 
these environments plays an essential role at manufac-
turing systems. Control framework has been studied on 
FMSs in the literature and there are different methods for 
selecting the most appropriate control policies at each 
decision point [8-15]. These strategies deal with the al-
location of jobs to multi-purpose machining centers 
which have to be made in a flexible way. Most of these 
studies focus on reactive strategies that enable the FMS 
to better deal with randomness and variability. It means 
that most of these FMS controllers usually use fixed and 
offline policies to operate the system. However, these 
methods do not consider many realistic constraints and 
dynamic changes such as tool magazine capacity, opera-
tive efficiency changes and availability of tools in the 
part selection and operation assignment problems. These 
offline methods are mainly categorized into two forms: 
priori reactive control and the posteriori reactive control 
methods. The control is planned according to the struc-
tural information, forecasts, orders, management rules 
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and objectives [16]. The online posteriori control adapted 
directly to the system for preventive deviations by con-
trolling occurrence of events.  

Improving the performance of an FMS supervised by 
an effective controller is still a complex task that not only 
is time consuming but also needs much human expertise 
in decision making [17]. In order to implement an adap-
tive controller, DSS have become an effective method for 
their adaptability in controlling complex and dynamic 
operations [18]. There have been limited investigations 
on IDSS for controlling such systems as a unified ap-
proach. There is a need to construct a framework in 
which a knowledge-based decision analysis will assist 
the decision process to improve the FMS control pa-
rameters.  

An effective approach for reinforcement of IDSS per-
formance is to develop an embedded simulation model 
that meets the desired objectives of the system [19-22]. 
Discrete-event simulation is a very powerful tool that can 
be used to evaluate alternative control policies in the 
manufacturing system [23-26]. Although the procedure 
of analyzing simulation results could rely on various 
guidelines and rules, decision-making still requires sig-
nificant human expertise and computer resources. To 
efficiently use simulation in the decision process, inte-
gration of IDSS with simulation has been emphasized 
[27-30]. However, there have been limited investigations 
on integrating IDSS with the modular simulation lan-
guages as a unified approach for controlling manufactur-
ing systems. So FMS control appears to be an excellent 
area for applying adaptive IDSS simulation-based con-
troller. 

This research focuses on developing a simulation- 
based intelligent expert system with dynamic rules con-
templating tool and machine flexibility control. For im-
plementing inter-process synchronization in real-time 
control of FMS, the proposed IDSS receives online re-
sults from simulation module and different scenarios of 
control parameters with simulation replication action. 
The outline of the paper is as follows. Section 2 describes 
adaptive flexibility control on FMS shop floor. Section 3 
deals with FMS adaptive controller architecture to build 
IDSS. Sections 4 present experimental study to validate 
the effectiveness of the proposed system. Finally, con-
clusions are made in Section 5. 

2. Adaptive Flexibility Control on FMS Shop 
Floor 

2.1 Adaptive Control Mechanism 

Adaptive supervisory implies selection of an appropriate 
control policy based on the current state of the workcell. 
Regarding dynamic control of manufacturing systems, 
jobs are dispatched to machining centers using dispatch-

ing rules at the specific moment based on the available 
information. Afterwards, appropriate tool is mounted in 
machining center according to the tooling strategy [31]. 
Because of the flexible characteristics of FMSs, control 
decisions should be applied as soon as possible based on 
the real time state of the system. An FMS adaptive con-
troller has to deal with the dynamic environment in 
which the system operates to seize online machines and 
tools redundancy capabilities, alternative routing and 
hazard control remedy.  

2.2 FMS Shop Floor Flexibility Control 
Functions 

The most commonly accepted definition of flexibility is 
the ability to take up different positions or alternatively 
the ability to adopt a range of states [32]. Many different 
authors have defined many different types of flexibilities 
(machine, process, product, operation, routing, volume, 
production and expansion flexibility) in the literature 
[33-37]. Here we consider the flexibility control function 
as machine flexibility and tool flexibility. Browne et al. 
[38] defined machine flexibility as the ease of change to 
process a given set of part types. Buzacott [39] clarifies 
machine flexibility as the ability of the system to cope 
with changes. There are three technical constraints re-
lated to a machining center: number and capacity of ma-
chine-tools, local input/output buffer (LIB/LOB) size and 
operative efficiency. Das and Nagendra [40] define ma-
chine flexibility of a machining center as the ability of 
performing more than one type of processing operation 
efficiently. Therefore, machine flexibility is measured by 
the number of operations that a workstation processes 
and the time needed to switch from one operation to an-
other. The more operations a workstation processes and 
the less time switching takes, the higher the machine 
flexibility becomes [37]. Figure 1 shows the proposed 
adaptive flexibility control functions of the FMS shop 
floor. 

As illustrated in Figure 1, tool flexibility can be de-
fined as getting the right tool, to the right place at the 
right time [34,41]. The need for tooling strategies origi-
nates from the high variety and number of cutting tools 
that are typically found in automated manufacturing sys-
tems. The adoption of appropriate tool management poli-
cies that consider alternative tools allows the desired part 
mix and quantities to be manufactured efficiently while 
achieving improved performance [42]. At machine tool 
level, there are two technical constraints related to tool 
allocation: tool magazine capacity and tool life. Due to 
tool magazine capacity, there is a restriction on the num-
ber of operations that can be processed in a single tool 
setup. On the other hand, if tools can be loaded and un-
loaded while the machine is running, the capacity of the 
tool magazine can be assumed to be unlimited [32,43].  
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Figure 1. FMS shop floor flexibility control functions 

 
The tool magazine capacity is an influential factor in 
determining the flexibility of the system. A proper tool 
management is needed to control processing of parts and 
enhance the flexibility to variety of parts. It is important 
to design a tool management control function so that the 
proper tools are available at the right machine at the de-
sired time for processing of scheduled parts.  

The work-order processing and part control system 
essentially drives other control functions. This module 
concerns the determination of a subset of part types from 
a set of part types for processing. 

A number of criteria can be used for selecting a set of 
part types for processing (i.e. due date, inter arrival time, 

requirement of tools, operation time, shared operation, 
operations sequence).  

3. FMS Adaptive Controller Architecture 

3.1 FMS Configuration Parameters 
 

The following notations and criteria are utilized in devel-
oping the rule-based model of the FMS controller ad-
dressed in this research. Table 1 represents the notations. 

These parameters are defined in such a way that con-
tains information about the previous control functions on 
a platform of multi-purpose machines. In other words, 
definition of these parameters considers machine and tool  
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Table 1. FMS configuration parameters and performance criteria 

FMS configuration parameters 
Notation Definition Notation Definition 

Pi i-th production order, pi 1  OEijkl Operative efficiency of Oij on Mkl  

Oij j-th operation of order Pi, inj 1  DDPi Due date of Pi 

M/Ck k-th machining centers, mk 1  Tij Time for processing operation Oij  

Mkl l-th machine of M/Ck, kLl 1  αi Penalty weight for Pi when ACTi is less than DDPi 

IATi inter arrival time between Pi and Pi-1 βi Penalty weight for Pi when ACTi is greater than DDPi 
TMCkl Tool magazine capacity of  Mkl  ni The number of Pi operations. 
TLhkl Tool life of h-th tool of Mkl (time based) REi The number of operation remain to complete Pi   
TMhkl h-th tool of Mkl tool magazine MinU Minimum utilization 
MSij Set of machines which can handle Oij MaxU Maximum utilization 
LIBkl Local input buffer size of Mkl STij Standard time of Oij with 100% operative efficiency 
LOBkl Local output buffer size of Mkl TP Throughput 

PTH Duration of planning time horizon RTOij Number of required Tool for Oij 

t Current time ETTij Elapsed time between Oij and its latter operation  

Simulator outputs performance criteria 
Notation Definition Notation Definition 
TBDkl Time between departures on Mkl TITkl Total idle time of Mkl 
ACTi Actual cycle time of order Pi TWTi Total waiting time of Pi 

Zi Total penalty of Pi MUkl Machine Mkl utilization 
OSi(t) Set of operations of Pi processed until t OSkl(t) Set of operations processed on Mkl until t 
QMkl Queue size of Mkl CTkl Completion time in Mkl  
TUhkl Tool usage of h-th tool of Mkl (time based) BUkl Buffer usage of Mkl  

 
Table 2. Binary control flags 

Variable Definition Variable Definition 

OAijkl 
Equal to 1 if Oij is assigned to Mkl, other-
wise it is equal to 0 MIUkl 

Equal to 1 if machine Mkl is in use; otherwise it is 
equal to 0 

TMLhijkl 
Equal to 1 if TMhkl load to perform Oij 

on Mkl and equal to 0 if unloads RTMh   
BSAkl 

Equal to 1 if buffer space of Mkl is available; other-
wise it is equal to 0 

PCi 
Equal to 1 if Pi complete otherwise it is 
equal to 0 MBkl 

Equal to 1 if machine Mkl is bottleneck; otherwise it 
is equal to 0 

λi 
Equal to 1 if ACTi is less than DDPi, 
otherwise it is equal to 0 

ODijkl 
Equal to 1 if Oij is done on Mkl, and depart it; other-
wise it is equal to 0 

APOi Equal to 1 if Pi should be scheduled next 
otherwise it is equal to 0 PAi Equal to 1 if Pi arrive otherwise it is equal to 0 

OWij 
Equal to 1 if Oij is waiting for process; 
otherwise it is equal to 0   

 
flexibility characteristics of an FMS. Table 2 shows the 
binary control flags (BCF’s). 

3.2 Simulation-Based Intelligent Decision  
Support System  

Figure 2 shows the combination between simulation and 
intelligent decision support system as for FMS adaptive 
control. The figure shows the cooperation between IDSS 
and the simulator module. The current configuration pa-
rameters of the FMS are read by user interface and are 
used as the input data to build conceptual model. The 
simulation model will evaluate the current shop per-
formance, such as actual cycle time, tool and buffer 
utilization. This process continues until a satisfying and 
controllable shop floor configuration is reached. 

The system presents details of the architecture, com-
ponents and functions of a FMS decision-making con-
troller. The proposed controller consists of a simulator 
model coordinate rule based IDSS with a real time me-
chanism. The simulation output data are fed to the 
knowledge-based system as input data. The rule-based 
IDSS analyzes output of simulation model to control the 
real-time status of FMS. Once the IDSS makes recom-
mendations, the simulation model is adjusted accordingly 
and the process is repeated. The simulation and IDSS 
components cooperate with each other until the control 
goals are achieved. Since the primary objective is to im-
prove the throughput of the shop floor, a simulation 
analysis assisted by decision process is carried out. The 
status of the cell, machines, part orders, the availability  
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Figure 2. The structure of simulation-based IDSS for FMS adaptive control 
 
of operators and system control flags are recorded in 
separate databases. Sequence of jobs is used to control 
the flow of parts through the system. The first step to 
estimate the performance criteria is assigning the opera-
tions to machines and scheduling the operations on each 
machine.  

The above posteriori adaptive control mechanism em-
ploys a simulator block to predict different performance 
criteria of the FMS conceptual model. The simulator 
contains the discrete event simulation model and is able to 
measure several FMS performance criteria depending on 
the different inputs. The simulation results are then for-
warded between external interfaces belonging to different 
external models. On the other hand, these interfaces han-

dle the necessary communications with the simulation and 
coordinate IDSS control signal transformations into the 
simulator. 

Sequence of jobs is used to control the flow of parts 
through the system. The first step to estimate the per-
formance criteria of FMS is assigning the operations Oij to 
machining centers and extracting the set OSMkl(t) includes 
operations processed on M/Ck until t. The real time adap-
tive control framework is based on affiliating all current 
events and expected future event to a time tag for process 
synchronization. The following pseudo-code shows the 
initialization phase of the simulation in order to configure 
the FMS conceptual model. 
  The initialization phase should be run in execution 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
mode using the function RealTimeInitialize(t) to syn-
chronize simulation logic with an external process of FMS 
controller system. The module RTCSim(t) represents FMS 
events simulation to handle machine and tool flexibility. 

The simulation clock is set to the real-time clock of the 
operating FMS system and all other simulation processes 

are initiated by InitProcess(Oij). Because of the random-
ness of processing times in each replication, the expecta-
tions of system outputs are estimated by sample means. 
The function ( , , )i hkl klTAVG ACT TU BU  records the 
values of system outputs throughout each replication and 
finally estimates the expectation of these statistics  

FMSConfigParam( ) 
    Read Number of parts, machining centers and planning horizon (p,m,PTH);  
    For i: = 1 to p Read Number of parts operations and due date (ni, DDPi, IATi, αi, βi);  
    For k: = 1 to m Read Number of machines at each machining centers (Lk); 
    For k: = 1 to m initialize Machining Centers Resources M/Ck, Capacity;  
    For k: = 1 to m  

For l: = 1 to Lk initialize Machine Tools, Tool magazine and buffers (MTkl, TMCkl, LIBkl, LOBkl); 
    For i: = 1 to p 

For j: = 1 to ni  
Initialize queue used to hold part operations (Oij (Process.Queue));     
Read (processing time of each operation (Oij , Tij , STij , MSij , ETTij , RTOij); 

InitTime(t); (Initialize simulation current time) 
RealTimeInitialize(t); (Initialize inter-process synchronization) 
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RTCSim(t): 

RealTimeRecieve(t);  
(Receive real-time actions from the DSS and passes them to simulator) 

Let NREP:= 0;(simulation optimization level) 
Let REPNum:= 0;(replications per simulation counter) 
While REPNum MaxREP ; (Maximum simulation replications) 
    For i:= 1 to p 

   Create (Pi) ; (parts entry in the simulation model) 
   Set APOi= 1, OSi(t)= ф ; (Pi should be processed next) 
   For j:= 1 to ni OSi(t)  (for remaining operations) 

   Set OWij= 1; (operation Oij is waiting for process) 
For k:= 1 to m 
 
 
 

 
 
 
 
 
 
 
 
 

    //end While 
ShutdownIPS; (terminate the simulation replication) 

DAVG ˆ ˆ ˆ( [ ], [ ], [ ]);i i iE ACT E Z E TWT  
(Return the average of time-persistent statistics throughout all replications) 

InitProcess(Oij): 
     While  OWij= 1 do (Oij is waiting for process)

    {WriteIPSQueue(Oij); 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

   Return Flags (OAijkl ,PCi, TMLhijkl) }; 
 //end While 

For h:= 1 to TMCkl                            
Read TLhkl;  

(Tool life of h-th tool of MTkl) 
TS. Select(t);  

(Tooling strategy from DSS ) 
Load TMhkl;  

(h-th tool of MTkl tool magazine) 
Assign Oij ; 

(Process.NumberIn) ; 
Assign Oij (Process. LIBkl) ; 
Seize Oij (Process.Queue); 

Delay   τij (Time (kl )); 
Set OAijkl= 1, MIUkl= 1; 
Dispose (Pi. LOBkl ); 
Release M/Ckl; 
Set ODijkl= 1, APOi= 0, OWij= 0; 
Update OSi(t),REi, ACTi ; 

Tool flexibility  

For l: = 1 to Lk  
Read OEijkl; (operative efficiency of Oij on MTkl ) 
DR.Select(t); (select dispatching rule from DSS) 
RVG (T(Oijkl)); (random value generator of processing time) 
InitProcess(Oij) (beginning of the simulation replication) 
TAVG (CTkl ,TBDkl ,ITkl, QMkl,BUkl,MUkl,TITkl)  
(records the tally variable throughout this replication) 
Return TFIN; (final simulation time) 
REPNum:= REPNum + 1; (increment replication number) 
   }; //end InitProcess 

Machine flexibility  

 
 

through the average function ˆ( [ ],iDAVG E ACT ˆ[ ],hklE TU  

ˆ[ ])klE BU  over MaxREP simulation replications. The 

number of replications per simulation (MaxREP) should 
be set to the minimum number necessary to obtain a re-
liable estimate of performance criteria. 

Based on the results obtained at each level of optimi-
zation (NREP) and exchanging them with IDSS, addi-
tional number of replications may be re-simulated for each 
design. The expected value of FMS performance criteria 

are extracted under design ,ijkl ijklOA


. The ˆ[ |iE ACT  

, ],ijkl ijklOA
 ˆ[ | , ],hkl ijkl ijklE TU OA

 ˆ[ | , ]kl ijkl ijklE BU OA


 

represent the stochastic effects of system output by sam-
ple mean. The ultimate goal is to find the solution that 
optimizes the value of these performance criteria. The 
optimization procedure uses the outputs from the simula-
tion model of previous NREP to construct a response 
surface at each simulation optimization level of 

, |ijkl ijkl NREP rOA 


and to extract the next level of 

,ijkl ijklOA


as an input to the model.  

To control the external processes of FMS, the simulator 
block and IDSS are synchronized via simulation data 
exchange Sim.Data.eXchange(IDSS). The IDSS ana-
lyzes outputs of simulation model to control the real-time 
status of FMS after receiving these results by Real-
TimeSend() function. The IDSS then sends appropriate 
control signals of beginning operation to the correspond-
ing entities when an event is occurred. Proposing the 

adaptive controller with this structure allows modeling of 
synchronization mechanism between FMS entities and 
transmission times for messages exchanged between the 
IDSS and simulator. 

Figure 3 schematically describes the inter-process 
synchronization between different components of co- 
simulator. The approach for adaptive controller designing 
is built around the theory of supervisory control based on 
exchanging simulation outputs with an event-condi-
tion-action real time system. The proposed system uses a 
posteriori adaptive control mechanism that also is an 
online control method acting after the event occurs versus 
such popular reactive control method.  

The simulator can trigger the rule-based IDSS to gen-
erate the appropriate control policy. The simulator block 
sends messages to the external rule-based system to in-
dicate simulated results from FMS by RealTimeSend(). 
The rule-based IDSS interprets these results and sends 
appropriate action messages back to the simulator and 
user to indicate the instructions to be done.  

3.3 Rule Production for FMS Real Time  
Simulation-Based Controller 

The IDSS collect the facts into appropriate data base using 
CollectFact(), which is then used for inference by simu-
lation outputs in feed forwarding reasoning. The control 
framework is implemented by integration of the adaptive 
control rules and real time simulator for enforcing dy-
namic strategies of FMS shop floor control. In order to 
strengthen the expert system reasoning, knowledge-elicit-  
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Figure 3. Real time simulation data exchange via inter-process synchronization 
 
tation techniques are used for preventing ineffective re-
dundancy at concurrent firing of rules and high degree of 
parallelism. This knowledge-based IDSS is aimed at pro-
viding a powerful control on different operations of FMS. 
It acts as a cell manager which may work alongside the 
operating cell-oriented part and tool management system. 
These sections describe the knowledge representation 
through a set of control rules. Design of IDSS controller 
focuses on the development of appropriate Event-Condi-
tion-Action (ECA) rules for tuning control parameters. 
These rules are formulated by the techniques of data 
gathering and knowledge elicitation to construct IDSS. 
The IDSS is able to obtain feedback results from the 
on-line system of simulator. These results are very sig-
nificant and let the expert system to re-simulate if the 
performance criteria are not desirable. 

The rules applied in this paper are structured in the 
following form and consist of three segments: event type, 
condition and action: 

When    ‹Event1 , Event2 ,Event3 , … ›  
If         ‹Condition1 , Condition2 , Condition3 , … › 
Then     ‹Action1 , Action2 , Action3 ,… › 
Event type: This tag specifies that analysis of condi-

tion should be done once the events take place. 
Condition: This segment of ECA rules specifies a list 

of conditions. In order to trigger an action rule, all condi-
tions should be satisfied. These conditions refer to a log-
ical assertion of the FMS states extracted by the simula-
tor module RTCSim(t). 

Action: This segment specifies actions which may 
consist of a list of operations. Whenever an action rule is 
triggered by an event, the operations being in its action 
list will be initiated sequentially. The proposed rule- 
based system for manufacturing execution system pro-
vides the parts sequence list to the multi-purpose ma-
chines available and then the operation assignment and 
task proportions of parts on related machines. The output 
can be manipulated by changing the rules and strategies 
entered at the expert system query stage. Table 3 illus-
trates MES control function about dispatching rules. 

For each part Pi the slack index is defined as: 

1

,
in

i Pi ij
j

Slack DD ST t i


    . The function Sort(array) 

finds the maximum or minimum value in the array and 
the binary flag APOi specifies the next scheduled part. 
Table 4 illustrates MES control function for machining 
rules in the FMS. 

The binary flag OAijkl specifies the assignment of op-
eration Oij to machine Mkl. Table 5 illustrates MES con-
trol function for tooling strategy in the FMS. 

Operative efficiency of doing operation Oij on Mkl is 
defined as OEijkl and thus tool usage can be considered as 

(1 ); , ,hkl ij ijklTU T OE h k l    . For each executable 

operation Oij, the proportion of Oij performed on Mkl is 
denoted as )(tijkl , 0 1ijk l  . IDSS monitors all 

events and states transition of FMS by considering ρijkl to  
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Table 3. MES control function (dispatching rules) 

MES Control Function: Dispatching Rules 
Dispatching Rule When [Event] If  (Condition) Action 

Shortest Processing Time 
0t   

RealTimeRecieve() 
. ( )DR Select t SPT  ( ) ;ijSort ST i j  1;iAPO   

First Come First Serve 
0t   

RealTimeRecieve() 
. ( )DR Select t FCFS  ( ) ;iSort IAT i 1;iAPO   

Operation with Least 
Slack 

0t   
RealTimeRecieve() 

. ( )DR Select t SLACK  

0 & & 0i iPC Slack   
( ) ;iSort Slack i 1;iAPO   

Slack Per Remaining 
Work 

0t   
RealTimeRecieve() 

. ( ) /DR Select t S RMOP

0 & & 0i iPC Slack   
( ) ;i

i

Slack
Sort i jRE   1;iAPO   

Slack Per Remaining 
Work 

0t   
RealTimeRecieve() 

. ( ) /DR Select t S RMWK

0 & & 0i iPC Slack   
( ) ;i

ij

j

Slack
Sort i j

ST
 


1;iAPO   

Earliest Due Date 
0t   

RealTimeRecieve() 
. ( )DR Select t EDD  ( ) ;PiSort DD i 1;iAPO   

 
Table 4. MES control function (machining rules) 

MES Control Function: Machining Rules 
Machining Rule When [Event] If  (Condition) Action 

Random Selection 
0t   

RealTimeRecieve() 

. ( )MR Select t RAN  

1iAPO   
( ) ;klSort Rand M k l  1;ijklOA   

Shortest Queue Length 
0t   

RealTimeRecieve() 

. ( )MR Select t SQL  

1iAPO   
( ) ;klSort QM k l  1;ijklOA   

Lowest Utilized Buffers 
0t   

RealTimeRecieve() 

. ( )MR Select t LUB  

1iAPO   
( ) ;klSort BU k l  1;ijklOA   

 
Table 5. MES control function (tooling strategy) 

MES Control Function: Tooling Strategy 

Tooling Strategy =TS When [Event] 
If 

(Condition) 
Action 

Shortest Operation 
Time 

0t   
RealTimeRecieve() 

. ( )TS Select t SOT  

1ijklOA   

( ) ;ijSort ST i j  ( , ) ;hkl ijAssignTool TM O i j 

( );klUpdateToolMag M  

Shortest Processing 
Time 

0t   
RealTimeRecieve() 

 

. ( )TS Select t SPT  

1ijklOA   

( ) ;PiSort DD i ( , ) ;hkl iAssignTool TM P i

( );klUpdateToolMag M  

First Come First Serve 
0t   

RealTimeRecieve() 
 

. ( )TS Select t FDFS  

1ijklOA   

( ) ;iSort IAT i ( , ) ;hkl iAssignTool TM P i j 

( );klUpdateToolMag M  

 
dynamically rebuild new configuration and replicate si-
mulation module RTCSim(t). Table 6 contains the rules 
for control of transition of different states in FMS, bot-
tleneck detection and resolving, assigning operation to a 
non-bottleneck machining centers. 

For each part Pi actual cycle time is defined  
as: 











 


klOSj ijkl

ijijkl
iji OE

ST
ETTACT

  and the penalty is  

defined as: 

 



p

i
iPiiiiiPiii DDACTACTDDZ

1

))(1()(  .  

4. Experimental Study  
 

The problem presented has been adopted in this paper to 
validate the proposed method by Sarin and Chen [43]. 
The model presents machine loading and tool allocation 
problem in FMS with tool life and magazine capacity. 
The FMS model includes tool and machine alternatives. 
The experiment was done on a FMS with four machining 
centers. Tables 7 and 8 show tool-operation and machine 
-tool compatibility. 
  Table 9 represents the machining time of operations 
on alternative tools. 



Development of a Simulation-Based Intelligent Decision Support System for the Adaptive 
Real-Time Control of Flexible Manufacturing Systems 

Copyright © 2010 SciRes.                                                                                 JSEA 

669

Table 6. MES control function 

MES Control Function: States, Bottleneck, Assigning 
When [Event]  If  (Condition) Action 

 

0t   

iPAi  ;1  

0;klMIU k l    ( . );Initialization initial config parameters  

(); (); ( );DefineDB SpecifyCriteria RTCSim t  

( );UpdateTime t ( );SimDataeXchange IDSS  

0t   
ReadIPSQueue(Oij) 

0; ! ,klMB k l  , 1iPA   RealTimeRecieve ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

 

0t   
ReadIPSQueue(Oij) 

1; , 0;kl klMIU k l BSA   0iPC   RealTimeRecieve ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

( );UpdateTime t  

0t   
ReadIPSQueue(Oij) 

0; , 1kl klMIU k l BSA    

1; ( );ijkl iOA j OS t   0iPC   

1;klMIU   

RealTimeRecieve ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

( );UpdateTime t  

0t   
ReadIPSQueue(Oij) 

0; , 0;kl klMIU k l BSA   0iPC   RealTimeRecieve ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF

( );UpdateTime t  

S
ta

te
s 

tr
an

si
ti

on
 c

on
tr

ol
 r

u
le

s 
 

0t   
RealTimeRecieve() 1

[ ( )] ( ) / ; ,
p

kl i K
i

n OS t n L k l


  
1klMB   

0t   
RealTimeRecieve() 

 1 ;k
PTHTBD kMinU   , 1klMIU   

1klMB   

0t   
RealTimeRecieve() 

( 1) ( 1)[( ) & &( )]kl k l kl k lTBD TBD U U  

1klMIU   

1klMB   

0t   
RealTimeRecieve() 

; ,klMU MinU k l    1klMIU   1klMB   B
ot

tl
en

ec
k

 d
et

ec
ti

on
  

0t   
RealTimeRecieve() 

0 & & 0; ,kl klMB MIU k l    

1; ( )ijkl iOA j OS t    

1;klMIU   

RealTimeSend ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

( );UpdateTime t ( );SimDataeXchange IDSS  

0t   
RealTimeRecieve() 

0;iPC i   

1klMB   

' 1; 'ijklOA l l    

RealTimeSend ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

( );UpdateTime t ( );SimDataeX change IDSS  

0t   
RealTimeRecieve() 

' '( ; , ', , ') || ( );kl k l klMU MU k k l l MU MinU 

' ' 0; , ', , '; 0kl k l iMU MU k k l l PC     

1; ( ); 1ijkl i klOA j OS t MIU     

RealTimeSend ( ( ), ( ), ( ), );kl i ijklOS t OS t t BCF  

( );UpdateTime t ( );SimDataeXchange IDSS  

A
ss

ig
n

in
g 

 o
p

er
at

io
n

 t
o 

n
on

-b
ot

tl
en

ec
k

 
 

Table 7. Tool-operation compatibility 

Part/Tool  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

O11 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
O12 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
O13 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

P1 

O14 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 
O21 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

O22 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 
O23 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 

P2 

O24 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
O31 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 

O32 0 0 0  0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
O33 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 

P3 

O34 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
O41 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
O42 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
O43 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 

P4 

O44 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
Tool life  25 21 25 20 22 25 25 22 20 25 18 20 21 25 17 20 20 21 22 24
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Table 8. Machine-tool compatibility 

Machine/Tool   1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
M11 1 0 1 0 1 0 1 0 0 1 0 1 0 0 0 1 0 0 0 0 
M21 1 0 1 1 0 1 1 0 0 1 1 0 0 1 0 0 0 0 1 1 
M31 0 1 0 1 0 1 0 1 1 0 0 1 0 0 0 0 1 0 0 0 
M41 0 0 0 0 1 0 0 0 1 0 1 0 1 0 1 0 0 1 0 0 

 
Table 9. Machining time on alternative tools (Tij) for parts 

Part No P1 P2 
Operation No O11 O12 O13 O14 O21 O22 O23 O24 

Tool No 1 2 4 7 6 10 13 1 3 8 16 10 17 4 12 
M11 104   68  84  114 114  25 106   96 
M21 110  120 130 110 76  126 98   66  116  
M31  101 106  118        29 112 84 
M41       100   119       

Standard Time 95 98 105 60 104 72 95 112 91 115 18 60 20 107 82 
Part No P3 P4 

Operation No O31 O32 O33 O34 O31 O32 O33 O34 
Tool No 12 15 9 18 11 19 3 14 2 4 5 20 13 14 7 8

M11 67      82    137    68  
M21     117 47 85 110  114  38  115 53  
M31 102  90      49 140      87
M41  134 120 40 132      118  120    

Standard Time 60 127 84 30 115 40 50 100 42 109 113 35 115 115 53 85

Table 10. Machining efficiency for parts on alternative tools 

Order No P1 P2 
Operation No O11 O12 O13 O14 O21 O22 O23 O24 

Tool No 1 2 4 7 6 10 13 1 3 8 16 10 17 4 12
OE11(%) 91   88  86  98 80  70 56   85 

OE21(%) 86  88 46 95 95  89 93   91  91  

OE31(%)  97 99  88        69 95 98 

OE41(%)       95   96      
Standard Time  95 98 105 60 104 72 95 112 91 115 18 60 20 107 82

Order No P3 P4 

Operation No O31 O32 O33 O34 O41 O42 O43 O44 
Tool No 12 15 9 18 11 19 3 14 2 4 5 20 13 14 7 8 

OE11(%) 90      61    82    78  
OE21(%)     98 85 59 91  96  92  100 100  
OE31(%) 59  93       86 78      98
OE41(%)  95 70 75 87      96  96    

Standard Time 60 127 84 30 115 40 50 100 42 109 113 35 115 115 53 85

 
Table 11. Operation assignment and task proportion ( ijkl ) and tool load 

Part/Machine  M11 M21 M31 M41 
O11 0.27 (1)  0.73 (2)  
O12 0.81 (7)  0.19 (4)  
O13  0.78 (6) 0.22 (6)  

P1 

O14 0.12 (10) 0.88 (10)   
O21 0.89 (1) 0.11 (3)   
O22 0.79 (16)   0.21 (8) 
O23  0.75 (10) 0.25 (17)  

P2 

O24 0.22 (12)  0.78 (12)  
O31 0.91 (12)  0.09 (12)  
O32   0.79 (9) 0.21 (18) 
O33  1 (19)   

P3 

O34 0.35 (3) 0.65 (14)   
O41  0.66 (4) 0.34 (2)  

O42  0.48 (20)  0.52 (5) 
O43  1 (12)   

P4 

O44 0.45 (7) 0.33 (7)  0.22 (8)  
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Table 12. Difference between the proposed method and the heuristic method of [43] 

 Total Actual 
Cycle Time   

 Total Idle 
Time  

Total Time between 
Departure  

Total Waiting 
Time 

Penalty  

Proposed system  2703 441 35 127 48.5 
(Earliness) 

Classis mathematical 
method 

3108 731 63 463 154 
(Tardiness) 

 
Table 13. Statistical analysis of difference between the proposed and mathematical method 

 Actual Cycle  
Time   

Idle Time Time between 
Departure 

Waiting 
Time 

Mean 2705.68 442.936 34.360 128.226 
StDev 16.68 9.932 2.029 10.436 

SEMean 0.85 0.507 0.104 0.533 

T-Value –472.54 –568.36 –276.55 –628.64 

  
 

Sample  
Size = 384 

P-Value 0.000 0.000 0.000 0.000 

 
Table 10 represents machining efficiency of operation 

allocation on alternative tools. 
It is assumed that due date (DD = 2800), αi = βi = 0.5, 

and LIBkl = LOBkl = 15. Tool magazine capacity and tool 
life are considered 20 and 100, respectively. Manufac-
turing execution system also includes dispatching rules 
(SPT), tooling strategies (FCFS) and machining rules 
(SQL). Table 11 shows the operation assignment and 
task proportion according to the rules of the proposed 
method. 

Table 12 represents the difference of total actual cycle 
time, total idle time, total time between departures and 
total waiting time between the proposed rule-based sys-
tem and the mathematical method. 

The solution obtained from proposed method creates a 
balanced and controlled actual cycle time on machining 
centers. The proposed approach outperforms the heuristic 
method in terms of the total actual cycle time, total idle 
time, total time between departures and total waiting time. 
The proposed system presents 48.5 units of earliness pe-
nalty despite the 154 unit of tardiness penalty of mathe-
matical method. To show the effects of difference be-
tween the proposed method outputs and cِlassic mathe-
matical method, statistical analysis is given as shown in 
Table 13. 

The aforementioned results verify and validate the 
FMS shop floor links to the supervisory control of ma-
chine and tool flexibility. Different scenarios of per-
formance criteria levels demonstrate effectiveness of the 
proposed method for the system control. The proposed 
method is also efficient in terms of the computation time 
which is highly important for the real time control of a 
manufacturing system. The proposed real-time simula-
tion-based intelligent decision support system provides a 
real time control mechanism for improving performance 
of a flexible manufacturing shop floor. 

5. Conclusions 

This paper presents an intelligent decision support sys-
tem to tackle the production control of a FMS. Develop-
ment of the present knowledge-based system is aimed at 
integrating an ECA rule-based system and a simulator 
module to ease the cell adaptive supervisory control.  A 
novel architecture of this intelligent adaptive controller 
prototype which is based on a real-time simulator core 
has been developed and presented to validate the pro-
posed approach.  

The FMS shop floor data are gathered and stored into 
the appropriate databases over time. The adaptive control 
mechanism employs a real time discrete event simulator 
to predict performance of the given system during the 
remaining time of planning horizon. The current state of 
the FMS performance criteria from the simulator is then 
stored on the appropriate databases. The proposed me-
thod provides an applicable and efficient framework for 
real-time control of the shop floor in flexible manufactur-
ing system. The criteria considered to measure perform-
ance of the system shows that the proposed approach is 
effective and efficient in controlling shop floor. The main 
contributions of this paper can be summarized as follows. 

1) Designing real time ECA rules according to feed 
forward reasoning with the high degree of granularity. 

2) Reinforcement of the expert system reasoning tech-
nique using data mining and knowledge-elicitation tech-
niques. 

3) Proposed method constitutes the framework of 
adaptive controller supporting the co-ordination and co-
operation relations by integrating a real time simulator 
and an IDSS for implementing dynamic strategies.  

4) Avoiding ineffective redundancy at concurrent fir-
ing of rules and high degree of parallelism 

5) The simulation based IDSS uses a posteriori adap-
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tive control mechanism that also is an online control me-
thod acting after the event occurs versus such popular 
reactive control method. 

As a result, the proposed system is suitable for differ-
ent control frameworks on an existing flexible manufac-
turing system considering the physical constraints and 
the production objectives. Furthermore, the system illus-
trates the potential of using the intelligent rule-based 
DSS for adaptive control of modern industrial plants. 
Future researches may concentrate on the application of 
other types of flexibility in shop floors using simulation- 
based predictive controllers. 
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ABSTRACT 

Cellular Manufacturing System (CMS) is an application of Group Technology (GT) that allows decomposing a manu-
facturing system into subsystems. Grouping the machines and parts in a cellular manufacturing system, based on simi-
larities is known as cell formation problem (CFP) which is an NP-hard problem. In this paper, a mathematical model is 
proposed for CFP and is solved using the Ant Colony Optimization (ACO), Genetic Algorithm (GA) and Simulated An-
nealing (SA) meta-heuristic methods and the results are compared. The computational results show that the GA method 
is more effective in solving the model. 
 
Keywords: Cell Formation Problem, Ant Colony Optimization, Genetic Algorithm, Simulated Annealing, Sequence  

Data, Production Volume 

1. Introduction 

Cellular Manufacturing System (CMS) is an application 
of the Group Technology (GT) philosophy that allows 
decomposing a manufacturing system into subsystems 
which makes its management easier than the entire man-
ufacturing system. It has been shown that CMS is an ac-
cepted solution to the problem of productivity in batch 
production which includes a large portion of world man-
ufacturing [1]. The main idea in CMS is the principle of 
“Similar things should be done similarly” which means 
the similar manufacturing processes should be identified 
and grouped in dedicated manufacturing cells. 

Manufacturing systems employing CMS can improve 
the productivity to a large extent. It has been found that 
CMS can increase the productivity of manufacturing 
system by three major factors [2]: 
 improvement in quality of the work-force, 
 increase in the availability of capital, 
 improvement in the production technology. 
Based on the simulation results performed by Morris 

and Tersine [3], the superiority of CM over batch pro-
duction is significant especially when the setup/operation 
ratio is high, demand is stable, one-way intercellular 
flows and considerable materials handling are concerned.  

Due to different solution approaches, different group-
ing solutions may be proposed for a certain problem. 

Therefore there should be some criteria to compare these 
solutions and choose the best one. There are several ob-
jectives to measure the effectiveness of CMS such as: 
 Minimum number of intercellular/intracellular 

moves, 
 Greatest proportion of part operations performed 

within a single cell, 
 Maximum machine utilization, 
 Minimal total costs by reducing set-up times, and 

WIP (Work-in-Process), 
 Minimal capital investment, 
 Minimum number of voids in the cells. 
With respect to the benefits mentioned above, CMS 

has attracted the attention of researchers for the last dec-
ades. Some researches related to the work presented in 
this paper are reviewed in the following. 

Burbidge [4] defines group technology as: “an ap-
proach to the organization of work in which the organ-
izational units are relatively independent groups, each 
responsible for the production of a given family of prod-
ucts”. In this approach, the main goal is to form manu-
facturing groups in which, some machines are located in 
dedicated cells associated with some similar parts based 
on a machine-part incidence matrix. In each cell, some 
operations are done on the parts by machines, so that the 
main objective is to maximize the intra-cell operations, 
and to minimize the number of inter-cell movements 
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(exceptional elements). It is shown that the machine-part 
cell formation (MPCF) is a NP-hard problem [5]. There-
fore, it takes a long time to obtain an optimal solution for 
medium-sized problems while it is computationally in-
tractable for large-sized problems. Thus, development 
and application of heuristic techniques has attained the 
interest of researchers in this area. 

Joines et al. [6] offered a classification of the tech-
niques available for manufacturing cell formation. Indi-
vidual techniques are aggregated into methodological 
groups including array-based clustering, hierarchical 
clustering, non-hierarchical clustering, graph theoretic 
approach, artificial intelligence, mathematical program-
ming, and heuristic approaches.  

Table 1 provides a review of the researches related to 
the current work in terms of the solution approach or 
problem perspective. The works pointed out in this table 
suffer from at least one of the following drawbacks: 

1) Intercellular movements have been calculated re-
gardless of production volume though it is directly af-
fected by this parameter. 

2) Sequence of operations has only been taken into 
account in the calculation of similarity between the parts. 
However, this parameter directly affects the number of 
movements of parts between the cells. 

3) In a large number of researches, the total number of 
“ones” fell out of diagonal blocks is considered as a 
measure of the number of intercellular movements be-
tween the cells. However, this value is seriously dictated 
by the sequence through which parts are processed. 
Suppose a certain operation of a part is processed out of 
the associated cell. If this is the first or the last operation 
of the part, a single intercellular movement takes place 
whereas it is counted twice in otherwise. The mathe-
matical model attempted in this paper provides a formula 
to calculate the intercellular movements in this way.  

In this paper, a mathematical model is proposed for 
solving the cell formation problem, and the model is 
solved using Genetic Algorithm (GA), Simulated An-
nealing (SA) and Ant Colony Optimization (ACO). Per-
formance of these methods is compared using two exam-
ples selected from the literature. The comparison shows  

 
Table 1. Summary of literature review 

 

Reference 
Applied 

Methodology 
Sequence of 

operation 
Production 

Volume 

Exceptional 
Elements 
(Voids) 

Intercellular 
Movements 

Islier [7] Ant algorithm No No No No 

Prabhaharan et al. [8] Ant algorithm Yes Yes No Yes 

Mak et al. [9] Ant algorithm Yes No No No 

Spiliopoulos and Sofianopoulou [10] Ant algorithm Yes No No Yes 

Kesen et al. [11] Ant algorithm Yes No No No 

Satolgu and Suresh [12] Goal Programming No No No No 

Kao and Fu [13] Clustering Algorithm No No No No 

Pandian and Mahapatra [14] Neural Networks Yes No Yes Yes 

Mahdavi et al. [15] Genetic Algorithm Yes No Yes No 

Mahdavi and Shirazi [16] Heuristic Algorithm Yes No Yes No 

Arkat et al. [17] Simulated Annealing No Yes No No 

Ahi et al. [18] TOPSIS Yes No Yes No 

Wang et al. [19] Scatter Search Yes Yes No No 

Murugunandam et al. [20] GA + Tabu Search Yes Yes No No 
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the effectiveness of GA method. 

2. Problem Formulations 

2.1 Notations 

C, M, P: Total number of Cells, Machines, and Parts. 
i,j,c: Index of machines, parts and cells respectively. 
Dj: Demand for part j. 
Lc: Minimum number of machines which should be 

assigned to cell c. 
yjc: Boolean decision variable, which is 1 if part j is 

assigned cell  c, and 0 otherwise. 
xic: Boolean decision variable, which is 1 if machine i 

is assigned to cell c, and 0 otherwise. 
ij: Boolean parameter, which is 1 if part j needs ma-

chine i for completion, and 0 otherwise. 
βij: Boolean parameter, which is 1if machine i is the 

first or the last machine needed for part j, and 0 other-
wise. 

2.2 Mathematical Formulation  

The objective function of the proposed model is to mini-
mize the total number of intercellular movements (f1) and 
total number of voids (f2) which can be formulated as 
below: 

f1 = 
1 1 1

C M P

c i j  
 Dj.ij. (2 – βij) .yjc .(1 – xic);    (1) 

f2 = 
  

C

c

M

i

P

j1 1 1

 Dj.(xic.yjc – ij. xic.yjc);     (2) 

Minimize  f = f1 + f2 
Subject to: 

yjc ≤ 


M

i 1

xic ;           j,c         (3) 




C

c
icx

1

= 1;            i          (4) 




C

c
jcy

1

= 1;            j          (5) 




M

i
icx

1

≥ Lc;    c                 (6) 

xic, yjc  {0,1};                     (7) 

Constraint (3) implies that assignment of a part to a 
cell is subject to the presence of at least one machine in 
that cell. Constraints (4) and (5) ensure that any part or 
machine is assigned to only one cell. Constraint (6) 
maintains the size of the cells and guarantees that at least 
a predefined minimum number of parts will be assigned 
to each cell. 

3. The ACO Algorithm 

Ant colony optimization was first developed by Dorigo 

et al. [21] based on the behavior of real ants. Real ants 
which live in colonies leave the nest to find food and 
come back again at every time. Based on observations, 
these ants always choose the shortest path to reach the 
food. As soon as this shortest path is found by some ants, 
the subsequent ants follow the same path. In fact there is 
a complicated communication system controlling the 
movement of ants. The secret of this communication is 
based on a substance, called pheromone. Real ants lay a 
substance known as pheromone on the ground when they 
pass through a path. This substance is smelled by other 
ants which leads them to follow the path traveled by 
prior ants. The more ants pass on a path, the more phe-
romone is put on that path. Since the shorter path is trav-
eled fast, the density of pheromone on this path increases 
faster than other paths. Therefore, a majority of ants in-
tend to travel on the shorter path after a given time. This 
is the underlying mechanism of ACO which is imple-
mented to solve CFP in the following subsections. 

3.1 Solution Representation and Evaluation 

Suppose there are M machines and P parts to be clus-
tered into C cells. The relation of machines and parts, 
which shows machine requirement of parts is normally 
represented by a matrix named. In this paper, the ma-
chine-part incidence matrix indicates the production 
process data as well. Specifically, an entry aij = k in the 
matrix, means that operation k of part j needs machine 
i for completion. Table 2 shows an example including 
fifteen machines and twenty-five parts. 

In the proposed algorithm, a solution is represented 
with a string of length M + P. The first M characters of 
the string show the cell number of the machines, and the 
rest are used for the parts. For example, for M = 5, P = 4, 
and C = 2, a solution can be represented as “212112211” 
which means assign of machine 1 to 5 to cells 2,1,2,1 and 
1 respectively and assignment of parts 1 to 4 to cells 
2,2,1 and 1 respectively. 

The generated solution may be infeasible, that is, the 
selected machine and part, are assigned to a wrong cell. 
In this case, the solution will be deleted, otherwise the 
goodness (or efficiency) of the solution will be com-
puted.  

3.2 Goodness Measurement 

One of the most important steps in heuristic techniques is 
the evaluation of the obtained solutions. In this step, the 
goodness (or fitness) of the solution is calculated, and 
based on the result, the solution may be deleted, kept, or 
marked as good. The GA technique always keeps a popu-
lation of feasible best fitted chromosomes (obtained solu-
tions) and tries to achieve better solutions by mating the 
parents. Similarly, the ACO model keeps a list of best 
solutions ever found called elite list. When a new solution  
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Table 2. 15 × 25 machine-part matrix and demand for parts (Dj) of example 1 

Parts 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 16 18 19 20 21 22 23 24 25

Dj 59 95 30 46 13 34 12 63 57 74 98 5 93 75 22 24 61 100 26 56 19 67 97 24 47

M1  1    1  1     1 3 3 1  1        

M2 2   2 2 4 2   5    2   2  8   2    

M3         6   6       6  1   6 5

M4   2     5 3 2 2 2       2 1 2  2 2 2

M5 3   3 3  3          3     3  7  

M6  3 4   3  2     3  2 3  4        

M7 1   1   1       1   1     1    

M8       7  2 4 5 4       4 4 4  4 4  

M9 4   4 4  4       4        4 5   

M10  4   1 5  4       4 4  3        

M11         5 6 4 5       5 5 5  6 5 4

M12   1      1 1 1 1       1 2   1 1 1

M13 5   5   5       5   4         

M14 6  3      4 3 3 3       3 3 3  3 3 3

M15  2    2 6 3     2  1 2  2 7       

 
is obtained, the goodness (fitness) function is applied, 
and based on the result, we decide to add the solution 
to the elite list, or omit the solution and generate an-
other one. 

In this model, considering the objective function de-
fined in Sub-section 2.3, the number of intercell move-
ments and the number of voids in cells is to be mini-
mized. So, the goodness function is defined as below: 

goodness = f = 
1 2

1

 1f f 
             (8) 

During the ACO, SA and GA iterations, the goodness 
of each solution is calculated using Equation (8). The 
constant value “1” is added to prevent division by zero. 

3.3 The Ant Algorithm 

Descriptive procedure of the proposed algorithm for 
solving the attempted mathematical model is as follows: 

 
Begin 

1. Initialize 
2. Generate a feasible random solution, and add 

it to the elite list. 
3. Evaluate the efficiency (goodness) of the so-

lution 
4. Repeat 

a. Generate another random solution, 
based on pheromone trails. 

b. Evaluate goodness, if better than the 
worst solution in the elite list, add it 
to elite list and delete the worst solu-
tion from list, update pheromone 
trails. 

c. Evaporate pheromone 
d. Alter solutions periodically 

5. Until stopping condition is met 
End 

 
This model uses a P = [Pck](C) × (M + P) pheromone ma-

trix in which, C, M, and P, are the number of cells, ma-
chines and parts, respectively. The initial value of Pck is 1. 
So, to generate a random feasible solution in step 3, there 
is no need to use the pheromone matrix.  
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4. Genetic Algorithm 

In this method, an initial population of solutions (chro-
mosomes) is generated randomly while subsequent pop-
ulations are generated by choosing good parents and 
mating them. The mating may cause to worse, better, or 
even infeasible solutions. By keeping better solutions in 
population and omitting bad ones, the algorithm con-
verges stage by stage and after a number of iterations, the 
local or global optimum will be found. 

4.1 The GA Algorithm 

Begin 
1. Generate initial population containing N chromo-

somes. 
2. Compute the fitness of chromosomes in current 

population. 
3. Generate the next population  

a. Choose two best parents randomly from the 
current population. 

b. Mate the parents and generate two children   
(Crossover operator). 

c. Apply the mutation operator. 
d. Compute the fitness of children. 

4. Repeat step 3 until termination condition is met. 
End 

 
In the proposed algorithm, the size of initial population is 

1000 and the mating candidate parents are chosen by rou-
lette wheel method. Chromosomes are represented as de-
scribed in Subsection 3.1. The probability of crossing over 
and mutation is considered as 0.8 and 0.2 respectively.  

5. Simulated Annealing 

The Simulated Annealing (SA) algorithm is derived from 
metallurgy and thermodynamics which incorporated a 
temperature parameter into the minimization parameter. A 
high temperature expands the search space, and a lower 
temperature restricts the exploration. The procedure starts 
from a high temperature and ends at a low temperature. 
At each temperature, a number of iterations are done. 

Some heuristic algorithms like Hill Climbing tech-
nique, may found the Local Optimum instead of the 
Global optimum because the movements leading to a 
new point worse than the current point are not allowed. 
SA algorithm allows non-improving movements to be 
taken in the hope of escaping the local optimum with a 
probability depending on the procedure temperature and 
the amount of the badness of the solution. 

5.1 The SA Algorithm 

Using the same representation described for solutions in 
Subsection 3.1, the SA algorithm can be written as fol-
lows: 

Begin 
1. Initialize Temp. 
2. Find a feasible solution, called x. 
3. Compute its goodness f(x). 
4. Repeat until  frozen 

a. Do 1000 times 
i. y: = FindNeighbour(x). 

ii. Delta: = f(x) - f(y). 
iii. if Delta > 0 then x: = y ; Ac-

cept y). 
iv. else if  U(0,1) < e-(Delta)/Temp 

then  x: = y  (Accept  y). 
v. else reject  y. 

b. End Do. 
5. Temp: = Temp * 0.95. 
6. The Solution will be best so far. 

End 
 

The Algorithm starts at the temperature of 5000 with a 
feasible solution. The neighbor of a solution is obtained 
by making some changes in the solution (some parts or 
machines are randomly moved from one cell to other 
one). 

6. Examples 

The proposed algorithms are applied to solve two 
benchmark problems (15 × 25 and 20 × 35 sizes) avail-
able in the literature. The algorithms are implemented in 
C Language and are executed on a Pentium IV PC. 

Example 1 
The first example consists of fifteen machines and 

twenty-five parts which are grouped in three cells. The 
machine-part incidence matrix of the problem with is 
given in Table 2. The table also indicates demand of 
each part generated by a discrete uniform distribution in 
[1..100]. The solution obtained by the proposed ACO, 
SA and GA algorithms for this problem is shown in Ta-
ble 3. The obtained values for f1, f2 and f are 863, 803 and 
1666 respectively in all three methods. 

Example 2 
The second example is adopted from Boe and Cheng 

[22] with 35 parts, 20 machines and four cells. Table 4 
and Table 5 show the machine-cell incidence matrix and 
the solution obtained by ACO, GA and SA algorithms. 
Since the demand for parts are not included in [22], these 
values are randomly generated using a discrete uniform 
distribution in [1..100]. The final obtained value of the 
objective function is 4562 in all three methods. 

Figures 1 and 2 show the number of iterations and 
convergence speed of different algorithms. In these fig-
ures, the horizontal axis shows the number of iterations 
(number of generations in GA, number of ants in ACO, 
and iterations of SA) and the vertical axis shows the val-
ue of the objective function. 
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Table 3. The solution obtained by the proposed ACO, SA, and GA algorithms for example 1 

 1 4 5 7 14 17 22 2 6 8 13 15 16 18 3 9 10 11 12 19 20 21 23 24 25

M7 1 1  1 1 1 1                 

M2 2 2 2 2 2 2 2  4      5   8      

M5 3 3 3 3  3 3               7  

M13 4 4 4 4 4  4              5   

M9 5 5  5 5 4                  

M1     3   1 1 1 1 3 1 1          

M15    6    2 2 3 2 1 2 2    7      

M6        3 3 2 3 2 3 4 4          

M10   1     4 5 4  4 4 3          

M12               1 1 1 1 1 1 2  1 1 1 

M4          5     2 3 2 2 2 2 1 2 2 2 2 

M14 6              3 4 3 3 3 3 3 3 3 3 3 

M8    7           2 4 5 4 4 4 4 4 4  

M11               5 6 4 5 5 5 5 6 5 4 

M3               6   6 6  1  6 5 

 
Table 4. The machine-cell incidence matrix of example 2 

 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35

1 5     4     5   6 5 1 4 6 2 3    5  4 1 4

2  1        1  3 1  3 6 3     3  

3 1  1  2          1 1   1    

4  2     2     4 2  4 1      

5     1         1 1 1 1       

6        1      2 1 1    3   

7 2  2  3  1     1   2 2 5 1 3 4 1 4   2 4 2 3

8 3    4    5      3 3 2 5       2

9        2      3 2 2      2 1

10        3      4 1 3 2 2       

11    1  1   1  1    1       1

12    2  2   2  2    2       2

13  3          5 3  5       

14  4     3   2  6 4  4 6 2    4  

15    3  3   3  3    3  1  1   

16    5  5   6   2   2 5    6  5

17 4  3  5          4 4 3 2       3

18  5     4     7 5  5 7     5  

19    4     4  4    4  2  2  1

20        4      5 4 3 3       
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Table 5. The solution obtained by the proposed ACO, SA, and GA algorithms for example 2 

 1 3 5 15 17 18 20 23 25 29 32 34 35 2 7 10 12 13 24 27 31 8 14 16 19 22 26 4 6 9 11 21 28 30 33

1 5   5  1 4 6 3  4 1 4 2 6   4  5  5

3 1 1 2 1 1    1          

7 2 2 3 2 2  1 4 2 3   1 1 1 2 5 3 4      4

8 3   4 3 3  2 5    2     5   

17 4 3 5 4 4  3  2    3       

2      3       1 1 3 1 3 3 6       

4             2 2 4 2 4 1       

13             3 5 3 5       

14      4       4 3 2 6 4 6 2 4       

18       5      5 4 7 5 7 5       

5   1  1   1     1 1      

6             1 2 1 1       3

9        2  2  1 2 3 2       

10             3 4 1 3 2 2      

20        3     4 5 4 3      

11              1 1 1 1 1 1

12              2 2 2 2 2 2

15              3 3 3 3 3 1 1

16      2    5   2 5 5 5 6   6

19          1    4  4 4 4 2 2
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Figure 1. Convergence speed of GA, ACO and SA for example 
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Figure 2. Convergence speed of GA, ACO and SA for example 2 
 

Table 6. Computational time of GA, ACO and SA 

Meta-Heuristic Method Example 1 Example 2 

GA 10 14 

SA 37 48 

ACO 251 263 

 
The computational time (in seconds) of different algo-

rithms for examples 1 and 2 are shown in Table 6. 

7. Conclusions  

This paper discusses that the sequence of operations and 
the production volume are two major factors to be con-
sidered in the design of CMS. Despite this fact, it has not 
been taken into account in a majority of researches 
available in the literature. To capture this fact, a new 
model for solving cell formation problem in CMS is 
proposed. Due to the NP-hardness of the formulated 
problem, three solution approaches based on ACO, GA 
and SA are used to solve the model. The objective func-
tion of the model is to minimize the total number of in-
tercellular movements and the number of voids. The total 
number of cells is defined as a constant parameter in the 
algorithm.  

The computational results show that the proposed al-
gorithms are effective in minimizing the total number of 

voids and intercellular movements.  
As shown in Figures 1 and 2, the GA algorithm has 

obtained the optimum value faster than other techniques.  
The attempted mathematical model can be further ex-

tended by considering alternate process plans for each 
part, machine redundancy, processing time of each op-
eration, etc. 
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ABSTRACT 

This article describes the development of an application for generating tonal melodies. The goal of the project is to as-
certain our current understanding of tonal music by means of algorithmic music generation. The method followed con-
sists of four stages: 1) selection of music-theoretical insights, 2) translation of these insights into a set of principles, 3) 
conversion of the principles into a computational model having the form of an algorithm for music generation, 4) test-
ing the “music” generated by the algorithm to evaluate the adequacy of the model. As an example, the method is im-
plemented in Melody Generator, an algorithm for generating tonal melodies. The program has a structure suited for 
generating, displaying, playing and storing melodies, functions which are all accessible via a dedicated interface. The 
actual generation of melodies, is based in part on constraints imposed by the tonal context, i.e. by meter and key, the 
settings of which are controlled by means of parameters on the interface. For another part, it is based upon a set of 
construction principles including the notion of a hierarchical organization, and the idea that melodies consist of a ske-
leton that may be elaborated in various ways. After these aspects were implemented as specific sub-algorithms, the de-
vice produces simple but well-structured tonal melodies. 
 
Keywords: Principles of Tonal Music Construction, Algorithmic Composition, Synthetic Musicology, Computational 

Model, Realbasic, OOP, Melody, Meter, Key 

1. Introduction 

Research on music has yielded a huge amount of con-
cepts, notions, insights, and theories regarding the struc-
ture, organization and functioning of music. But only 
since the beginning of the 20th century has music be-
come a topic of rigorous scientific research in the sense 
that aspects of the theory were formally described and 
subjected to experimental research [1]. Starting with the 
cognitive revolution of the 1960s [2] a significant in-
crease in the scientific study of music was seen with the 
emergence of the disciplines of cognitive psychology and 
artificial intelligence. This gave rise to numerous ex-
perimental studies investigating aspects of music percep-
tion and music production, for overviews see [3,4], and 
to the development of formal and computational models 
describing and simulating various aspects of the process 
of music perception, e.g., meter and key induction, har-
mony induction, segmentation, coding, and music repre-
sentation [5-13].  

Remembering Richard Feynman’s adage “What I can’t 
create, I don’t understand”, this article is based on the 
belief that the best estimate of our understanding of mu-

sic will be obtained from attempts to actually create mu-
sic. For that purpose we need a computer algorithm that 
generates music. 

1.1 Algorithmic Music Construction 

The rationale behind the method is simple and straight-
forward: if we have a theory about the mechanism un-
derlying some phenomenon, the best way to establish the 
validity of that theory is to show that we can reproduce 
the phenomenon from scratch. Applied to music: if we 
have a valid theory of the structure of music, then we 
should be able to construct music from its basic elements 
(sounds differing in frequency and duration), at least in 
some elementary fashion. The core of the method there-
fore consists in the generation of music on the basis of 
insights accumulated in theoretical and experimental 
music research. 

In essence, the method includes four stages 1) specifi-
cation of the theoretical basis; 2) translation of the theory 
into a set of principles; 3) implementation of the princi-
ples as a generative computer algorithm; 4) test of the 
output. This article only describes the three former stages: 
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the theoretical background and the actual development of 
the algorithmic music construction device. The testing of 
the device which calls for a separate dedicated study will 
be reported in a separate article.  

Compared to the experimental method, the algorithmic 
construction method has two advantages: first, it studies 
all structural aspects of music in a comprehensive way 
(because all aspects have to be taken into account if one 
wants to generate music) thus exhibiting the “big pic-
ture”: the working and interaction of all variables; second, 
it requires utmost precision, enforced by the fact that the 
model is implemented as a computer algorithm. Experi-
mental research in music, because of inherent limitations 
of the method, typically focuses on a restricted domain 
within the field of music, taking into account just one or 
two variables. As a result of this, the interpretation of the 
experimental results and their significance for the under-
standing of music as a whole, is often open to discussion.  

1.2 Related Work 

The possibility to create music by means of computer 
algorithms, so-called algorithmic composition, has at-
tracted a lot of interest in the last few decades [14-16]. 
Algorithmic composition employs various methods [17]: 
Markov chains [18,19]; Knowledge-based systems [20]; 
Grammars [14,21-24]; Evolutionary methods divided 
into genetic algorithms, [25] and interactive genetic al-
gorithms [26]; and learning systems [27,28]. 

Because the method presented here generates music it 
could be seen as an instance of algorithmic composition. 
But, since its purpose is to serve as a means to test music 
theory, it does not merely rely on classical AI methods 
but capitalizes on music theoretical insights to guide the 
implementation of the music generating device. As such 
it resembles the approaches taken by [9,29-31]. 

1.3 Organization of the Paper 

The present article is organized as follows. In Section 2 
the theoretical foundation of the method is described: the 
theoretical starting point, the basic assumptions, the in-
sights regarding the configuration of the time dimension 
and the ensuing constraints, the configuration of the pitch 
dimension and ensuing constraints, and the basic con-
struction rules for generating melodies. In Section 3, the 
implementation of the algorithm is discussed: the various 
functions of the program, its underlying structure, its user 
interface, and the implementation of the tonal context 
and the construction principles.  

2. Theoretical Foundation 

Before describing the theoretical basis of the project, I 
should point out that what is being presented here is a 
particular set of theoretical notions based on a specific 
interpretation of the findings in the literature. Thus, I do 
not claim that this is the only possible theoretical basis, 

and certainly not that it is complete. The main purpose of 
this paper is to study the adequacy of a melody generat-
ing device based on specific theoretical ideas about the 
construction of tonal music. 

Starting point of the project is the conception of music 
as a psychological phenomenon, i.e., as the result of a 
unique perceptual process carried out on sequences of 
pitches. In the case of tonal music this process has two 
distinct aspects: 1) Discovering the context in which the 
music was conceived (meter, key, and harmony) and 
representing the input within that context. By this repre-
sentation the input, consisting of sounds varying in pitch, 
is transformed into tones and chords having specific mu-
sical meanings; 2) Discovering the structural regularities 
in the input (e.g., repetition, alternation, reversal) and 
using these to form a mental representation [5,7]. These 
processes evolve largely unconsciously: What the lis-
tener experiences are the effects of these processes, spe-
cifically the experiences that accompany the expectations 
arising while the music develops and the ways in which 
these expectations are subsequently resolved. Sometimes 
these experiences are described by the terms tension and 
relaxation, but these hardly seem to cover the subtle and 
varied ways humans may respond to music. 

This basic conception of the process of music percep-
tion has guided the choice of assumptions, and the de-
velopment of the models of music construction described 
below, as well as the shaping of the interface of the 
computer algorithm. 

2.1 Basic Assumptions 

The model is based on the following assumptions: 1) 
Tonal music is conceived within the context of time and 
pitch, where time is configured by meter (imposing con-
straints as to when notes may occur), and pitch by key 
and harmony (imposing constraints as to what notes may 
occur). 2) Within that context tone sequences are gener-
ated using construction rules specifying the (hierarchical) 
organization of tones into parts, and of parts into larger 
parts etc., relating to concepts such as motives, phrases, 
repetition and variation, skeleton, structural and orna-
mental tones, etc. 

In line with these assumptions two components may 
be discerned in the program: one component that man-
ages the context, and another that handles the construc-
tion rules. 

Below, we discuss the configuration of the time di-
mension, the configuration of the pitch dimension, the 
interaction between these dimensions, the basic princi-
ples of music construction, and the resulting constraints 
and rules. 

2.2 The Time Dimension of Tonal Music 

The time dimension in tonal music is configured by me-
ter. Meter is a temporal framework in which a rhythm is 
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cast. It divides the continuum of time into discrete peri-
ods. Note onsets in a piece of tonal music coincide with 
the beginning of one of those periods. 

Meter divides time in a hierarchical and recurrent way: 
time is divided into time periods called measures that are 
repeated in a cyclical fashion. A measure in turn is sub-
divided in a number of smaller periods of equal length, 
called beats, which are further hierarchically subdivided 
(mostly into 2 or 3 equal parts) into smaller and smaller 
time periods. A meter is specified by means of a fraction, 
e.g., 4/4, 3/4, 6/8, in which the numerator indicates the 
number of beats per measure and the divisor the duration 
of the beat in terms of note length (1/4, 1/8 etc.), which is 
a relative duration. 

The various positions defined by a meter (the begin-
nings of the periods) differ in metrical weight: the higher 
the position in the hierarchy (i.e. the longer the delimited 
period), the larger the metrical weight. Figure 1 displays 
two common meters in a tree-like representation indicat-
ing the metrical weight of the different positions (the 
weights are defined on an ordinal scale). As shown, the 
first beat in a measure (called the down beat) has the 
highest weight. Phenomenally, metrical weight is associ-
ated with perceptual markedness or accentuation: the 
higher the weight, the more accented it will be.  

Although tonal music is commonly notated within a 
meter, it is important to realize that meter is not a physi-
cal characteristic, but a perceptual attribute conceived of 
by a listener while processing a piece of tonal music. It is 
a mental temporal framework that allows the accurate 
representation of the temporal structure of a rhythm (a 
sequence of sound events with some temporal structure). 
Meter is obtained from a rhythm in a process called met-
rical induction [32,33]. The main factor in the induction 
of meter is the distribution of accents in the rhythm: the 
more this distribution conforms to the pattern of metrical 
weights of some meter, the stronger that meter will be 
induced. The degree of accentuation of a note in a 
rhythm is determined by its position in the temporal 
structure and by its relative intensity, pitch height, dura-
tion, and spectral composition, the temporal structure 
 

 

Figure 1. Tree-representations of one measure of 3/4 and 
6/8 meter with the metrical weights of the different levels. 
For each meter a typical rhythm is shown 

being the most powerful [34]. The most important deter-
miners of accentuation are 1) Tone length as measured 
by the inter-onset-interval (IOI); 2) Grouping: the last 
tone of a group of 2 tones and the first and last tone of 
groups of three or more tones are perceived as accentu-
ated [33,35]. 

2.2.1 Metrical Stability 
The term metrical stability denotes how strongly a 
rhythm evokes a meter. We have seen that the degree of 
stability is a function of how well the pattern of accents 
in a rhythm matches the pattern of weights of a meter. 
This relation may be quantified by means of the coeffi-
cient of correlation. If the metrical stability of a rhythm 
(for some meter) falls below a critical level, by the oc-
currence of what could be called “anti-metric” accents, 
the meter will no longer be induced, leading to a loss of 
the temporal framework and, as a consequence, of the 
understanding of the temporal structure.  

2.2.2 Basic Constraints Regarding the      
Generation of Tonal Rhythm 

Meter imposes a number of constraints on the use of the 
time dimension when generating tonal music: 1) it de-
termines the moments in time, the locations, at which a 
note may begin; 2) it requires that the notes are posi-
tioned such that the metrical stability is high enough to 
induce the intended meter. 

2.3 The Pitch Dimension of Tonal Music 

The pitch dimension of tonal music is organized on three 
levels: key, harmony, and tones. These constituents 
maintain intricate mutual relationships represented in 
what is called the tonal system. This system describes 
how the different constituents relate and how they func-
tion: e.g., how close one key is to another, which are the 
harmonic and pitch elements of a key, how they are re-
lated, how they function musically, etcetera. For a review 
of the main empirical facts see [4]. It should be noted 
that these relations between the elements of the tonal 
system do not exist in the physical world of sounds (al-
though they are directly associated with it), but refer to 
knowledge in the listener’s long-term memory acquired 
by listening to music.  

Key is the highest level of the system and changes at 
the slowest rate: in shorter tonal pieces like hymns, folk-
songs, and popular songs there is often only one key 
which does not change during the whole piece.  

A key is comprised of a set of 7 tones, the diatonic 
scale. The tones in a scale differ in stability and the de-
gree in which they attract or are attracted [36]. For in-
stance, the first tone of the scale, the tonic, is the most 
stable and attracts the other tones of the scale, directly or 
indirectly, to different degrees. The last tone of the scale, 
the leading tone, is the least stable and is strongly at-
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tracted by the tonic. Phenomenally, attractions are ex-
perienced by a listener as expectations. 

A key also contains a set of harmonies, basically in-
stantiated by triads built on the 7 degrees of the scale. 
The triads on the 1st, 4th, and 5th degree are the primary 
ones. Like the tones, the harmonies, depending on their 
stability, may either attract or be attracted by other har-
monies [37-39]. We start from the assumption that tonal 
melodies are built upon an underlying harmonic progres-
sion [40]. 

These musical functions only become available after a 
listener has recognized the key of the piece in a process 
analogous to finding the meter, called key induction. For 
an overview see [13].  

2.3.1 Basic Constraints Associated with Key and  
    Harmony 
Once a selection for a particular key has been made, the 
tones of the diatonic scale are the primary candidates for 
the construction of a melody. The non-key or chromatic 
tones play a secondary role and can only be used under 
strict conditions and mainly as local ornaments. The se-
lection of a specific harmonic progression reduces the 
selection of tones even more since the tones within some 
harmony must, in principle, be in accordance with that 
harmony: only the tones that are part of the harmony can 
be sounded together with it. These tones are called har-
monic tones or chord tones. There are melodies only 
consisting of chord tones (e.g., Mozart, Eine kleine 
Nachtmusik), but most melodies also contain non-chord 
tones (e.g., suspensions, appoggiatura’s, passing tones, 
neighbor tones etc.) (Figure 2). 

As non-chord tones form dissonances with the har- 
mony their use is restricted: they must be “anchored” by 
(resolved to) a succeeding chord tone close in pitch [41, 
42]. Most often a non-chord tone is anchored immedi- 
ately, i.e., by the next succeeding tone, but it can also be 
anchored with some delay, as in the case of F A G, in 
which G is a chord tone and F and A are non-chord tones. 
 

 

Figure 2. Three melodic fragments with different distribu-
tions of chord tones and non-chord tones (indicated +). (a) 
only chord tones; (b) non-chord tones on weak metrical 
positions; (c) non-chord tones on strong metrical positions 

2.4 Relations between Meter and Key 

Above it was mentioned that the notes within a key differ 
in stability. In general, the more stable a note, the more 
structurally important it will be in the melody. From this 
it follows that stable notes, in order to enforce their 
prominent role, tend to appear at metrically strong posi-
tions. 

This, however, is not always the case: sometimes a 
non-chord tone is placed on a beat (a strong position) and 
resolved by a chord tone on a weaker metrical position 
(appoggiatura). See note example c in Figure 2. These 
different uses of non-chord tones is style dependent, see 
[43].  

2.5 Principles of Melody Construction 

So far I have described the major characteristics of the 
context within which tonal music is constructed: Meter 
which defines the positions at which notes may begin and 
the perceptual salience of these positions. Key defining 
the basic units of a tonal piece: tones and chords, their 
relation and their musical function. And lastly the har-
monic progression underlying a melody that defines the 
chord tones and non-chord tones. Now the question must 
be answered how a melody is generated within this con-
text. 

We start with the following basic principles: 1) A me-
lody consists of parts that may consist of subparts, which 
in turn may contain subparts, etc., thus forming a hierar-
chical organization; 2) Parts are often created from other 
parts by means of variation; 3) A part consists of a ske-
leton of structural tones, which may be elaborated (or-
namented) to different extents. 

The hierarchical organization of tonal music has been 
described by many authors. Bamberger [44] describes the 
hierarchical organization of tunes in terms of trees con-
sisting of motives, phrases, and sections connected by 
means of 3 organizing principles: repetition, sequential 
relations, and antecedent-consequent relations. Lerdahl & 
Jackendoff [7] conceive of the organization of tonal 
pieces in terms of hierarchical trees, resulting from a 
time-span reduction (based on the rhythmical structure) 
and a prolongational reduction expressing harmonic and 
melodic patterns of tension and relaxation. Schoenberg 
[45] describes the hierarchical organization of classical 
music on several levels: large forms (e.g., sonata form), 
small forms (e.g., minuet), themes (e.g., the period and 
the sentence consisting of phrases and motives).  

The idea that the surface structure of a melody can be 
reduced by a stepwise removal of less important tones 
thereby revealing the underlying framework or skeleton 
has a long history in music theory. Schenker [46] laid the 
theoretical foundation for the notion which was formal-
ized in [7]. Similar ideas are found in [9,29,31,43,47]. 
Baroni et al. [30] proposed a set of transformations by 
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which a melodic skeleton can be elaborated into a full- 
fledged melody (see Subsection 2.5.2). Marsden [31] 
proposed a framework for representing melodic patterns 
yielding a set of elaborations to produce notes between 
two parent notes.  

In view of the foregoing, we must first decide how to 
form a skeleton and next how to elaborate it. In line with 
the two major units of tonal music, the (broken) chord 
and the scale, and based upon analyses of large samples 
of tonal melodies, two models emerged: the “Chord- 
based model” and the “Scale-based model”. The Chord- 
based model builds a melodic skeleton from chord tones, 
whereas the skeleton in the Scale-based model consist of 
a scale fragment. The application described below con-
tains a third model, called Basic, which is useful to com-
pare tone sequences that are created either within or 
without a tonal context. The latter model will not further 
be discussed here. 

2.5.1 The Chord-Based Model 
This model is based on the following assumptions: 1) A 
melody is superimposed upon an underlying harmonic 
progression; 2) A melody consists of structural tones (a 
skeleton) and ornamental tones; 3) The skeleton is as-
sembled from chord tones; 4) Skeleton tones are primar-
ily located at metrically strong positions. To actually 
generate a skeleton melody within this model, apart from 
the parameters related to the rhythm and the harmonic 
progression, a few additional parameters are needed to 
further shape the skeleton, namely: Range (determining  
 

the highest and lowest note), Contour (the up-down 
movement of the melody), Location (on beats or 
down-beats), and Interval (the size of the steps between 
the successive notes of the skeleton). After generation of 
the skeleton it may be elaborated or ornamented to dif-
ferent degrees by means of an algorithm that interpolates 
notes between the notes of the skeleton. More informa-
tion will follow in Section 3.  

2.5.2 The Scale-Based Model 
The Scale-based model is largely based on the same as-
sumptions as the Chord-based model, with one essential 
difference: the skeleton is not formed of a series of chord 
tones, but consists of a scale fragment. The idea that the 
skeleton of tonal melodies consist of scale fragments has 
been proposed, among others, by [30,48]. The latter au-
thors studied melodies from a period of almost 10 centu-
ries and concluded that “...every melodic phrase can be 
reduced, at its deep level, to a kernel which not only pro-
gresses by conjunct step, but which is also monodirec-
tional”. This rule applies to the “body” of the phrase, not 
to a possible anacrusis, or “feminine ending”. The vari-
ability on the surface is seen as the result of the applica-
tion of two types of transformations to the kernel: linear 
transformations (repetition, neighbor, (filled) skip), and a 
harmonic transformation. The latter transformation, 
called “chord transposition”, substitutes a note for an 
other note of the underlying harmony. The relative fre-
quency of harmonic transformations increases over time 
(Händel, Mozart, Liszt). Figure 3 presents the reverse  

 
Figure 3. The reduction of two melodies to their kernel. The kernel of melody a consists of an ascending scale fragment fol-
lowed by a descending fragment. In the descending fragment the D is not realized in the surface. The highest level of melody 
b. consists of the scale fragment F Gb Ab (bars 1, 6, 9 respectively), of which each tone is augmented with a descending scale 
fragment. In bar 4 the Ab is replaced by F and in bar 11 there is an downward octave jump 
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process in which melodies are reduced to their kernel. 
After a skeleton has been generated (either on the 

beats or the down-beats), it may be elaborated by one of 
the mentioned transformations or a combination of these: 
repetition, neighbor note, skip, or chord transposition. 
Implementation is detailed in the next section. 

3. Implementation: Melody Generator 

The next step consisted in the implementation in an algo-
rithmic form of the notions and models for melody gen-
eration detailed above. This has led to the program Mel-
ody Generator that, as its name suggests, generates me-
lodies. We chose for melodies rather than complete piec-
es mainly to keep the problem manageable. Moreover, 
melodies form a core aspect of tonal music, and many 
aspects of music construction are involved in their gen-
eration. 

The program has a structure suited to generate, modify, 
play, display, store and save tonal melodies, and an in-
terface suited to control these various aspects of the 
process. Consequently, Melody Generator evolved into 
an aid to gain an in-depth, hands-on understanding of 
tonal melody and its construction, enabling the user to 
study closely the consequences of changing the various 
parameters while building a melody. Melody Generator 
is programmed in REALbasicTM [49], an object-oriented 
language that builds applications for Macintosh, Win-
dows, and Linux platforms from a single source code.  
 

The program can be downloaded free of charge at 
http://www.socsci.ru.nl/~povel/Melody/. 

In this context only a concise description is presented. 
A proper understanding of the application can only be 
obtained from a hands-on experience. More detailed in-
formation about the implementation, the functioning and 
use of the parameters can be obtained by clicking the 
Help menu on the interface or the various info buttons on 
the interface of the program. A user guide can be found 
at http://www.socsci.ru.nl/~povel/Melody/InfoFilesMGII 
2008/User Guide.html. The interface of Melody Genera-
tor, shown on Figure 4, comprises a number of panes 
serving its three main functions: Generation, Display/ 
Play, and Storage. These three functions are described in 
some detail below. 
  Following the distinction introduced above, I will 
successively describe the implementation of the tonal 
context and that of the construction principles. 

3.1 Context 

3.1.1 The Time Dimension 
The time aspect is controlled by means of the following 
parameters: Duration (No. of bars), Meter (4/4, 3/4, 2/4, 
6/8), Gap (between Parts), Density (relative number of 
notes per bar), Syncopation, and Rhythmical constraint. 
The latter parameter determines the degree of rhythmical 
similarity among bars. A description of the use of these 
parameters can be obtained by pressing the info button on  

 

Figure 4. Interface of melody generator version 4.2.1, showing a melody generated using the Chord-based model 
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the pane “Time Parameters” of the program. A detailed 
description of the algorithm to generate rhythms, varying 
in density and metrical stability, is also presented there. 

3.1.2 The Pitch Dimension: Key and Harmony 
Melody Generator has parameters for selecting a key 
(and mode) and for selecting a harmonic progression. 
Various template progressions are provided, partly based 
upon Schenker’s notion that tonal music is constructed 
by applying transformations on a “Background” consist-
ing of a I-V-I harmonic progression (Ursatz), [50-52]. 
Basic harmonic templates typically begin with I and end 
with V-I (full cadence) or V (half cadence). The interme-
diate harmonies are derived from Piston’s “Table of 
usual root progressions” [53].  

This table, shown here as Table 1, lists the transition  
probabilities between harmonies in tonal music. These 
probabilities are loosely defined by the terms “usually”, 
“sometimes” and “less often”. Since the choice of a chord 
is only determined by the immediately preceding chord, it 
only provides a first-order approximation of harmonic 
progressions in tonal music. 

Also needed is a structure representing the various 
elements of the selected key and their mutual relations 
(mentioned above in Subsection 2.3). This includes in-
formation concerning the specification of the scale de-
grees, their stability and their spelling, the various chords 
on these degrees, etc. This information is accumulated in 
the object KeySpace. Figure 5 displays one octave of the 
KeySpace of C-major. 

3.2 Construction 

To effectively construct melodies we need a structure 
allowing the flexible generation and modification of a 
hierarchically organized temporal sequence consisting of 

parts and subparts, divided into bars, in turn divided into 
beats and “slots” (locations where notes may be put). For 
this purpose an object called Melody, was designed com- 
prising one or more instances of the objects Piece, Part, 
Bar, Beat, Slot, and Note. See Figure 6. Since any part 
may contain a subpart, the hierarchy of a piece can be 
extended indefinitely. 

The generation of a melody progresses according to 
the following stages: Construction, Editing, (Re)arrange- 
ment, and Transformation. 

3.2.1 Part Construction 
Construction is performed in the “Melody Construction” 
pane: after setting the Meter and Key parameters and 
pushing the “New Melody” button, the first Part of a 
melody may be generated either stepwise or at once. In 
the stepwise mode, the various aspects of a melody: its 
Rhythm, Gap, Harmony, Contour, Skeleton, and Orna-
mentation are generated in separate steps. Prior to each 
 
Table 1. The table of usual root progressions for the Major 
mode from Piston & DeVoto. Given a chord in the first 
column, the table shows the chords that succeed that chord, 
usually (1st column), sometimes (2nd column), or less often 
(3rd column) 

Chord Usually followed 
by 

Sometimes 
by 

Less often by

I IV or V VI II or III 
II V IV or VI I or III 

III VI IV I, II or V 
IV V I or II III or IV 
V I VI or IV III or II 

VI II or V III or IV I 
VII III I - 

 

 
Figure 5. Part of the object KeySpace used in the construction of melodies 
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Figure 6. The object melody 
 
step the relevant parameters (indicated by highlighting) 
may be set. Each aspect can at each time be generated 
anew, for instance with a different parameter setting to 
study its effect on the resulting melody. The order in 
which the aspects can be constructed is controlled by 
enabling and disabling the construction buttons and by 
means of little “lights” located left of the buttons (see 
Figure 4). By pushing the “Done” button the generation 
of a Part is terminated.  

3.2.2 Structure-Based Construction 
In the chord-based model it is possible to construct a 
melody with a pre-defined structure of parts. Examples 
of such structures are: A B A, A A1 A2 B, Ant Cons, [A 
VBV] [Dev AI BI], in which the capital letters A-G are 
used to identify parts, a digit following a letter to indicate 
a variation, and the Roman numerals I, II ... VII to iden-
tify the initial or final harmony of a part; Ant and Cons 
are used in the Antecedent-Consequent formula. Other 
reserved words are Dev for Development, and Coda in-
dicating a part at the end of a structure. The user can add 
custom structures using the above coding.  

The default way of constructing is part by part in 
which the user separately sets the parameters for each 
part. However, it is also possible to construct a structured 
melody automatically in which case the different parts 
are all constructed consecutively using randomly selected 
Time and Pitch parameters and default variations (if ap-
plicable). A detailed description is provided on the inter-
face. 

An example of a structure based melody is shown be-
low. 

3.2.3 Editing 
By right-clicking in the melody a drop-down menu ap-
pears that enables to add a note or to change the pitch of 
an existing note (Figure 7). 

A melody can also be transposed or elaborated. The 
degree of elaboration is determined by the setting of the 
density parameter in the “Time parameters” pane. Elabo-
rations may again be removed. 

3.2.4 (Re)arrangement 
After one or more Parts have been generated, Parts can 
be removed, moved and duplicated using the drop-down 
menu shown in Figure 7. 

3.2.5 Transformation 
After a Part has been finished (the Done button having 
been pushed) the user may apply one or more transfor-
mations. Such transformations are most useful to create 
variations of a Part. The Transformation panel is opened 
either by right clicking on the Part and selecting “Trans-
form Part”, or by left-clicking and pushing the appearing 
“Transform?” button. Next, the Transform pane will be 
shown and the Part being transformed will be highlighted 
in red. At present the following transformations can be 
applied to a Part: Increase elaboration, Decrease elabo-
ration, Transpose 1 (applies a transposition of 1, 2, or 3 
steps within the current harmony), Transpose 2 (applies a 
transposition of 1-7 degree steps up or down, thereby 
adjusting the harmony), Change Pitch (changes the 
pitches of the Part keeping rhythm and harmony intact), 
Change Rhythm (changes (only) the rhythm of the Part). 
More options will be added in the future. Applied trans-
formations can be undone by clicking Edit: Undo Editing 
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Figure 7. The drop-down menu showing various possibilities to manipulate aspects of the melody 
 
(ctrl z, or cmd z). 

3.2.6 Example of a Melody Generated within the 
     Chord-Based Model 
Once the parameters for rhythm, harmony and contour 
are set, a skeleton consisting of chord tones is generated. 
For the contour a choice can be made between the fol-
lowing shapes: Ascending, Descending, U-shaped, In-
verted U-shaped, Sinusoid, and Random (based on [43, 
54]). Subsequently, the skeleton may be elaborated us-
ing an algorithm that interpolates notes between the 
notes of the skeleton. Figure 8 presents a skeleton mel-
ody (a) and three ornamentations differing in density (b, 
c, d).  

3.2.7 Example of a Melody Generated within the  
     Scale-Based Model 
After a rhythm has been generated a skeleton consisting 
of an ascending or descending scale fragment is created. 
Next a harmony fitting with the skeleton is set, after 
which the skeleton may be ornamented. As explained in 
Subsection 2.5.2, four types of ornamentation have been 

implemented: Repetition, Neighbor note, Skip, and  
Chord transposition. In addition, the user may select a 
“Random” ornamentation in which case an ornamenta-
tion is randomly chosen for each bar. A detailed descrip-
tion of this model can be found on the interface of the 
program. Figure 9 presents a melody based on a skeleton 
consisting of a descending scale fragment that is subse-
quently ornamented in different ways. 

3.2.8 Example of a Multi-Part Melody 
Figure 10 shows a multi-part melody based on an A B 
A1 B1 A B structure in which A and B are an Antecedent 
and Consequent part respectively, and A1 and B1 varia-
tions of A and B.  

A few more examples of multi-part melodies can be  
found at http://www.socsci.ru.nl/~povel/Melody/. 

3.3 Display and Play Features 

Each step in the construction of a melody is displayed in 
the “Melody” pane and can be made audible by clicking 
the Play button in the “Play parameters” pane. The main  
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parameters in this pane refer to: what is being played 
(Melody only, or combined with Root and/or Beat; 
Rhythm only), Tempo, and Instrument (both for Melody 
and Root). 

3.4 Storing and Saving Melodies 

A melody can be stored temporarily in the “Melody 
store” on the interface (right click in the Melody). Melo 

dies in the Melody store can be played, sent back to the 
Melody pane, or pre- or post-fixed to the melody in the 
Melody pane (by right clicking in the Melody store). A 
melody can also be exported in MIDI format (right click 
in the Melody). The melodies stored in the Melody Store 
can be saved to Disk in so-called mg2 format by clicking 
the “Save to File” or “Save to File As” buttons. Upon 
clicking the “Export as MIDI” button, all melodies in the 
“Melody store” pane are stored to Disk in MIDI format. 

 

 
Figure 8. Example of a melody generated within the chord-based model. (a) A skeleton melody; (b)-(d) the skeleton elaborated 
with an increasing number of ornamental notes. Color code: red: skeleton note, black: chord-note; blue: non-chord note 
 

 
Figure 9. Example of a scale-based melody, showing a skeleton consisting of an ascending scale fragment, followed by 5 dif-
ferent elaborations: repetition, neighbor, skip, chord transposition, and random (chord transposition in the first bar and 
neighbor in bars 2 and 3). Color code: red: skeleton note, black: chord-note; blue: non-chord note 

(a) 

(b) 

(c) 

(d) 



Melody Generator: A Device for Algorithmic Music Construction 

Copyright © 2010 SciRes.                                                                                 JSEA 

693

 
Figure 10. Example of a multipart melody built on the structure Ant, Cons, Ant1, Cons2, Ant, Cons, i.e. an Antecedent-  
Consequent formula repeated twice in which the first repetition is slightly varied (ornamented) 
 
3.5 Additional Functions 

Apart from the functions that may be invoked from the 
main interface, a few additional functions are available 
through the Menu, such as displaying the current KeyS-
pace, displaying properties of the notes in the melody, 
changing the display parameters, displaying information 
about the operation of the program, etc.  

4. Conclusions 

This article describes a device for the algorithmic con-
struction of tonal melodies, named Melody Generator. 
Starting from a few basic assumptions, a set of notions 
were formulated concerning the context of tonal music 
and the construction principles used in its generation. 
These notions served as the starting points for the devel-
opment of a computer program that generates tonal me-
lodies the characteristics of which are controlled by 
means of adjustable parameters. The architecture and 
implementation of the program, including its multipur-
pose interface, are discussed in some details. 

Presently, we are working on a formal and systematic 
validation of the melodies produced by the device in or-
der to obtain a reliable estimation of the positive and 
negative qualities of its various aspects. This evaluation 
will provide the necessary feedback to further develop 

and refine the algorithm and its underlying theoretical 
notions. Results of this evaluation will be reported in a 
forthcoming publication. 
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ABSTRACT 

A perceptual lightness anchoring model based on visual cognition is proposed. It can recover absolute lightness of nat-
ural images using filling-in mechanism from single-scale boundaries. First, it adapts the response of retinal photore-
ceptors to varying levels of illumination. Then luminance-correlated contrast information can be obtained through mul-
tiplex encoding without additional luminance channel. Dynamic normalization is used to get smooth and continuous 
boundary contours. Different boundaries are used for ON and OFF channel diffusion layers. Theoretical analysis and 
simulation results indicate that the model could recover natural images under varying illumination, and solve the trap-
ping, blurring and fogging problems to some extent. 
 
Keywords: Perception, Lightness Anchoring, Filling in, Adaptation, Multiplex Contrast 

1. Introduction 

Studies show that human could perceive a wide dynamic 
range of lightness from dim moonlight to dazzling sun-
light. Human visual system has stable perceptual capabil-
ity for scenes under variable illuminations, which is re-
ferred to as lightness constancy. First of all, two concepts 
must be clarified: luminance and lightness. Luminance 
values denote light intensities within the retinal image 
while lightness is related to our perceived world. Lumi-
nance values in the retinal image are a product, not only 
of the actual physical shade of gray of the imaged sur-
faces, but also, and even more so, of the intensity of the 
light illuminating those surfaces. The luminance of any 
region of the retinal image can vary by a factor of no 
more than thirty to one as a function of the physical re-
flectance of that surface. However, it can vary as a factor 
of a billion to one as a function of the amount of illumi-
nation on that surface. The net result is that any given 
luminance value can be perceived as literally any shade 
of gray, depending on its context within the image. De-
spite the challenge, human perceive shades of surface 
grays with rough accuracy [1]. Lightness represents the 
cortical perceptual result of retinal stimuli and the proc-
ess of lightness perception can be understood as a map-
ping from natural image input to visual percept output. 

BCS/FCS (Boundary Contour System/Feature Contour 
System) proposed by Grossberg et al. is representative of 
visual lightness perception model. Its extended versions 
have explained a mass of psychological experimental 
data [2,3]. BCS/FCS model discounts the illuminant to 

obtain contrast information through retinal preprocessing. 
Further processing is made by visual cortex to get boun-
dary contour and surface. However, such illumination 
discounting information can just estimate relative meas-
urements of reflectance of the surface. Visual cortex 
needs to compute the absolute lightness values that ex-
ploit the full dynamic range to perceive effectively. 
That’s just the so-called anchoring problem. 

Grossberg believed that boundaries and surfaces are 
visual perceptual units, and proposed aFILM model in 
2006 [4]. The model augments a lightness anchoring 
stage in the framework of BCS/FCS. Sepp et al. pro-
posed a multi-scale filling-in model to reconstruct the 
image surface lightness [5]. It extends the confidence- 
based filling-in model to multi-scale processing, thus 
speeding up the filling-in process. A key aspect of visual 
cognition research is to process natural images effec-
tively while explaining psychological data, which facili-
tates higher cognition process such as object recognition 
and provides inspirations to machine vision. 

This paper presents a neural dynamic model to simu-
late the mapping process from luminance to lightness 
according to recent neurophysiological and psychological 
experimental findings. The proposed model could re-
cover natural images under varying levels of illumination, 
and solve the trapping, blurring and fogging problems to 
some extent.  

2. Model Description 

After retinal photoreceptors receive the input image, re-
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tinal adaptation occurs firstly. The light-adapted signal 
goes to multiplex coding and boundary detection. The 
contrast information from multiplex coding is used to 
recover the absolute surface lightness, and the boundary 
contour is to block activity diffusion between surfaces. 
Final perceptual lightness output is obtained through 
surface filling-in mechanism. The overall model archi-
tecture is depicted in Figure 1. 

2.1 Retinal Adaptation 

The model retina calculates the steady-state of retinal 
adaptation to a given input image [4]. It adapts the re-
sponse of photoreceptors to varying levels of incoming 
light, since otherwise the visual process could be de-
sensitized by saturation right at the photoreceptor. Light 
adaptation, at the photoreceptor outer segment, protects 
each photoreceptor from saturation by using intracellu-
lar temporal adaptation that shifts the photoreceptor 
sensitivity curve [6]. As illustrated in Figure 2, the 
light-adapted signal is further processed at the photore-
ceptor inner segment where it gets feedback from a 
horizontal cell (HC) that is connected with other HCs 
by gap junctions [7], forming a syncytium that is sensi-
tive to spatial contrast. HC inhibition further adjusts the 
sensitivity curve to realize spatial contrast adaptation. It 
is assumed that the permeability of gap junctions be-
tween HCs decreases as the difference of the inputs to 
HCs from coupled photoreceptors increases. The model 
retina hereby segregates and selectively suppresses sig-
nals in regions that have strong contrasts, such as a light 
source. HCs connections are not constrained to nearest 
neighbors but reach farther regions. Inhibition of the 
HC on the photoreceptor controls the output of the 
photoreceptor by modulating Ca2+ influx at the photo-
receptor inner segment. This feedback prevents the out-
put from being saturated by localized high-contrast input 

Retinal adaptation

Multiplex 
coding

Boundary 
detection

Surface 
filling-in

Perceptual 
output

Input image

 
Figure 1. Model block diagram 

 
signals. 

The outer segment of retinal photoreceptor can be 
modeled by the equation: 

( ) ( )ij ij ijs t I g t                (1) 

where ( , )i j  denotes spatial position, ( )ijs t  represents 

the output of outer segment, ijI  is the input image, 

( )ijg t  is an automatic gain control term simulating 

negative feedback mediated by Ca2+ ions and follows:  

( ) ( )ij
g ij ij I ij I

dg
A g g B I B I

dt
            (2) 

where ,  and g I IA B B  are constants. I denotes spatia-

laverage of input image that approximates the effect of 
recent image scanning by sequences of eye movements. 
The second term describes the inactivation of ( )ijg t  by  
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Figure 2. Circuit of retinal adaptation 
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the present ijI  and I . The inner segment of the photo- 

receptor receives the signal ijs  from the outer segment 

and also gets feedback ijH  from the horizontal cell. HC 

modulation of the output of the inner segment is modeled 
by the equation: 

exp( ) ( ) 1
ij

ij
H ij s ij

s
S

C H C s


  
       (3) 

where /s g IC A B , HC is a constant. The relationship 

between ijH  and HC activity ijh  follows: 
2

2 2

H ij
ij

H ij

a h
H

b h



             (4) 

where Ha  and Hb  are constants. The activity of an HC 

connected to its neighbors through gap junctions is de- 
fined as diffusion equation: 

( , )

( )
ij

ij
ij pqij pq ij ij

p q N

dh
h P h h S

dt 

        (5) 

where pqijP  is the permeability between cells at ( , )i j  

and ( , )p q ,  

1
1

1 exp[ (| | ) / ]pqij
pq ij

P
S S  

 
   

    (6) 

,  are constants. ijN  is the neighborhood of size r  

to which the HC at ( , )i j  is connected:  

2 2{( , ) : ( ) ( ) , ( , ) ( , )}ijN p q i p j q r p q i j       (7) 

2.2 Multiplex Contrast Code 

Lightness anchoring model generally incorporates an 
extra luminance-driven channel to recover absolute 
lightness in addition to retinal contrast channels. Maybe 
multi-scale band-pass filters are used to get contrast and 
luminance information, such as aFILM model which 
acquires contrast information through small scale filter-
ing and obtains luminance information through large 
scale filtering [4]. There is evidence showing that a lar-
ger disinhibitory surround exists outside of the classical 
receptive field of retinal ganglion cells. Accordingly, a 
multiplex retinal code is proposed to solve the anchoring 
problem. The code is composed of retinal contrast re-
sponses, where contrast responses are locally modulated 
by brightness (ON cell) or darkness (OFF cell). The 
modulation is implemented by an extensive disinhibitory 
surround or outer surround (OS), an annulus which is 
situated beyond the classical center-surround receptive of 
retinal ganglion cells as shown in Figure 3 [8]. The clas-
sical receptive field is sensitive to contrast information 
and outer surround is sensitive to local luminance. Then  

+

Outer surround
(brightness)

Center-surround
(ON contrast)

modulation

Multiplexed 
contrast

 
Figure 3. Multiplex retinal code 

 
luminance-correlated contrast information can be ob-
tained through multiplex encoding without additional 
luminance channels. Also, it is plausible from a neuron-
physiological point of view.  
  Due to the asymmetry phenomenon of ON cell and 
OFF cell responses for the classical center-surround re-
ceptive field of retinal ganglion cells, a self-inhibition 
mechanism is adopted: 

( )
[ ]ij c s c s

ij ij ij ij ij ij

dx t
x I I I I x

dt



              (8)

( )
[ ]ij s c s c

ij ij ij ij ij ij

dx t
x I I I I x

dt



              (9) 

where ijx  and ijx  are ON cell and OFF cell responses 

respectively, [ ] max( ,0)   , and   is a decay factor. 
c
ij ijI S  is center input. ( )s

ij s ijI S G   is surround 

input. sG  is a Gaussian kernel. “ ” denotes convolu-
tion operator. The last term of the right side of above 
equations denotes self-inhibition which is used to solve 
the response asymmetry problem [9].  
  Let m  and m  denote local luminance-correlated 
multiplexed contrast response of ON and OFF channels 
respectively. The activity of the outer surround is com-
puted by convolution with a Gaussian kernel: O   

[ ]
O

Norm S G . [ ]Norm   implements the normaliza-

tion operator which maps the input into [0 1]. Outer sur-
round activity acts to multiplicatively gate the classical 
center-surround responses of retinal ganglion cells. So 
the multiplexed contrast responses are defined as 

1
[ ] , [ ]

1
ij ij

ij ij ij ij
o ij o ij

O O
m x m x

O O 
     
   

  
  (10) 

where o  is a saturation constant. 

2.3 Boundary Detection 

The same retinal contrast information is used in both 
boundary detection and filling-in mechanism in BCS/ 
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FCS model. In this paper, we use different contrast in-
formation. Boundary detection is completed through a 
dynamic normalization network [10]. First, we define an 
operator [ ]  : 

| |1
[ ]

1 x

e
x x

e



 



 


 


              (11) 

We can get 
| |1

lim [ ] lim
1

, 0
0, 0 max( ,0)
0, 0

x

e
x x

e
x x

x x
x



  



  


 


  


     (12) 

similarly, 
lim [ ] min( ,0)x x

              (13) 

0[ ] |x x                 (14) 

for simplicity we denote: 

0 0lim , lim , |       
         . 

Subsequently, we define nonlinear diffusion operators: 

4( , )

[ ]
ij

ij pq ij
p q N

f f f




            (15) 

4( , )

[ ]
ij

ij pq ij
p q N

f f f




           (16) 

where 4 {( 1, ), ( 1, ), ( , 1), ( , 1)}ijN i j i j i j i j     is a four 

nearest neighborhood. The dynamic normalization equa-
tions are: 

0

( )
( ) ( )ij

ij ij

da t
a t S t t

dt
              (17) 

0

( )
( ) ( )ij

ij ij

db t
b t S t t

dt
              (18) 

( )
(0 ) (1 )ij

ij ij ij ij ij

dc t
b c a c S

dx
             (19) 

( )
(1 ) (0 )ij

ij ij ij ij ij

dd t
b d a d S

dx
             (20) 

  is a diffusion coefficient, , , ,ij ij ij ija b c d  are min- 

syncytium, max-syncytium, normalized ON type and 
OFF type cell activity respectively.   denotes Dirac’s 
delta function. Seen from (17), a cell ija  of the min- 

syncytium may only decrease its activity along with time, 
as long as there exists any activity gradient between this 
cell and its four nearest neighbors. The result of diffusion 
is that ija  decreases to the global minimum value. In an 

analogous fashion, a cell ijb  of the max-syncytium 

finally gets the global maximum value of activity. We 
can get smooth and continuous boundary contour by ear-

ly dynamics of the dynamic normalization network. We 
denote the resultant responses as ,y y  . ON contour 

and OFF contour representing diffusion barriers are de-
fined as  

( )

( )
w

w

ij

ij
w ij

thresh y
w

thresh y










         (21) 

( )

( )
w

w

ij

ij
w ij

thresh y
w

thresh y










          (22) 

where w  is a saturation constant, 

( ) [ [ ] ]
w wthresh x Norm x 

   , [0,1]w  . 

The detected boundaries are always discontinuous due 
to noise or other factors, which allows for activity ex-
change between adjacent surface representations. Con-
sequently, perceived luminance contrasts between sur-
faces decrease, because they eventually adopt the same 
value of perceptual activity. It’s the so-called fogging 
problem. In order to counteract fogging, an interaction 
zone around contours is defined. Within this zone, 
brightness activity and darkness activity undergo mutual 
inhibition, leading to a slow-down of diffusion rate at 
boundary leaks. Thus fogging is decelerated and surface 
edges will appear blurry at boundary gaps. Let   

( )
zij ij ijz thresh w w 

            (23) 

with a threshold value z . Interaction zone activity Z is 

defined as 

z

z

z
Z G

z 
 


             (24) 

where z  is a saturation constant, 
z

G is a Gaussian 

kernel with standard deviation z . 

2.4 Surface Filling-in 

The multiplex contrast responses diffuse within regions 
formed by boundary contours to form perceptual surface 
representations. Diffusion layers are computed by dy-
namic equations: 

4( , )

0

( )
( ) [ ]

( )
ij

ij
ij in ij ijpq pq ij

p q N

ij

df t
w E f P f f

dt
t t m






    






    

 

     (25) 

4( , )

0

( )
( ) [ ]

( )
ij

ij
ij in ij ijpq pq ij

p q N

ij

df t
w E f P f f

dt
t t m






    






    

 

     (26) 

where /
ijf    represent brightness and darkness activity. 

  is a constant, inE  is an inhibitory reversal potential. 

Diffusion coefficients: 
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1

1 ( [ ] [ ] )ijpq
ij ij pq ij

P
Z f Z f


   

 
        (27) 

1

1 ( [ ] [ ] )ijpq
ij ij pq ij

P
Z f Z f


   

 
        (28) 

where   is a constant. From equations above we can 
see that OFF contours are used to block brightness activ-
ity diffusion while ON contours are employed to block 
darkness activity diffusion. In this way, we can alleviate 
the activity trapping problem. The perceptual activity of 
surface representations 

[ ] [ ]

[ ] [ ]
leak rest ij ij

ij
leak ij ij

g V f f
p

g f f

   

   

 


 
       (29) 

where leakg  is leakage conductance, and restV  is the 

resting potential. 

3. Simulation Results 

In order to validate the effectiveness of the proposed 
model, we first evaluate the performance of each stage, 
then the lightness perception performance of the whole 
model is tested using natural images. The size of test 
images in simulation is 256 × 256. 

3.1 Retinal Adaptation 

Firstly, we evaluate the performance of retinal adaptation. 
The simulation results are illustrated in Figure 4. The 
original input image, HC activity and retinal adaptation 
output are shown in Figures 4(a)-(c) respectively. The 
input image has intensive contrast, thus we can hardly 
see the dark scene. Through retinal adaptation processing, 
we cannot only see the clouds in sky of bright region, but 
also see the sand of dark region, even small rocks on the 
ground. It’s the result of light adaptation and spatial con-
trast adaptation of the retina. 

3.2 Boundary Contour Detection 

In this section, we compare the boundary detection per-
formance of dynamic normalization with that of classical 
laplacian linear filtering method. Figures 5(a) and (b) 
are ON and OFF boundaries of Lena image obtained by 
laplacian method. Figures 5(c) and (d) are detection 
results from dynamic normalization. As we can see from 
Figure 5, the boundary contours obtained by dynamic 
normalization are smoother and more continuous, which 
will block the diffusion between different regions more 
effecttively in later filling-in processing, thus alleviating  

 
(a)                         (b)                            (c) 

Figure 4. Retinal adaptation simulation. (a) stimulus; (b) HC activity; (c) adaptation output 
 

stimulus

(a) (b)

(c) (d)
 

Figure 5. Boundary contour detection 
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the fogging problem. 

3.3 Multiplex Contrasts 

For the synthetic stimulus in Figure 6(a), one-dimen- 
sional luminance staircase is shown in (b)-(d) by the 
black solid lines. The red solid lines denote ON re-
sponses while the blue dashed lines correspond to OFF 
responses. Figure 6(b) shows the responses of classical 
center-surround receptive field. OFF responses are al-
ways higher than ON responses around edges, and both 
decrease with luminance increase. The asymmetry prob-
lem of ON and OFF responses is solved by self-Inhibi-
tion mechanism illustrated in Figure 6(c), where ON and 
OFF responses are only sensitive to contrast and insensi-
tive to luminance. Therefore, we could modulate ON 
responses with local brightness and OFF with local 
darkness, thus getting luminance-correlated multiplex 

contrast responses. As seen in Figure 6(d), ON re-
sponses increase while OFF responses decrease as the 
luminance increases. 

3.4 Surface Filling-in 

Nonlinear diffusion is used to implement surface filling- 
in and recover absolute perceived lightness. Most fill-
ing-in models have blurring, trapping and fogging prob-
lems such as confidence-based filling-in. As described 
previously, in this paper, different boundaries are used 
for the brightness and the darkness diffusion layers. As a 
consequence, trapping can be weakened to some extent. 
Besides, the adoption of interaction zone could alleviate 
fogging. Figure 7(a) shows the result of confidence- 
based filling-in, demonstrating serious fogging problem. 
Figure 7(b) is the filling-in result of the proposed model. 
It can be seen that absolute lightness is recovered while 
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Figure 6. Multiplex contrast responses 

 

      
(a)                                     (b)  

Figure 7. Surface filling-in results. (a) confidence-based filling-in; (b) nonlinear diffusion 
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Figure 8. Lightness perception of a real-world image. (a) stimulus; (b) ON contour; (c) interaction zone; (d) retinal adapta-
tion; (e) OFF contour; (f) perception result 
 
reserving contrast, without fogging problem.  

Finally, we test the performance of the whole model 
using a real-world image. Simulation results of different 
processing stages are shown in Figure 8. We can found 
that the proposed model could recover absolute lightness 
of natural images under varying illuminating conditions. 
Comparing with aFILM model, it can get smoother and 
more continuous contours than BCS, and explicitly wea-
kens blurring, trapping and fogging problems to some 
degree. Moreover, the proposed model has the advantage 
of illuminating adaptation in comparison with Sepp’s 
brightness perception model. It provides an alternative 
approach for lightness perception. 

4. Conclusions 

In this paper, a perceptual lightness anchoring model 
based on visual cognition is proposed. It can recover ab-
solute lightness of real-world images using filling-in 
mechanism from single-scale boundaries. Further, it can 
weaken trapping, blurring and fogging to some extent. 
Reasonable perceptual results could be obtained for nat-
ural images under varying illumination conditions. The 
proposed model could be applied to image enhancement 
and image reconstruction in machine vision, and facili-
tate robust processing of higher levels such as object 
recognition. However, there are not normative objective 
measurements to evaluate the performance of visual cog-
nition model. Most measurements are qualitative, and it 
makes no exception for this paper. Additionally, this 
model recovers absolute lightness from single scale 
channel. So its ability of noise suppression is weaker 

than multi-scale processing. We will study further in 
these aspects.  
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ABSTRACT 

This paper presents a two-level learning method for designing an optimal Radial Basis Function Network (RBFN) using 
Adaptive Velocity Update Relaxation Particle Swarm Optimization algorithm (AVURPSO) and Orthogonal Least 
Squares algorithm (OLS) called as OLS-AVURPSO method. The novelty is to develop an AVURPSO algorithm to form 
the hybrid OLS-AVURPSO method for designing an optimal RBFN. The proposed method at the upper level finds the 
global optimum of the spread factor parameter using AVURPSO while at the lower level automatically constructs the 
RBFN using OLS algorithm. Simulation results confirm that the RBFN is superior to Multilayered Perceptron Network 
(MLPN) in terms of network size and computing time. To demonstrate the effectiveness of proposed OLS-AVURPSO in 
the design of RBFN, the Mackey-Glass Chaotic Time-Series as an example is modeled by both MLPN and RBFN. 
 
Keywords: Radial Basis Function Network, Orthogonal Least Squares Algorithm, Particle Swarm Optimization,  
         Mackey-Glass Chaotic Time-Series 

1. Introduction 

The radial basis function network (RBFN) as an alte-
native to the multilayered perceptron neural network 
(MLPN) has been studied intensively [1]. The RBFN 
has the universal approximation ability; therefore, the 
RBF neural network can be used for the interpolation 
problem. A Gaussian radial basis function is highly 
nonlinear, and provides some good characteristics for 
incremental learning with many well-defined mathe-
matical features [2]. It is a powerful scheme for learn-
ing, identification, equalization, and control of nonlin-
ear dynamic systems. 

The training of feed forward ANN is based on non-
linear optimization technique; however, it may get 
trapped at a local minimum during the learning proce-
dure using the gradient descent algorithm. The RBFN 
is an alternative method for aforementioned method. 

The performance of RBFN critically depends upon 
the chosen RBF centers [3]. A new distance measure, 
which is superior to the Euclidean distance, was ap-
plied for selecting the centers from highly correlated 
input vector [4]. Another approach was proposed to 
determine the centers of RBF networks based on sensi-

tivity analysis [5]. However, this approach has not 
considered the role of spread factor that is a significant 
factor to increase the accuracy of results. In contrast, 
Orthogonal Least Squares (OLS) algorithm [6] selects 
required number of RBF centers depending on the val-
ue of spread factor. The OLS employs the forward re-
gression procedure to reduce the size of RBFN result-
ing in an adequate and parsimonious RBFN.   

The OLS algorithm has solved a crucial problem of 
how to select RBFN centers very well; however, it 
doesn’t give a method for selecting the spread factor of 
an RBF [6]. 

The PSO was first introduced by Kennedy and 
Eberhart in 1995 [7]. Through the simulation of a sim-
plified social system, the behavior of PSO can be 
treated as an optimization process. As compared with 
other optimization algorithms, the PSO requires less 
computational time. Therefore, it has successfully been 
applied to solve many problems [8-10].  

This paper proposes a novel adaptive version of a 
two-level learning method for constructing a RBFN 
using a Velocity Update Relaxation Particle Swarm 
Optimization (VURPSO) presented in [11]. The nov-
elty is to find the global optimum of spread factor pa-
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rameter at the upper level using adaptive velocity up-
date PSO namely AVURPSO that has more conver-
gence speed and accurate response than VURPSO. At 
the lower level, it constructs a parsimonious RBFN 
using the OLS algorithm.  

This paper is organized as follows: Section 2 de-
scribes the RBFN. Section 3 formulates the PSO algo-
rithm and develops the AVURPSO algorithm. Section 
4 introduces Mackey-Glass chaotic time-series. Section 
5 presents simulation results and finally Section 6 con-
cludes the paper. 

2. RBFN 

An RBFN has a feed forward structure consisting of a 
single hidden layer of locally tuned units which are fully 
interconnected to an output layer of linear units, as 
shown in Figure 1. All hidden units simultaneously re-
ceive the p-dimensional real valued input vector. The 
input vector to the network is passed to the hidden layer 
nodes via unit connection weights. The hidden layer con-
sists of a set of radial basis functions. The hidden layer 
node calculates the Euclidean distance between the cen-
ter and the Network input vector and then passes the re-
sult to the radial basis function. All the radial basis func-
tions are, usually, of the same type. Thus the hidden layer 
performs a fixed nonlinear transformation and it maps 
the input space onto a new space. The output layer, then, 
implements a linear combiner on this new space and the 
only adjustable parameters are the weights of this linear 
combiner. These parameters can be determined using the 
linear least Squares method, which is an important ad-
vantage of this method. An RBFN is designed to perform 
a nonlinear mapping from the input space to the hidden 
space, followed by a linear mapping from the hidden 
space to the output space. Thus, the network represents a 
map from the p-dimensional input space to m-dimen-
sional output space, according to: 

0
1

( , )
h

i i ji j j
j

d w w x c 


           (1) 

  
Figure 1. RBF Structure 

where for 1, 2,...,i m , 1, 2,...,j h , x is an input vec-

tor. n , m and h are the number of input nodes, output 
nodes, and hidden units respectively. jc is the j-th center 

node in the hidden layer, jx c  denotes Euclidean 

distance, (.) is a nonlinear transfer function called as 

RBF, jiw is the weighting value between the i-th center 

and the j-th output node,  is the real constant known as 

spread factor. Equation (1) reveals that the output of net-
work is computed as a weighted sum of the hidden layer 
outputs. The nonlinear output of the hidden layer is radi-
cally symmetrical. In this paper, the most widely used 
Gaussian function for the j-th hidden unit is chosen as 
follows: 

2

2
( , ) exp( )

2

j

j i
j

x c
x c 



 
            (2)  

The accuracy is controlled by three parameters: the 
number of radial basis functions or hidden units, centers 
of the hidden units, and the spread factor. 

A common learning strategy for an RBF network is to 
randomly select some input data sets as the RBF centers 
in the hidden layer. The weights between hidden and 
output layer can then be estimated by using the stochastic 
gradient approach. The main disadvantage of this method 
is that it is very difficult to quantify how many numbers 
of center should be adequate to cover the input vector 
space. Furthermore, the training algorithm is possibly 
getting stuck into local minimum. To overcome these 
shortages, this paper develops the OLS-AVUURPSO to 
construct the RBFN. 

3. AVURPSO Algorithm 

The PSO algorithm is performed as follows: the un-
known parameters are called the particles. Starting with a 
randomly initialization, the particles will move in a 
searching space to minimize an objective function. The 
parameters are estimated through minimizing the objec-
tive function. The fitness of each particle is evaluated 
according to the objective function for updating the best 
position of particle and the best position among all parti-
cles as two goals in each step of computing. Each article 
is directed to its previous best position and the global 
best position among particles. Consequently, the particles 
tend to fly towards the better searching areas over the 
searching space. The velocity of i-th particle iv  will be 

calculated as follows [7]: 

1 1

2 2

( 1) . ( ) ( ( ) ( ))

( ( ) ( ))
i i i i

i

v k w v k c r pbest k x k

c r gbest k x k

   
 

   (3) 

where in the k-th iteration, ix  is the position of parti-



Design of Radial Basis Function Network Using Adaptive Particle Swarm Optimization and Orthogonal Least Squares 

Copyright © 2010 SciRes.                                                                                 JSEA 

706 

cle, ipbest is the previous best position of particle, 

gbest  is the previous global best position of particles, 

w is the inertia weight, 1c  and 2c  are the acceleration 

coefficients namely the cognitive and social scaling pa-

rameters, 1r  and 2r  are two random numbers in the 

range of [0 1]. It is worthy to note that the inertia weight 
has not been in the first version of PSO [7]. If the inertia 
weight in (3) is set to 1, the first version of PSO is ob-
tained.  

The new position of i-th particle is then calculated as 

( 1) ( ) ( 1)i i ix k x k v k             (4) 

The PSO algorithm performs repeatedly until the goal 
is achieved. Number of iterations can be set to a specific 
value as a goal of optimization. 

The first version of PSO has been improved in terms 
of convergence and accuracy, so far. To control the ve-
locity, if the velocity iv  exceeds a maximum value of 

maxv , then iv  is set to maxv . In many applications, 

maxv has been set to maxx . In addition, the inertia weight 

was proposed to control the velocity [12] as 

max
1 2 2

max

( )
k k

w w w w
k

 
   

 
         (5) 

where w decreases from a higher value 1w  to a lower 

value 2w , and maxk  is the maximum number of itera-

tion. Moreover, the velocity was modified to improve 
the convergence [12] as 

1 1

2 2

( 1)

( ) ( ( ) ( ))

( ( ) ( ))

i

i i i

i

v k

v k c r pbest k x k

c r gbest k x k




  
   
   

      (6) 

where for 1 2c c    and 2   ,   is given by 

2

2

4 4


  


  
            (7) 

Adopting low values for 1c  and 2c  allows the parti-

cle to roam far from the target regions before being 
tugged back. On the other hand, adopting high values 
results in abrupt movement toward or passes the target 
regions. Therefore, 1c  and 2c  were introduced [12] as 

max
1 1 1 1

max

max
2 2 2 2

max

( )

( )

i f f

i f f

k k
c c c c

k

k k
c c c c

k

 
   

 
 

   
 

      (8) 

where 1ic and 2ic  are the initial values of 1c  and 2c , 

and 1fc and 2fc are the final values of 1c and 2c , re-

spectively. Actually, the best solutions were determined 
over the full range of search for changing 1c  from 2.5 to 

0.5 and 2c  from 0.5 to 2.5. With a large value of 1c  

and a small value of 2c  at the beginning, particles are 

allowed to move around the search space instead of 
moving toward the ipbest . A small value of 1c  and a 

large value of 2c  allow the particles converge to the 

igbest  in the latter part of the optimization. 

In traditional PSO, the velocities of the particles are 
limited in the range of [vmin; vmax]. Usually vmin and vmax 
are set to xmin and xmax, respectively. The positions of the 
particles are given in the range of [xmin; xmax]. Thus, 
evaluating the obtained results according to the limits for 
confining or rejecting the results takes extra computa-
tional burden. Velocity update relaxation particle swarm 
optimization (VURPSO) postulates the boundary veloc-
ity validity checking without checking the validity of 
positions in every iteration cycle. 

In traditional PSO algorithm, the velocity is updated at 
every iteration cycle. In contrast, in velocity-updating 
relaxation [11], the velocity of each particle kept un-
changed if its fitness at current iteration is better than one 
at preceding iteration; otherwise the particles’ velocity is 
updated as stated by (3). As a result, the computational 
efficiency is enhanced. The new position of particle is 
then calculated as: 

1 1(1 ) ( )k k k
i i ix mf x mf v            (9) 

where mf is called momentum factor given in the range 
of 0 1mf   because the new position vector is a 

point on the line between the former position vector, k
ix , 

and the new velocity vector, 1k
iv  . In many applica-

tions, mf was given a constant. VURPSO exhibits to 
have strong global search ability at the beginning of the 
run and strong local search near the end of the run. The 
use of velocity update relaxation in traditional PSO helps 
to reduce the computational efforts. 

In order to speed up the convergence speed, we propose 
a novel adaptive VURPSO strategy named AVURPSO. In 
this new strategy we change the momentum factor adap-
tively as follow: 

max
1 2 1

max

( )
k k

mf mf mf mf
k

 
    

 
       (10)  

where mf decreases from a higher value 1mf  to a 

lower value 2mf . Moreover, we use (6) instead of (3). 

4. Mackey-Glass Chaotic Time-Series 

The Mackey-Glass Chaotic Time-Series [13] is stated as 
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10

0.2 ( )
( ) 0.1 ( )

1 ( )

x t
x t x t

x t





  

 
          (11) 

where we set 17   and ( ) 1.2x t    for 0 t   . 

The Mackey-Glass Chaotic Time-Series is modeled by a 
RBFN.  

This time series is chaotic, and so there is no clearly 
defined period. The series is not converged or diverged 
and the trajectory is highly sensitive to initial condition. 
The input training data for RBF predictor is a four-di-
mensional vector in the following form of  

( ) [ ( 18) ( 12) ( 6) ( )]w t x t x t x t x t      (12)  

The output training data corresponds to the trajectory 
prediction. 

( ) ( 6)y t x t                (13)  

A set of data with 1000 samples is obtained. We use 
the first 500 samples for training and the second 500 
samples for validation (Test Data). The data is shown in 
Figure 2. 

5. Simulation Results 

To verify the performance of proposed method we pre-
sent two comparisons. First of all, AVURPSO and 
VURPSO are compared in the Design of RBFN. Then, 
the RBFN and the MLPN are compared in Modeling of 
the Time Series. 

5.1 Comparing AVURPSO and VURPSO in the 
Design of RBFN 

As mentioned in previous section, the input of RBFN is 
the train data. For a given value to the spread factor, the 
OLS algorithm provides an optimum number of centers 
(NC) in RBFN from the training patterns. Next, it esti-
mates the bias vector and weighting matrix using least 
square error technique for the prescribed sum of squared 
errors (SSE). 

The RBFN is trained using OLS algorithm while we 
use the training patterns, the values of   given in Ta-

ble 1, and 0.01SSE  . We should find the optimum 
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Figure 2. Chaotic time-series behavior 

value of spread factor to improve the results since   

significantly affects the NC as confirmed by Table 1.  
The Fitness function is defined in order to optimize the 

value of spread factor as follow: 

2

1

1
( )

Q

real net
i

Fitness y y NC
Q 

         (14)  

where Q denotes the number of samples, while realy  

is the real output, and nety  is the desired network out-

put. In this approach, to escape from the local minima the 
fitness function is changed to  

6

2

1

1
( )

Q

real net
i

Fitness y y NC
Q 

 
   
  
     (15) 

The number of particles and the maximum value of it-
erations are selected 12 and 50, respectively. And, mf is 
varied from 0.5 to 0.3. Table 2 presents the obtained 
optimal value of spread factor, and the NC from these 
two methods.  

The AVURPSO has obtained 0.649   resulting in 

a less NC and a less MSE in both sets of train data and 
test data. Moreover, the AVURPSO has a higher speed of 
convergence as shown in Figure 3. 

Table 1. The role of spread factor in determining the RBFN 
centers and MSE 

  0.01   0.1   0.8   1   

NC 490 162 42 499 
MSE 

(Train) 
0.007 0.0096 0.0092 0.0227 

MSE (Test) 87.94 0.012 0.0086 0.0022 

Table 2. Optimal value of spread factor and the NC obtain- 
ed from the VURPSO and AVURPSO methods 

method 
 

NC MSE 
(Train) 

MSE 
(Test)

VURPSO 0.66 42 0.0088 0.0085
AVURPSO 0.649 36 0.0083 0.0079
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Figure 3. Comparing the convergence speed 
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Table 3. A comparison on computing time 
MLPN RBFN algorithm 

21.63 3.81 CPU Time 

 
5.2 Comparing RBFN and MLPN in Modeling 
   of the Time Series 

First a MLPN with optimum topology is designed. Then, 
we compare the RBFN with the optimum MLPN in mod-
eling of the time series algorithm. The architecture of 
MLPN consists of an input layer, one or more hidden 
layers, and an output layer. The MLPN is trained with 
Levenberg-Marquardt back propagation. To obtain the 
MLPN with optimal topology, different topologies are 
tested by AVRPSO algorithm as  
  1) One hidden layer with 7 neurons. 
  2) Two hidden layers with variant neurons between 1 
to 20 at each.  
  The optimum topology is obtained (8, 5, 1) from op-
tion 2. 
  Now, we compare RBFN and the MLPN in modeling 
the time series on the computing time as shown in Table 
3. 
  The RBFN possibility needs more neurons than MLPN; 
however, RBFN often can be designed in a fraction of 
time that it takes to train MLPN. 

6. Conclusions 

A two-level learning method has been presented for de-
signing the RBFN using OLS-AVURPSO method. The 
proposed method at the upper level finds the global op-
timum of the spread factor parameter using the 
AVURPSO algorithm while at the lower level automati-
cally constructs the RBFN using the OLS algorithm. To 
verify the performance of proposed method, two com-
parisons have been presented. First, the AVURPSO algo-
rithm and the VURPSO algorithm are compared in the 
design of RBFN. Second, the RBFN and the MLPN are 
compared in the modeling of the time-series. The superi-
ority of the AVURPSO algorithm to the VURPSO algo-
rithm is verified due to obtaining a less NC, a less MSE 
and a higher speed of convergence. In the modeling of 
the Mackey-Glass time-series, simulation results confirm 
that the RBFN is superior to MLPN in terms of the net-
work size and computing time. 
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ABSTRACT 

We define a new type cryptographical model called secure multi-party proof that allows any t  players and a verifier 
to securely compute a function ),...,( 1 txxf : each of the players learns nothing about other players’ input and about the 

value of f , and the verifier obtains the value of f and it’s validity but learns nothing about the input of any of the 

players. It is implemented by a protocol using oblivious transfer and Yao’s scrambled circuit. We prove that our proto-
col is secure if the players and the verifier are semi-honest (i.e. they follow the protocol) and polynomial time bounded.  
The main applications of our protocol are for electronic voting and electronic bidding. 
 
Keywords: Multi-Party Proof, Multi-Party Computation, Electronic Voting, Electronic Bidding 

1. Introduction 

1.1 Secure Multi-Party Computation and its  
   Disadvantage 

In a secure multi-party computation, a set of n  par-
ties with private inputs wish to jointly and securely 
compute a function that depends on the individual in-
puts of the parties. This computation should be such 
that each party receives its correct output (correctness), 
and none of the parties learn anything beyond their 
prescribed output (privacy). For example, in an election 
protocol, correctness ensures that no coalition of par-
ties can influence the outcome of the election beyond 
just voting outcome for their preferred candidate, whe-
reas privacy ensures that no parties learn anything 
about the individual votes of other parties. Secure mul-
ti-party computation can be viewed as the task of car-
rying out a distributed computation, while protecting 
honest parties from the malicious manipulation of dis-
honest (or corrupted) parties. 

In all secure multi-party computation, only partici-
pants obtain information about the value of the func-
tion f  computed. In some applications, some party 
say an arbiter, other than the participants, may want to 
know the function value and needs to be sure of its 
validity, yet the arbiter learns nothing about the secret 
inputs of the participants. Here’s a possible scenario. 
Assume a company needs to appoint a new manager for 

a department. The administrators of the company hope 
that the manager is elected by the staff in this depart-
ment only. The staff could elect a new manager by us-
ing an electronic voting protocol from a secure multi- 
party computation. However, these administrators are 
usually not in this department, hence they may not be 
convinced that the election result is valid. 

Another main application of secure multi-party com- 
putation is the design of electronic bidding protocols. 
Usually, all participants jointly run a secure multi-party 
computation protocol and decide the winner; as a result, 
only all participants know who the winner is. However, 
the sponsor in any electronic bidding is not a partici-
pant; hence the sponsor may not be sure about the 
winner. Also, in some time the participants may not be 
allowed to know the winner, as the winner wants to be 
kept anonymous. 

1.2 Our Contributions 

We define a new type cryptographical model called se-
cure multi-party proof that allows any t  players and a 
verifier to securely compute a function 1( ,..., )tf x x . The 

model requires the following properties: each of the 
players learns nothing about other players’ input and nor 
any information about the value of f , and the verifier 

obtains the value of f  and it’s validity but learns noth-

ing about the input of any of the players. We implement 
this model by a protocol using oblivious transfer and 
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Yao’s scrambled circuit. We prove that our protocol is 
secure if the players and the verifier are semi-honest (i.e. 
they follow the protocol) and polynomial time bounded. 
Based on our secure multi-party proof, our protocol can 
be used for electronic voting and electronic bidding. 

1.3 Related Work 

A great deal of work has been done about secure mul-
ti-party computation. Secure computation for two parties 
was first formulated by Yao [1] in 1982. In [2,3], Lindell 
and Pinkas gave a complete and explicit proof of Yao’s 
protocol for secure two-party computation. Goldreich, 
Micali and Wigderson [4] showed how to securely com-
pute any multivariate function (even if malicious adver-
saries are present); see [5] for complete proof of their 
results. Ben-Or, Goldwasser and Wigderson [6] (and, 
independently, Chaum, Crepeau and Damgard [7]) study 
secure multiparty computation in the secure channels 
setting. They show that: 1) If the adversary is eavesdrop-

ping then there exist  2
1n    -secure protocols for 

computing any function. 2) If the adversary is Byzantine, 

then any function can be  3
1n    -securely computed. 

Furthermore, they show that these bounds on the number 
of corruptions are tight. These protocols can be shown 
secure in the presence of non-adaptive adversaries. 
Adaptive security (i.e., security in the presence of adap-
tive adversaries) is provable in certain variants of this 
setting. 

Goldwasser and Levin [8] study the case of Byzantine 
adversaries where a majority of the parties may be cor-
rupted. Chor and Kushilevitz [9] deal with secure multi-
party computation with majority of the parties corrupted 
in the secure channels setting. Goldreich, Goldwasser 
and Linial [10] study secure multiparty computation in 
the presence of insecure channels and computationally 
unlimited adversaries. Ostrovsky and Yung [11] study 
secure multiparty computation in the presence of secure 
channels and mobile adversaries. Micali and Rogaway 
[12], and also Beaver [13], propose definitions for secure 
multiparty computation in the secure channels setting in 
the presence of adaptive adversaries. Other types of se-
cure multi-party computation include adaptively secure 
multi-party computation [14], almost-everywhere secure 
computation [15], concurrent secure multi-party compu-
tation [16], and fair multi-party computation [17-19] and 
so on. 

1.4 Organization 

The paper is organized as follows. We start with some 
basic definitions and tools in Section 2. Section 3 gives a 
formal model of secure multi-party proof. Section 4 con-
structs a secure multi-party proof for any polynomial- 
time computable function if all participants are semi- 

honest. Section 5 provides a general method to construct 
a protocol that can be used for electronic voting and 
electronic bidding. Finally, Section 6 outlines concluding 
remarks and future directions. 

2. Preliminary and Basic Tools 

Let n  denote a positive integer. We say that a function 
( )n  is negligible in n  (or just negligible) if, for 

every polynomial ( )p n , we have ( ) 1/ ( )n p n   for all 

sufficiently large n . Let S  be an infinite set and the 

size of an element s S  is denoted by s . Suppose 

{ }s s SX X   and { }s s SY Y   are two ensembles of 

random distributions (or random variables). We say that 
X  and Y  are computationally indistinguishable if, for 

every non-uniform polynomial-time distinguisher D , the 
absolute difference Pr( ( ) 1) Pr( ( ) 1)s sD X D Y    is 

negligible in s  (for s S ). For a probabilistic ma-

chine M , we denote by ( )M x  the output of M  when 

the input is x . The value ( )M x  is a probabilistic dis-

tribution, as it depends on some random values from an 
internal random tape used by the machine.  

Semi-honest Adversaries vs. Malicious Adversaries. 
Loosely speaking, the aim of a secure multi-party proto-
col is to protect honest parties against dishonest behav-
iors by some other parties. Usually, adversaries are di-
vided into semi-honest and malicious adversaries. 

A semi-honest adversary controls one of the parties 
and follows the protocol specification exactly. However, 
it may try to learn more information than allowed by the 
protocol via analyzing the transcript of messages re-
ceived. 

A malicious adversary may arbitrarily deviate from the 
specified protocol. When considering malicious adver-
saries, there are certain undesirable actions that cannot be 
prevented. Specifically, a party may refuse to participate 
in the protocol or substitute its local input (and use in-
stead a different input). The adversary may also abort the 
protocol prematurely so that the adversary may obtain its 
output while the honest party does not. 

In this paper, we assume that all parties or adversaries 
are semi-honest. 

Special Symmetric Encryption. In [2], a special 
symmetric encryption scheme was constructed that has 
indistinguishable encryption for multiple messages. This 
means that for any two messages x and y , no polyno-

mial-time adversary can distinguish an encryption of x  
from that of y . 

Definition 1 Let ( , , )G E D  be a symmetric encryp-

tion scheme and let the range of a key k  denoted by 

( ) { ( ) : {0,1} }n
n kR k E x x  .  



Secure Multi-Party Proof and its Applications 

Copyright © 2010 SciRes.                                                                                 JSEA 

711

1) We say that ( , , )G E D  has an elusive range if, for 

every probabilistic polynomial-time machine M  and 
for every polynomial ( )p n , we have  

Pr( ( ) ( )) 1/ ( )nM k R k p n   

for sufficiently large n , where k  is a random binary 
string of length n . 

2) We say that ( , , )G E D  has an efficiently verifiable 

range if there exists a probabilistic polynomial time ma-

chine M  such that (1 , , ) 1nM k c   if and only if 

( )nc R k . 

By convention, for every ( )nc R k , we let 

( )kD c  . 

In [2], Y. Lindell and B. Pinkas give a simple con-
struction of a special symmetric encryption scheme. Let 

{ }kF f  be a family of pseudorandom functions [11], 

where 2: (0,1} {0,1}n n
kf  for {0,1}nk  . Then define 

( ) ( , ( ) 0 )n
k kE x r f r x   

where {0,1}nx , {0,1}n
Rr  and 0nx  denotes the con- 

catenation of x  and 0n . 
Oblivious Transfer. We will briefly describe the ob-

livious transfer protocol of [20]. This protocol is secure 
in the presence of semi-honest adversaries. Our descrip-
tion will be for the case that 0 1, {0,1}x x  ; when consid-

ering semi-honest adversaries, the general case can be 
obtained by running the single-bit protocol many times in 
parallel. It is assumed that there is a family of permuta-
tions with trapdoors, so the permutations are one-way 
functions if the trapdoors are not given. Furthermore, 

( )B x  is a hardcore bit of the one-way functions, so 

computing ( )B x  is equivalent to inverting the one-way 

functions (without using the trapdoors). 
Suppose 1P  has two bits 0 1, {0,1}x x   and 2P  has 

{0,1}  . The goal is for 1P  to transfer x  to 2P  but 

1P  does not know which of the two bits was transferred. 

This is called a 1-out-of-2 oblivious transfer. 
Oblivious Transfer Protocol 
1) 1P  randomly chooses a permutation-trapdoor pair 

( , )E t  from a family of trapdoor permutations. 1P  

sends E  (but not the trapdoor t ) to 2P . 

2) 2P  chooses a random   in the domain of E  

and computes  f   . In addition, 2P chooses a 

random 1    in the range of E. 2P sends  0 1,   

to 1P . 

3) 1P uses the trapdoor t  and computes 1
0 E   

 0 and  1
1 1E  . Then computes  0 0 0b B x   

and  1 1 1b B x  , where B is a hard-core bit of E . 

Finally, 1P  sends  0 1,b b  to 2P . 

4) 2P computes  x B b    , which is the bit 

transferred to 2P  by 1P . 

It was proven in [21] that the above protocol is secure 
if both of 1P  and 2P  are semi-honest. 

3. Definition of Secure Multi-Party Proof 

Suppose there are t players 1 2, , , tP P P with secret in-

puts 1 2, , , tx x x , respectively, and a verifier V . We as-

sume that all the players and the verifier are computation-
ally bounded. In addition, assume that  1 2, , , tf x x x is 

a polynomial-time computable function, so it has a poly- 
nomial size circuit. 

Definition 2. A multi-party Proof consists of two 
sub-protocols:  

Computation sub-protocol: It is an ordinary mul-
ti-party computation among the players 1 2, , , tP P P . The 

goal is to compute a value for each player, say im  for 

iP  for 1 i t  . Each value im depends on ix and a 

random binary string ir , both of them are kept secret by 

player iP  for1 i t  . Each player does not gain any 

information about  1 2, , , tf x x x and any information 

on other players’ inputs. Then each player iP sends se-

cretly im  to V , 1 i t  . 

Proof sub-protocol: In this sub-protocol, the verifier 
V computes the value  1 2, , , tf x x x  from 1 2, , ,m m   

tm  and verifies its validity. 

When defining security of multi-party proof, we have 
to consider the security of each of the two sub-protocols. 
The computation sub-protocol is an ordinary multi-party 
computation which allows a set of mutually distrusting 
parties to compute a function in a distributed way while 
guaranteeing (to the extent possible) the privacy of their 
local inputs and the correctness of the outputs. To be 
more exact, security is typically formulated by compar-
ing a real execution of the protocol to an ideal execution 
where the parties just send their inputs to a trusted party 
and receive back their outputs. A real protocol is said to 
be secure if an adversary can do no more harm in a real 
execution than in an ideal execution (which is secure by 
definition). The main security properties that have been 
identified, and are implied by this formulation, are pri-
vacy (parties learn nothing more than their own output) 
and correctness (the outputs are correctly computed). 

In the proof sub-protocol, the verifier V will learn 

nothing beyond the value of  1 2, , tf x x x  and its va-
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lidity, that is, V only obtains  1 2, , tf x x x  and its 

validity. In another word, V does not gain any informa-
tion about 1 2, , , tx x x  yet is convinced that the values 

of txxx ,,, 21  used in computing  1 2, , , tf x x x  are 

the same as claimed, and furthermore, the verifier obtains 
the correct function value 1 2, , , tx x x . This is defined 

more formally as follows. 
Definition 3 (Security of Multi-Party Proof) 
A multi-party proof is secure if it satisfies the follow-

ing properties: 
1) Correctness: Suppose each player 1P  (for i   

1, 2, , t ) chooses random binary string ir  of length n . 

Let 0y  be the final value computed by V  from 

1 2, , , tm m m . Then 0y  is equal to  1 2, , , tf x x x  

with high probability, that is, the probability Pr( 0y   

 1 2, , , tf x x x ) is negligible as a function of n . 

2) Privacy: For each player iP ,1 i t  , let iM be all 

the message that iP obtains from all other players in the 

computation sub-protocol. The protocol is said to have 
privacy for all the players if, for each1 i t  , there ex-
ists a bounded probabilistic polynomial time simula-
tor Si such that iM is indistinguishable from the out-

put  1n
iS  of the simulator Si . 

For the verifier V , let  1 2, , ,v tM m m m  denote 

all the messages received from the players. We say that 
the protocol has privacy for V if there exists a bounded 
probabilistic polynomial time simulator vS  so that vM  

is indistinguishable with the output  n
vS 1  of the simu-

lator vS . 

Also, none of the players learn anything about the 
function value computed. 

3) Validity: The validity includes the two following 
properties: 

a) V can verify with high probability that the value 

im  is correctly computed from the claimed value of 

,  1ix i t  , all of which are kept secret from V . 

b) V can verify the correctness of 0y . Assume the 

function f  is given as a boolean circuit C . Then V  

can verify every gate’s computation from the input wires 
to the output wires. 

4. Construction of Secure Multi-Party Proof 

In this section, we will construct a secure multi-party 
proof for any polynomial-time computable function 

 1 2, , tf x x x  if all players 1, , nP P are semi-honest. 

4.1 Two-Party Computation Secure against 
Semi-Honest Adversaries 

We firstly describe the construction of secure two-party 
computation (for semi-honest adversaries) due to Yao [1]. 
We follow the description by [2,3] where it is proven to 
be secure against semi-honest adversaries. 

Let C be a Boolean circuit that receives two inputs 

, 0,1
n

x y  and outputs   , 0,1
n

C x y   (for simplic-

ity, we assume that the input length, output length and 
the security parameter are all n ). We also assume that 
C  has the property that every gate with a circuit-output 
wire has no other outgoing wires. We begin by describ-
ing the construction of a single garbled gate g  in C . 

The circuit C  is Boolean, and therefore any gate is rep-

resented by a function   : 0,1 0,1 0,1g   . Let the 

two input wires to g  be labeled 1  and 2 . g  may 

have several outgoing wires, but all of them are labeled 

by the same symbol 3 . Furthermore, let 0 1 0
1 1 2, , ,k k k  

1 0 1
2 3 3, ,k k k  be six random keys obtained by independently 

invoking the keygeneration algorithm  1nG ; for sim-

plicity, assume that these keys are also of length n . In-

tuitively, we wish to be able to compute  ,
3
gk    from 

1k  and 2k  , without revealing any of the other three 

values,    1 , ,1
3 3,  g gk k     , and  1 ,1

3
gk    . The garbled 

gate g  is defined by the following four values 

   0 0
1 2

0,0
0,0 3

g

k k
c E E g  

   0 1
1 2

0,1
0,1 3

g

k k
c E E g  

   1 0
1 2

1,0
1,0 3

g

k k
c E E g  

   1 1
1 2

1,1
1,1 3

g

k k
c E E g  

where E  is from a private key encryption scheme 

 , ,G E D that has indistinguishable encryptions for mul-

tiple messages, and has an elusive efficiently verifiable 
range [2,3]. The actual gate is defined by a random per-
mutation of the above values, denoted as 0 1 2 3, , ,c c c c ; 

from here on we call them the garbled of gate g . Notice 

that given 1k and 2k  , and these values 0 1 2 3, , ,c c c c , it 

is possible to compute the output of the gate  ,
3
gk    as 

follows. For every i , computes   
12

ikk
D D c  . If there 

are more than one decryption then returns a non-  

value, then output abort. Otherwise, define 3k   to be the 
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only non-  value that is obtained. (Notice that if only a 
single non-   value is obtained, then this will be 

 ,
3
gk   because it is encrypted under the given keys 

1k and 2k  . Later we will show that except with negli-

gible probability, only one non-  value is indeed ob-
tained.) 

We are now ready to show how to construct the entire 
garbled circuit. Let m be the number of wires in the 
circuit C , and let 1, , m   be labels of these wires. 

These labels are all chosen uniquely with the following 
exception: if i  and j are both output wires from the 

same gate g , then i j   (this occurs if the fan-out of 

g  is greater than one). Likewise, if an input bit enters 

more than one gate, then all circuit-input wires associated 
with this bit will have the same label. Next, for every 

label i , choose two independent keys  0 1, 1n
i ik k G ; 

we stress that all of these keys are chosen independently 
of the others. Now, given these keys, the four garbled 
values of each gate are computed as described above and 
the results are permuted randomly. Finally, the output or 
decryption tables of the garbled circuit are computed. 

These tables simply consist of the values  00, ik  

and  11, ik where i  is a circuit-output wire. (Alterna-

tively, output gates can just compute 0 or 1 directly. 
That is, in an output gate, one can define 

1
, k

c E     

   
2

,
k

E g   for every , 0,1   ).  

The entire garbled circuit of C , denoted  G C , 

consists of the garbled table for each gate and the output 
tables. We note that the structure of C  is given, and the 
garbled version of C  is simply defined by specifying 
the output tables and the garbled table that belongs to 
each gate. This completes the description of the garbled 
circuit. 

Let 1, , nx x x   and 1, , ny y y   be two n-bit in-

puts for C . Furthermore, let 1, , n   be the input 

labels corresponding to x , and let 1 2, ,n n   be the 

input labels corresponding to y . It is shown in [2] that 

given the garbled circuit  G C  and the strings 

1 1
1 1 2, , , , ,n nx yx y

n n nk k k k  , it is possible to compute 

 ,C x y , except with negligible probability. The com-

plete protocol is as followed. 
Protocol 1 (Yao’s two-party protocol): 

1) Inputs: 1P  has 0,1
n

x and 2P  has 0,1
n

y . 

2) Auxiliary input: A boolean circuit C  such that 

for every , 0,1
n

x y it holds that    , ,C x y f x y , 

where :{0,1} {0,1} {0,1}n n nf   . We require that C  is 

such that every gate with a circuit-output wire has no 
other outgoing wires. 

3) The protocol 
a) 1P constructs the garbled circuit  G C  as de-

scribed in above, and sends it to 2P . 

b) Let 1, , n   be the circuit-input wires corre-

sponding to x , and let 1 2, ,n n    be the circuit-input 

wires corresponding to y . Then, 

.i 1P  sends 2P  the strings 1
1 , , nx x

nk k . 

.ii  For every , ii P and 2P  execute a 1-out-of-2 obli-

vious transfer protocol in which 1P  input equals 

 0 1,n i n ik k 
 and 2P ’s input equals iy . 

The above oblivious transfers can all be run in parallel. 
c) Following the above, 2P  has obtained the garbled 

circuit and 2n  keys corresponding to the 2n  input 
wires to C . Party 2P  then computes using the garbled 

circuit, as described above, obtaining  f x . 2P  then 

sends the value  f x to 1P , and they both output this 

value. 
Assume that the oblivious transfer protocol is secure in 

the presence of static semi-honest adversaries, and that 
the encryption scheme has indistinguishable encryptions 
for multiple messages, and has an elusive and efficiently 
verifiable range. Then it is proved in [2] that Protocol 1 
securely computes f  in the presence of static semi- 

honest adversaries. 

4.2 Secure Multi-Party Proof against 
Semi-Honest Adversaries 

In this section, we will construct multi-party proof secure 
against semi-honest adversaries for any polynomial time 
computable function. We firstly construct a secure mul-
ti-party proof between two parties, then generalize it to a 
secure multi-party proof for more than two participants. 

4.2.1 Secure Two-Party Proof against Semi-Honest 
Adversaries 

Assume  f x  is a polynomial computable function, so 

there exists a polynomial size boolean circuit C  such 

that for every , {0,1}nx y  it holds that  ,C x y   

 ,f x y . Both  ,f x y  and C are public. We claim 

that the following protocol is a secure two-party proof for 
f . 

Protocol 2:  

1) Input: 1P  has {0,1}nx and 2P  has {0,1}ny . 
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2) Set-up: 
a) Let 1, , n  be the circuit-input wires corre-

sponding to x , and let 1 2, ,n n    be the circuit-input 

wires corresponding to y . Let s  be the number of gates 

in C  excluding its circuit-input gates and circuit-output 
gates 

b) By running key generating algorithm G  for 
4 2n s times, 1P generates 4 2n s  independent 

strings 
0 1 0 1 0 1 0 1
1 1 2 2 2 1 2 1 2 2, , , , , , , , , ,n n n n n s n sk k k k k k k k      

then constructs a garbled computation table for every 
gate by using the special symmetric encryption described 
in Section 2, and obtains a garbled circuit  G C  which 

consists of the garbled table for each gate and the output 

tables. Finally, 1P  publicizes  G C , and keeps 0
1 ,k  

1 0 1
1 2 2, , ,n s n sk k k   secret. 

3) Computation Sub-protocol: 
a) For every 11 ,  i n P  and 2P execute a 1-out-of-2 

oblivious transfer protocol in which ,
1P s  input equals 

 0 1,n i n ik k  and ,
2P s input equals iy . 

b) The above oblivious transfers can be run by using 
the oblivious transfer protocol in Section 2 and can be 
done in parallel. 

c) 1P  sends V  the strings 1
1 , , nxx

nk k .  

d) 2P  sends V  the strings 1
1 2, , nyy

n nk k  . 

4) Proof Sub-protocol: 
V has obtained the garbled circuit  G C  and 2n  

keys corresponding to the 2n  input wires to C . V  

then computes and obtains  ,f x y  via  G C . 

Proof: Correctness. It is correct by the design of the 
garbled circuit. 

Privacy. Assume that 1P  constructs the garbled cir-

cuit  G C  for boolean circuit C . According to the obli-

vious transfer protocol in Section 2, all messages 1P  

obtains are       11 12 21 22 1 2, , , , , ,n n       from 

n 1-out-of-2 oblivious transfer protocols between 1P  

and 2P . In the transfer protocol, every ij  is chosen at 

random. The simulator M  for 1P  is just a pseudoran-

dom generator, see for example [12,16]. Let  1nM de-

notes the output of M  which has length  2 ijnk k  . 

Then    11 12 21 22( , , , , ,      1 2, )n n   and  1nM  

is computational indistinguishable. That is, privacy for 

1P  is satisfied. 

Now we consider privacy for 2P . All messages 2P  

obtains are    1 11 12 2 21 22( , , , , , , ,E b b E b b   1 2, , ),n n nE b b  

where iE  is a permutation-trapdoor and pair  1 2,i ib b  

is random for 1, 2, ,i n  . Hence, privacy for 2P  is 

satisfied by using a pseudorandom generator as a simu-
lator. 

The privacy for both 1P  and 2P  implies that 1P  

and 2P  do not obtain any information on the other 

player’s input. 
Next we consider privacy for V  in computation 

sub-protocol. All messages V  obtains are garbled cir-

cuit   1 2
1 2, , , , nxx x

nG C k k k  from 1P , and 21

21, , ,
n

yy
nk k

   

2
ny
nk  from 2P . The symmetric encryption algorithm used 

in  G C  is the special symmetric encryption scheme in 

Section 2. Because the output of the symmetric encryp-

tion algorithm is random and both 1 2
1 2, , , nxx x

nk k k  and 

1 2
1 2 2, , , nyy y

n n nk k k    are random, privacy for V  is satisfied 

by using a pseudorandom generator as a simulator. 
Finally, each player learns nothing about the function 

value computed by V , since the player know nothing 
about what other players send to the verifier. 

Validity. Because all participants are semi-honest, the 
validity of all the value im  computed by iP  from ix  

holds automatically. To see the correctness of the value 

 ,f x y , note that V obtains  G C  and 1 2
1 2, , ,x xk k   

nx
nk  from 1P , and 1 2

1 2 2, , , nyy y
n n nk k k    from 2P . Hence, 

according to properties of special symmetric encryption, 
he can compute  ,f x y  and verifies its validity by veri-

fying every gate’s computation from the circuit-input 
wires to circuit-output wires.  

4.2.2 Secure Multi-Party Proof against Semi-Honest 
Adversaries 

In this section, we will generalize two-party proof to 
multi-party proof. Assume  1, , tf x x  is a polynomial 

time computable function so there exists a boolean cir-
cuit C  of polynomial size such that, for every 1, ,x   

{0,1}n
tx  , it holds that    1 1, , , ,t tC x x f x x  . 

Both  1, , tf x x  and C  are made public. 

Protocol 3: 

1) Inputs: iP  has {0,1}n
ix   for 1,2, , .i t   

2) Set-up: 
a) Let 1 2, , ,i i in    be the circuit-input wires cor-

responding to ix  for 1,2, , .i t   Let s  denote the 
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number of gates in the circuit C  excluding its circuit- 
input gates and circuit-output gates. 

b) By running key generating algorithm G  for 
2 2tn s  times, 1P  generates 2 2tn s independent 

strings 0 1 0 1 0 1
1 1, , , , , , ,tn tn tn s tn sk k k k k k   constructs a garbled 

computation table for every gate by using special sym-
metric encryption in Section 2, and obtains a garbled 
circuit  G C  which consists of the garbled table for 

each gate and the output tables. Finally, 1P  publicizes 

 G C , and keeps 0 1 0 1
1 1, , , , ,tn tnk k k k  0 1, ,tn s tn sk k   se-

cret. 
3) Computation Sub-protocol： 
a) For every  2, , ,i t   1P  and iP  execute a 

1-out-of-2 oblivious transfer protocol in which ,
1P s  input 

equals  0 1,ij ijk k  and ,
iP s  input equals ijx , for j   

1, 2, , .n  
b) The above oblivious transfers can be run by using 

the oblivious transfer protocol in Section 2 and can be 
done in parallel. 

c) iP  sends V  the strings 1
1 , ,i inx x

i ink k  for i   

1, 2, , t . 
4) Proof Sub-protocol: 
V has obtained the garbled circuit  G C  and tn  

keys corresponding to the tn input wires to C . V  

computes and obtains  1. , tf x x via  G C . 

Proof: Correctness. It follows from the design of the 
protocol. 

Privacy. Assume that 1P  constructs the garbled cir-

cuit  G C for boolean circuit C . Then, according to the 

oblivious transfer protocol in Section 2, all the messages 

1P  sees are    11 12 21 22( , , , ,i i i i      1 2, )i i
n n   from 

n  1-out-of-2 oblivious transfer protocols between 1P  

and  2, ,iP i t  . By the design of the oblivious 

transfer protocol, every  2, , , 1, 2, ,i
jk i t j n     is 

random. The simulator M  for 1P  is just a pseudoran-

dom generator, say the one constructed in [12,16]. Let 

 1nM  denote the output of M , whose output length  

is    2 1 i
ijt nk k   .  

Then      2 2 2 2 2 2
11 12 21 22 1 2, , , , , , ,n n      ,  11,t  

    12 21 22 1 2, , , , ,t t t t t
n n      and  1nM  is compu-

tational indistinguishable. That is, privacy for 1P is satis-

fied. 

We consider privacy for every  2, ,iP i t  . All 

messages iP  obtains are   1 11 12, , ,i i iE b b  2 21 22, , , ,i i iE b b   

 1 2, ,i i i
n n nE b b , where each i

jE is a permutation-trapdoor 

and the pair  1 2,i i
j jb b is random for 1,2, ,j n  . 

Hence, privacy for iP  is satisfied by using a pseudo-

random generator as a simulator. 
The privacy for all 1 2, , , tP P P  implies that every iP  

obtains no information on other players input during the 
computation sub-protocol. 

Now we consider privacy for V in computation 
sub-protocol. All messages V  obtains are garbled cir-

cuit  G C  and 111 12
11 12 1, , , nxx x

nk k k  from 1P , and 

1 2
1 2, , ,i i inx x x

i i ink k k  from ,  2, ,iP i t  . The symmetric 

encryption algorithm used in  G C  is the special sym-

metric encryption scheme in Section 2. Because output of 
the symmetric encryption algorithm is random and every 

 1,2, , , 1,2, ,ijx
ijk i t j n    is random, privacy for 

V  is satisfied by using a pseudorandom generator as a 
simulator. 

Finally, each player learns nothing about the function 
value computed by V , since the player know nothing 
about what other players send to the verifier. 

Validity. Because all participants are semi-honest, part 
(a) of the validity holds automatically. For part (b) of the 

validity, V obtains  G C  and 111 12
11 12 1, , , nxx x

nk k k  from 

1P , and gains 1 2
1 2, , ,i i inx x x

i i ink k k  from ,  2, ,iP i t  . 

Hence, according to the properties of the special sym-
metric encryption, V can compute  1 2, , , tf x x x  and 

verifies its validity by verifying every gate’s computation 
from the circuit-input wires to circuit-output wires.  

5. Electronic Protocols Based on Secure  
Multi-Party Proof  

Protocol 3 can be used in many applications where the 
verifier has no influence on the functions to be computed, 
yet he/she wants to learn the function values, however, 
Protocols 1 and 2 cannot be used because there are only 
two participants. The arbitrator is assured of the correct-
ness and validity of the function value computed. Two 
important applications we have in mind are electronic 
voting and electronic bidding. 

Assume  1, , tf x x  is a polynomial time comput-

able function used in an application. 
For electronic voting, the function is a sum: 

 1 2 1 2, , , t tf x x x x x x      the total count for 

votes of a candidate. For electronic bidding, we may 
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have  1 2 1 2, , , max{ , , , }t tf x x x x x x   where ix  is 

the bid from ,  1iP i t  . For these functions there is 

polynomial sized circuit C  for computing them. Both 

the function  1, , tf x x  and its circuit C  are public 

information. Then our Protocol 3 above can be applied to 
both of these cases, and it is secure if the participants and 
the verifier are semi-honest. 

6. Conclusions 

We defined a new type cryptographical model called 
secure multi-party proof that allows any t  players and a 
verifier to securely compute a function with t  variables. 
We presented a protocol that is secure when all the par-
ticipants and the verifier are semi-honest. Our protocol 
can be used for electronic voting and electronic bidding. 

The main difference between multi-party computation 
and multi-party proof is that, in the former case only par-
ticipants know the output or partial output, while in the 
later case only a designated verifier learns the final out-
put. The latter is more practicable in some important sit-
uations, for example, in an electronic bidding, where an 
arbiter is only a verifier but not a participant.  

It should be noted, however, that our protocol is not 
secure against malicious adversaries. 

Based on non-interactive zero-knowledge proof, it is 
possible to construct secure multi-party proof against 
malicious adversaries. However, these protocols are inef-
ficient because of complexity of zero-knowledge proof. 
In future work, we intend to construct secure multi-party 
proof for any polynomial-time computable function 

 1 2, , , tf x x x  from tools other than zero-knowledge 

proof. 
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ABSTRACT 

Auctions are important market mechanisms for the allocation of goods and services. Combinatorial auctions are those 
auctions in which buyers can place bids on combinations of items. Combinatorial auctions have many applications. The 
paper presents the CRAB software system. CRAB is a non-commercial software system for generating, solving, and 
testing of combinatorial auction problems. The system solves problems by Balas’ method or by the primal-dual algo-
rithm. CRAB is implemented in Ruby and it is distributed as the file crab.rb. The system is freely available on web pag-
es for all interested users. 
 
Keywords: Combinatorial Auction, Complexity, Software System, Generating, Solving, Testing 

1. Introduction 

Auctions are important market mechanisms for the allo-
cation of goods and services. Auction theory has caught 
tremendous interest from both the economic side as well 
as the Internet industry. Design of auctions is a multidis-
ciplinary effort made of contributions from economics, 
operations research, software sciences, and other disci-
plines. The popularity of auctions and the requirements 
of e-business have led to growing interest in the devel-
opment of complex trading models [1]. Combinatorial 
auctions are those auctions in which buyers can place 
bids on combinations of items, called bundles. This is 
particular important when items are complements. 

CRAB system is suitable for: 
 fast generating of standard combinatorial restrictions, 
 adding specific restrictions, 
 generating of bundle evaluations with complementa- 

rity properties, 
 solving combinatorial auction problems by Balas’ 

method or by the primal-dual algorithm, 
 experimenting, and testing.  
The user has to install Ruby interpreter in order to run 

CRAB. Needed information is at web pages http://users. 
fit.cvut.cz/~vranyj1/software/crab. There is also a possi- 
bility to download CRAB (more precisely the file crab. 
rb). 

This design gives a possibility to study and extend the 

CRAB system, especially about the implemented models 
and methods, by the user. The system is available on web 
pages for all interested users. 

2. Combinatorial Auctions 

Combinatorial auctions are those auctions in which buy-
ers can place bids on combinations of items, so called 
bundles. The advantage of combinatorial auctions is that 
the buyer can more precisely express his preferences. 
This is particular important when items are complements. 
The auction designer also derives value from combinato-
rial auctions. Allowing buyers more fully to express 
preferences often leads to improved economic efficiency 
and greater auction revenues. However, alongside their 
advantages, combinatorial auctions raise a host of ques-
tions and challenges [2]. Many types of combinatorial 
auctions can be formulated as mathematical program-
ming problems. 

The problem, called the winner determination problem, 
has received considerable attention in the literature. The 
problem is formulated as: Given a set of bids in a com-
binatorial auction, find an allocation of items to buyers 
that maximize the seller’s revenue. Let us suppose that 
one seller offers a set M of m items, j = 1, 2,…, m, to n 
potential buyers. Items are available in single units. A bid 
made by buyer i, i = 1, 2, …, n, is defined as  

  ,)( , SvSB ii   
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S  M, is a combination of items, so called bundle. 
vi(S), is the valuation or offered price by buyer i for the 

bundle S. 
The objective is to maximize the revenue of the seller 

given the bids made by buyers. Constraints establish that 
no single item is allocated to more than one buyer and 
that no buyer obtains more than one combination. This 
constraint is not necessary but there is a possibility to 
generate it in the CRAB system. Bivalent variables are 
introduced for model formulation: 

xi(S) is a bivalent variable specifying if the combina-
tion S is assigned to buyer i (xi(S) = 1).  

The winner determination problem can be formulated 
as follows 

 
max)( )(

1


 

n

i MS
ii SxSv

 
subject to ( )  1,  1,2,..., ,i

S M

x S i n


    

1

( )  1,  ,
n

i
i S M

x S j M
 

                 (1) 

( ) 0,  ,   1, 2,..., .ix S S M i n      

The objective function expresses the revenue. The first 
constraint ensures that no buyer receives more than one 
combination of items. The second constraint ensures that 
overlapping sets of items are never assigned. In the 
CRAB system a generalization is applied. The set of 
items M can be divided in p subsets Pk , k = 1, 2, …, p, 
called packages. All combinations of items are generated 
in each package. By this way all bundles are generated. 

The algorithms proposed for solving combinatorial 
auction problems fall into two classes: exact algorithms, 
and approximate algorithms. The CRAB system uses 
Balas’ method for finding of optimal solutions.  

Alternatively, the primal-dual algorithm can be taken 
as a decentralized and dynamic method to determine the 
pricing equilibrium. A primal-dual algorithm usually 
maintains a feasible dual solution and tries to compute a 
primal solution that is both feasible and satisfies the 
complementary slackness conditions. If such a solution is 
found, the algorithm terminates. Otherwise the dual solu-
tion is updated towards optimality and the algorithm con-
tinues with the next iteration. The fundamental work [3] 
demonstrates a strong interrelationship between the itera-
tive auctions and the primal-dual linear programming 
algorithms. A primal-dual linear programming algorithm 
can be interpreted as an auction where the dual variables 
represent item prices. The algorithm maintains a feasible 
allocation and a price set, and it terminates as the effi-
cient allocation and competitive equilibrium prices are 
found.  

For the winner determination problem we will formu-
late the LP relaxation and its dual. Consider the LP re-

laxation of the winner determination problem (1): 

 
max)( )(

1


 

n

i MS
ii SxSv

 

subject to ( )  1,  1, 2,..., ,i
S M

x S i n


    

1

( )  1,  ,
n

i
i S M

x S j M
 

                 (2) 

 ( ) 0,1 ,  ,   1, 2,..., .ix S S M i n      

The corresponding dual to problem (2) 

min)()(
1

 
 

n

i Sj

jpip
 

subject to 

 

. ,  ,0)( ),(

, ,  ),()()(

jijpip

SiSvjpip i
Sj




         (3)

 

The dual variables p(j) can be interpreted as anony-
mous linear prices of items, the term 

 
Sj

jp )(
 

is then the price of the bundle S and  












 

Sj
i

S
jpSvip )()(max)(

 
is the maximal utility for the bidder i at the prices p(j). 

3. CRAB Tool  

During the research on combinatorial auctions a need for 
input problem generator arose. There is a publicly avail- 
able tool CATS [4], developed at Stanford University, 
however it has several drawbacks that make it, at least, 
hardly usable for our purpose. To fulfill our needs we have 
developed our own tool: CRAB. This tool has several 
advantages over the CATS, namely: 
 fast problem generation, 
 combinations are generated in a more predictable 

way, 
 combinations are generated only in given subset of all 

items, 
 CSV as the primary data format, 
 fine-grained control over generated problem, 
 built-in linear problem solver, 
 multiple output formats. 
This tool is implemented in Ruby. Although obvious 

programming language of choice for such kind of tools is 
C or C++ for performance reasons, we choose Ruby 
mainly for its dynamic, agile nature which enables us to 
quickly experiment with different approaches. 
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3.1 Overview  

The combinatorial auction problem is given by the 
number of buyers and the number of all feasible combina- 
tions of goods—bundles. For each buyer also prices of 
bundles, bids and budget are needed. Number of goods is 
read in the vector form where the number of vector 
components (comma separated) is equal to the number of 
packages. Each vector component corresponds to the 
number of goods in the package. 

In the first phase there are generated all combinations of 
goods in each package (except empty set). This step is 
done for every package. By this way all bundles are 
generated. The list of these bundles is saved in the file 
(*.csv)—one bundle on row—and there are prepared one 
column for each buyer. The first row contains column 
label and the second row is given for buyer’s budget. 

The user can load the file in CSV into a text editor or in 
a spreadsheet and fill in the bids (i.e. the price offered by 
the buyer for particular bundle) and budgets for each 
buyer. If the user uses CRAB only for tests he/she can use 
automatically generated prices and budget. In both cases 
the final file has to be saved also in CSV format. 

In the second phase the file is transformed into the 
binary programming problem. The bundles correspond to 
variables and bids correspond to prices of objective 
function that is maximized. The problem consists of 
automatic constraints for each good (each good can be 
sold only once) and each buyer (buyer cannot get over his 
budget). The user is free to change automatically gene- 
rated constraints and remove or add additional (for 
example not-typical) constraints. All data have to be saved 
in CVS format again. 

Finally, the problem might be passes to the built-in 
binary programming solver to find out the optimal 
solution for given combinatorial auction. If so, the 
problem is transformed into form with minimizing object- 
tive function with non-negative prices and all constraints 
in form “less or equal”. More detailed description of 
normalization process is in Sub-section 3.6. Afterwards 
the transformed model is passed to the Balas’ algorithm 
[5]. 

3.2 Practical Usage 

The CRAB tool as well as the source code could be 
downloaded from the above mentioned web page and it 
can operate in two modes: 1) interactive mode and 2) 
command line mode.  

Interactive mode 
CRAB could be run in interactive mode which means 

that the user is prompted for the data interactively. To start 
CRAB in interactive mode, type1  

ruby crab.rb  
in terminal emulator (or command line window on 
Windows) from within the directory where the program is 
installed. Please note that not all features are available 
when running in interactive mode, if you need them, you 
have to run it in command line mode described below. 

Command line mode 
As opposite to interactive mode, the CRAB could 

operate in command line mode, which means that all input 
data as well as all options have to be supplied on the 
command line. This mode allows one to automate tasks 
using scripts (and run CRAB non-interactively in night 
batch jobs, for instance). To get list of all available 
options, type 

ruby crab.rb --help 
All examples in following sections will be given in the 

command line mode. 

3.3 Generating Bundles 

As we said before, the CRAB can generate combinatorial 
problem as specified in Section 2. The principle command 
is: 

ruby crab.rb --output <outfile> generate --buyers <nb> 
--bundles <bundlespec> 
where <nb> is number of buyers (non-negative integer 
value) and <bundlespec> is vector specifying number of 
items in each bundle. Number of bundles is determined by 
dimension of the vector. Vector should be entered as 
comma-separated sequence of positive integer values with 
no spaces in between. CRAB can also generate random 
prices for each package as well as budget for each buyer. 

Following command will generate combinatorial 
auction with four buyers and two packages first with 5 
goods, second one with 3 goods and generate random 
prices and budgets. Output will be saved to file bids.csv: 

ruby crab.rb --output bids.csv generate --buyers 4 
--goods 5,3 --randomize 

Every single good in generated combinatorial auction 
get assigned a unique integer id, starting at one. In pre-
vious example, the first good of first package gets id 1, 
second good in first package gets 2. The first good of 
second package gets 6, second one gets 7 and so on. 

3.4 Output Format 

The generated files are ordinary CSV2 files and thus 
editable by almost every spreadsheet application. First 
row contains only column labels and contains no data. 
Second row contains budget of each buyer. Rest of rows 
specifies bids of bundles given by each buyer. 

First two columns contain only labels and no data. First 
column denotes package, second one denotes particular 
good combination within the bundle. Bundle is denoted by 
id of first and last good in the bundle, the combination is 1Assuming the directory with ruby program is listed in the PATH envi-

ronment variable. If not, fully path to the Ruby interpreter must be 
given, such as C:\Ruby\bin\ruby. 2Comma Separated Values, RFC 4180 
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denoted by minus-separated list of good ids. Following 
columns contains the bids given by buyers. 

For output from the previous command see Figure 1. 
User is free to modify the generated file to meet his/her 

needs; however the format of the file as described above 
must be preserved. 

3.5 Transforming Combinatorial Auction to Binary 
Programming Problem 

Once the combinatorial auction is generated, it can be 
transformed to the form of binary programming problem 
and passed to binary programming solver afterwards. The 
principle command for combinatorial auction transforma- 
tion is: 

./ruby crab.rb --output <output file> transform --bids 
<input file> 
where <input file> is CSV file specifying the 
combinatorial auction. The form of input file must be the 
same as output of generate command. Optionally, you 
may use the --format option to specify output format. 
CRAB currently supports two output formats: 1) csv 
(which is the default) and 2) xa. The first one is the one 
used by built-in solver; the latter one could be directly 
passed to the XA integer solver [6]. 

Following command will transform file bids.csv into 
binary programming problem, saving the output to file 
named problem.cvs using the csv format. 

./ruby crab.rb --output problem.cvs transform --bids 
bids.csv 

Following command will create binary programming 
problem specification file as used by the XA solver: 
  ./ruby crab.rb --output problem.lp transform --format 
xa --bids bids.csv 
 

  Group,Bid,Offer of b1,Offer of 
b2,Offer of b3,Offer of b4 

  "",Budget,8570,5879,6500,9065 
  1-5,1,9,5,6,2 
  1-5,2,7,4,8,3 
  1-5,3,9,6,7,3 
  1-5,4,6,4,4,7 
  1-5,5,9,6,4,8 
  1-5,1-2,8,7,11,13 
  1-5,1-3,12,9,9,7 
  1-5,1-4,9,14,10,12 
  ... 
  ... 
  ... 
  6-8,8,8,2,3,5 
  6-8,6-7,10,12,10,8 
  6-8,6-8,13,7,12,10 
  6-8,7-8,11,10,8,9 
  6-8,6-7-8,17,19,19,15 

 
Figure 1. Example of output 

Output format 
As we mention above, the transform command can 

generate output files in two formats. In-depth description 
of XA format is beyond the scope of this paper. The 
CRAB format is ordinary CSV file. The first row and first 
column contains only column resp. row labels and no 
meaningful data. Remaining but last rows specifies 
constraints, last column is constraint’s right hand side, 
pre-last column denotes relation. The last row contains 
objective function. 

3.6 Solving  

CRAB contains built-in binary programming solver based 
on Balas’ method. The principle command for solving 
combinatorial auction is: 

ruby carb.rb solve --problem <input file> 
where <input file> is CSV file specifying the binary 
programming problem. The form of input file must be the 
same as output of transform command using the csv 
format. 

The CRAB tool also provides few options to control the 
Balas’ algorithm. The first option controls overall strategy 
to walk through the state space. Two strategies are 
available: depth-first (specified by --depth-first option) 
and breadth-first (which is the default, specified by 
--breadth-first option). 

Second option deals with branching logic. If --one-first 
is specified then the one-filled branch is tried first, if 
--zero-first is specified, zero-filled branch is taken first. 
One-first strategy is the default one. Based on few experi- 
ments breadth-first strategy combined with one-first 
strategy gives the best results (by means of number of 
iterations required to solve particular problem).  

Problem Normalization 
As was written above, a binary programming problem 

with zero-one variables can be solved by Balas’ method. 
Before using Balas’ algorithm the problem has to have the 
correct form. In the CRAB system the problem has to 
satisfy following conditions: 
 all constraints have to be in the form “less or equal”, 
 objective function has to be minimized and 
 prices in the objective function have to be non- 

negative. 
In the case that constraint is in the equation form CRAB 

automatically transforms it into two constraints—one in 
the form “less or equal” and the other “greater or equal”. 
In the case that constraint is in the form “grater or equal” 
CRAB multiplies it by minus one. After such transforma- 
tion all constraints are in the asked form. 

If objective function is maximized it is multiplied by 
minus one and extreme is changed from max to min. 

The last problem can be negative prices. As the 
problem is binomial (all variables are only one or zero) it 
is possible to use binomial substitution where the new 
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variable equals 1—old variable. It is clear that the new 
variable is also binomial. After such substitution in whole 
model the price for new variable is positive. So it is 
necessary to use such substitution for all variables with 
negative prices in objective function. 

Obviously the problem normalization is implemented 
in CRAB. After solving the results is automatically 
transformed by backward-substitution and user obtains 
the solution of original problem.   

Output format 
For output of the built-in solver see Figure 2. 
As the solver is solving the problem, it prints some sta-

tistical information: total number partial solution in the 
queue, delta from last output and values of few other 
internal variables. After the solver finishes the computa- 

Iteration 1000: 47 solutions in 
queue (delta 46) 

 z_f = 25930.0, z = 32702, z_max = 
26433.0] 

Iteration 2000: 123 solutions in 
queue (delta 76) 

 z_f = 25930.0, z = 32702, z_max = 
26807.0] 

Iteration 3000: 269 solutions in 
queue (delta 146) 

 z_f = 25991.0, z = 32702, z_max = 
26812.0] 

Iteration 4000: 321 solutions in 
queue (delta 52) 

 z_f = 27285.0, z = 32702, z_max = 
28251.0] 

Iterations done: 4214 
Solution: Vector[1, 1, 1, 1, 1, 1, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0], Z = 5203 

 

 
Figure 2. Output of the solver 

 

 

tion, it prints out number of iterations done, the solution 
and the value of objective function. 

4. Conclusions  

Combinatorial auctions are those auctions in which buyers 
can place bids on combinations of items, called bundles. 
This is particular important when items are complements. 
Combinatorial auctions have many real applications. The 
proposed CRAB system is a non-commercial software 
system for generating, solving, and testing of combina- 
torial auction problems. The tool has several advantages; 
as fast problem generations, combinations are generated 
only in given subset of all items, CSV as the primary data 
format, built-in problem solver, to name some of them. 
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ABSTRACT 

According to the soft-switching pulsed SAW (Submerged arc weld) weld power supply based on the double closed-loop 
constant current control mode, a small signal mathematic model of main circuit of soft-switching SAW inverter was 
established by applying the method of three-terminal switching device modeling method, and the mathematic model of 
double closed-loop phase-shift control system circuit was established by applying the method of state-space averaging 
method. Dynamic performance of the inverter was analyzed on base of the established mathematic model, and the tested 
wave of dynamic performance was shown by experimentation. Research and experimentation show that relation be-
tween structure of the power source circuit and dynamic performance of the controlling system can be announced by 
the established mathematic model, which provides development of power supply and optimized design of controlling 
parameter with theoretical guidance. 
 
Keywords: SAW, Double Loop Control, Soft-Switching, Inverter, Mathematic Model 

1. Introduction 

The full-bridge phase-shift zero-voltage soft-switching 
PWM inverter now is widely used in the weld field for its 
many excellent performances. Through establishing ma-
thematic model and transfer function of soft-switching 
pulsed metal active gas welding power supply, the rela-
tion between structural parameters of circuit and dynamic 
performance of system is obtained, which is an effective 
method of designing and development of that power sup-
ply [1,2]. In the field of power electronics, problem of 
linear PWM DC-DC converter modeling was solved, there 
are many methods of modeling such as three-terminal 
switching device modeling method, data-sampling, symbol 
analysis and so on [3-6], and method of space state aver-
age applied to inverter modeling [7-10], which provide 
mathematic model of soft-switching pulsed metal active 
gas welding power supply with theoretical guidance. 

This paper proposes a soft-switching SAW weld pow-
er supply based on the double closed-loop constant cur-
rent control mode, which adopts structure of soft- 
switching full-bridge circuit and combines the conven-
tional negative feedback of current or voltage and the 
peak current control mode. A small signal mathematic 
model of main circuit of soft-switching SAW inverter 

and the mathematic model of double loop control circuit 
are established by applying the method of three-terminal 
switching device modeling method and the method of 
space state average. According to mathematic model, 
dynamic performance of the inverter is analyzed, and 
tested wave of dynamic performance is shown to prove 
the rationality of the inverter by experimentation. 

2. Principles 

The sketch map of the double closed-loop feedback con-
trol system is shown in figure1. It uses hall sensor to 
sample current signal from primary transformer, and 
pouring into control loop after sophisticated high-speed 
rectifying. The control loop needs a reasonable slope 
compensation circuit to ensure the system to be stable 
and get appropriate open-loop frequency. 

In the course of operation, the peak current signal 
)(tis
 is sampled from the peak current of the VT, then 

plus a peak current slope compensation signal
1)( fa Rti , 

which is a signal substituted traditional triangular wave 
signal in voltage mode control. The saw tooth sig-
nal

1)( fa Rti  is synchronized with the signal of inverter 

cycle, which is mainly used to improve waveform of the 
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peak current signal, reduce the noises from the power 
circuit, and advance system stability. Meanwhile, aver-
age output current of inductance 2( )L fi t R  is detected, 

which is compared to the given signal to get error signal. 
The error signal is replaced by the given signal of voltage 
mode control after correcting or compensating, and in-
cises the peak current )(tis

that adds saw tooth signal 

1)( fa Rti to adjust duty cycle of VT, which realizes effec-

tive control of the output current.  
The main advantages of inner loop control is to im-

prove the overall dynamic response speed of system, 
protect power tube and realize correction of each current 
pulse, solve problem of magnetic bias of power trans-
former; the purpose of outer loop control is to improve 
control accuracy and technology of power. 

3. Modeling and Analysis 

3.1 Mathematical Model of Main Circuit 

In this paper, mathematical model of main circuit of 
SAW soft switch inverter is established by the way of 
three-terminal switching device modeling method. The 
soft-switching circuit is full-bridge circuit in Figure 1; it 
is still a typical Buck Converter in essence [11,12]. 

The main circuit of soft-switching inverter equals to 
circuit According to three-terminal switching device 
modeling method in Figure 2(a), dynamic low-frequency 
small signal circuit model in the pluralism domain is 
shown in Figure 2(b). 

According to Figure 2(b), dynamic equations of AC 

small signal )(ˆ siL  of inductance current in pluralism 

domain are expressed as Equations (1) and (2): 

ˆˆ ( ) ( )
ˆˆ ˆ( ) ( ) ( )

( ) ( )

i
i

i
L i

i i i

U
u s d s D

U DD
i s u s d s

Z s Z s U

        
 

 (1) 

 

 

)(tis

2fR

1fR

1)( fs Rti

1)( fa Rti

)(tiL)(tis

)(tiL

 

Figure 1. Block diagram of the control system 

 
(a) 

)(0 Su


 
(b) 

Figure 2. The AC signal model of main circuit 
 

( )iZ s sL R                    (2) 

Equations (3) and (4) are dynamic equations of small 
signal of output voltage in pluralism domain. 

ˆˆ ( ) ( ) ( )o L ou s i s Z s                (3) 

( )oZ s R                     (4) 

From above equations, the transfer function for rela-
tion between output current of load and duty cycle can be 
denoted as Equation (5): 

1

1

)(ˆ
)(ˆ

)( 0)(ˆ





 

s
R

LR

U

RsL

U

sd

si
sG ii

su
L

id i

     (5) 

The transfer function for relation between output cur-
rent of load and duty cycle can be denoted as Equation 
(6): 

ˆ ( ) 0
ˆ ( )

( ) ( )
ˆ( ) 1

i

o i
ud u s id

u s U
G s G s R

Ld s s
R

  


      (6) 

In Equations (5) and (6), Ui is the equivalent DC input 
voltage; L is the output filter inductance; R is load resis-
tance. Main circuits of inverter are composed of propor-
tional part and inertia part in view of control structure.  

3.2 Mathematical Modeling of Inner Loop  
Control System  

The structure of control circuit of inner loop current is 
shown in Figure 3. The inductance current iL(t) is gained 
by input voltage ui(t) and output voltage uo(t), iL(t)plus 
resistor Rf and then change into voltage signals iL(t)Rf. 
iL(t)Rf plus the slope compensated voltage ua(t),which 
import to the negative terminal of PWM comparator. uc(t) 
is reference voltage of positive terminal of PWM com-
parator. Relations expression of duty cycle d and input 
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uo(t) 

ui(t) 

iL(t)Rf 

Rf 

uc(t)

iL(t) 

PWM comparator

Ratio of switch d ua(t) 

 
(a) 

H 

0 

A 

C 

E 

Ts 

vc

B 

F 
D 

iL(t)Rf

u 

-m2

m1 

-ma 

uc 

tdTs  
(b) 

Figure 3. Model of current-injection controller 
 
voltage ui(t), output voltage uo(t), slope compensation 
voltage ua(t), reference voltage uc(t) and inductance cur-
rent iL(t) are derivatived by application of Space State 
Average method. 

From Figure 3(b), we can indicates expression of av-
erage voltage of inductance sampling current in the 
opening of each cycle as Equation (7). 

 
0

( )

1 1

f Lavg

Ts
f L ABEF ACH BDH

s s

R i t

R i dt S S S
T T  



  
   (7) 

In the Equation (7), SABEF、S ACH and S BDH are 
the area of rectangular ABEF, triangle ACH and the tri-
angle BDH in Figure 3(b), according to Equation (7), we 
have Equation (8): 

 22
1 2

( )

1 1
( ) 1

2 2

f Lavg

c a s s s

R i t

u t m dT m d T m d T



   
   (8) 

In Equation (8), we can obtain Equation (10) after 
adding disturbing variable and taking into account that 
the system state has no relation to the slope compensa-
tion voltage shown in Equation (9). 

aa Mtm )(                 (9)

 
      21 1

ˆ ( )
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c c a s s

R I i t
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    2

2 2
1 ˆˆ ( ) 1 ( )
2 sM m t D d t T                  (10) 

In Equation (10), )(ˆ tiL
、 )(ˆ tuc

、 )(ˆ td 、 )(ˆ1 tm 、and 

)(ˆ 2 tm are corresponding disturbing variable .We can ob-

tain Equation (11) after linear treatment of Equation (10)  

 22
1 2

ˆ ( )

1 1ˆˆ ˆ ˆ( ) ( ) ( ) 1 ( )
2 2
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 (11) 

In view of equation of 
L

uu
Rm oi

f

ˆˆ
ˆ1


 and equation 

of 
L

u
Rm o

f

ˆ
ˆ 2   in Buck Converter, the transfer function 

of inner peak current control circuit shown in Equation 
(12) can be obtained from Equation (11). 

2

ˆ( )
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

 
   
  

 (12) 

3.3 Mathematical Model of Double Closed-Loop 
Control System  

In order to improve accuracy of control system, reduce 
steady error, the average output current or voltage are 
sampled in this control system, and compared to the in-
ner given compensation signal uc(s). Primarily role of 
outer loop regulator is to improve and optimize system 
performance; PI regulator is used in this paper. Accord-
ing to Subsection 3.1 and Subsection 3.2, overall control 
system diagram based on model of double closed-loop 
current is shown in Figure 4, the DC signal ui(s) can be 
treated as system disturbance. 

According to Figure 4, open-loop transfer function of 
the inner loop current is expressed as Equation (13). 
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Figure 4. Block diagram of the double loop system 
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Equation (14) is inner closed-loop transfer function.  
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Equation (15) is transfer functions of entire open dou-
ble closed-loop system. 
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Equation (16) is transfer functions of closed-loop 
transfer function for the entire system. 
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In Equation (16), D is duty cycle; Ui is inputting DC 
voltage; TS is the inverting cycle; Rf is sampling resistor 
of the inner current; Ma is the rising slope of compensa-
tion voltage; L is Output filter inductance; R is pulsed arc 
load; K1 is feedback coefficient of outer loop current; K2 
is adjusting gain; T is time constants of regulator.  

3.4 Analysis of Dynamic Characteristic 

The cutoff frequency of open-loop that is an important 
characteristic index that is the embodiment of dynamic 
response of control system [13]. Dynamic characteristic 
of welding power are analyzed as mathematical model 
established in Subsection 3.3. Provided outer loop is a 
simple proportional control mode, and the open-loop 
system fc is frequency when open loop gain equals to1, 
according to Equation (15), and set 1)2( cfjG  , we 

have: 

1 2

( 2 )

1
1

(1 2 )
2 1

2

c

i

f i f ia s
c

a

G j f

K K U

R V D R UM T
Lj f R

LM R








 

   
 

 

(17) 

In this paper 
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Equation (17) can be taken form as following: 
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sa

i
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21                (18) 

In Equation (18), open-loop traversing frequency cf is 

proportional of outer loop resistor, DC input voltage and 
gain of outer loop adjuster. But the traversing open-loop 
frequency is inversely proportional to the rising rate of 
compensation voltage, switching cycle and output induc-
tance. Since outer loop resistor is limited by linear ad-
justment range of voltage of control circuit, opening tra-
versing frequency of control system can be increased by 
the way of reducing rising ratio of compensation voltage 
and output inductance, and increasing frequency of in-
verter. From above analysis, dynamic response of double 
closed loop control system is improved greatly by inner 
loop current control. 

4. Experimentation 

Dynamic characteristics of arc welding inverter are al-
ways defined as the relationship between output current 
or output voltage and time when load instantaneous 
change, which is a major performance index of arc weld 
power source. Two sets of experiments of constant cur-
rent outer characteristic of arc weld power source are 
done to prove the effect of theatrical analysis based on 
the double closed-loop constant current control mode. 
The experiments of arc welding are current response un-
der condition of the instantaneous change of the given 
signal and current response under condition of instanta-
neous change of the given load. 

The curve of Figure 5 is current response when cur-
rent instantaneous change from 0 A to 430 A under the 
simulated load of 0.1 . In figure5, the current instanta-
neous change from 50 A to 320 A just needs time of 2 ms, 
which conclude that system has better dynamic perform-
ance through this experimentation. 

The curve of Figure 6 is current response curve meas-
ured by given current value of 100A and simulated load 
changing from 0.09  to 0.03 . In Figure 6, the given 
current instantaneous change from 130 A to 100 A just 
needs time of 4 ms, which conclude that system has bet-
ter dynamic performance and a constant current outer 
characteristic. 

5. Conclusions 

Mathematical model of SAW weld soft-switching in-
verter based on a double closed-loop constant voltage 
and current control is established. Based on mathematical 
model, dynamic performance is analyzed, and dynamic 
characteristic curve of arc weld power source is tested in  
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1-I:200A/div, T:1ms/div  

Figure 5. The current response curve while instantaneous 
change from 0 A to 430 A 
 

1-I:50A/div, T:10ms/div  

Figure 6. The current response while the load changing 
 
this paper, it shows that double closed-loop control can 
improve dynamic characteristics of arc welding power 
source, which can meet request of SAW technology. 
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ABSTRACT 

The emerging concept of computer universe has the potential to bring about a radical change in our perception of the 
world. Energy is word of God that carries His commands. It derives its properties in accordance with the divine in-
structions immanent in it. Memetics is the science of information carried by the entity called energy. Living and 
non-living systems represent two different languages in which information content of energy exists. These may be dis-
tinguished as bioprogram (biological information) and abioprogram (chemical information) respectively. While abio-
program can be explained in terms of a structure-code concept, the bioprogram is intangible to human beings and is 
stored on the chromosomes of the cell. It is non-physical in nature but requires a physical medium for its storage like 
the computer program. An organism is natural biocomputer or biorobot. All organisms except Homo sapiens are totally 
programmed unconscious systems like man-made robot. Man is the only conscious, freewilled robot (abd in Arabic) of 
God. Consciousness and freewill are the attributes of the unique processor of human being, the mind (qalb in Arabic). 
The computer model of the organism helps us to define and explain the phenomena of life and death. The phenomenon 
of life is the manifestation of the execution of the biosoftware while death is the result of deletion of the biosoftware. A 
dead body is like a computer without software. Man-made computer, robot, etc., which run on man-made software are 
forms of “artificial life”. The basic change that the computer concept of the universe brings into our present knowledge 
of the universe and cosmology is that it is the divine information carried in energy that represents the underlying reality 
of the universe. 
 
Keywords: Computer Universe, Memetics, Abiomemetics, Biomemetics, Phenomena of Life and Death, Natural  
         Biosoftware Engineering 

1. Introduction 

The universe presents itself a self-propelled, self- 
regulated, self-sustained system. An organised reality 
exists in nature. The countless number of celestial bodies 
of colossal size tracing their own paths in the cosmos 
without collision in its 13.75-billion-year history is in-
dicative of a perfectly programmed behaviour. The 
gravitational force responsible for this meticulous and 
amazing consistency in the peripheral motion and recur-
ring relative positions of stars and planets do not operate 
in an arbitrary manner, but obey certain laws prescribed 
by the Creator. It is because of this, we are able to for-
mulate principles which can reflect the natural order. The 
high degree of success achieved by man-made mathe-
matical models in describing and/or predicting several 
natural phenomena adds strength to this reasoning. Every 
natural process is spontaneous phenomenon. Physical, 

chemical and biological processes are spontaneous as 
though the reacting species know what they should pro-
duce under different conditions. Their properties and 
mode of behaviour in diverse environments are fixed. A 
plant or an animal develops through execution of instruc-
tions in the sequence specified in the program stored in 
its starting cell (e.g., zygote, seed, etc.). All these are 
suggestive of a computerised setup. Although science 
covers many aspects of the universe from subatomic level 
to galaxies and beyond, there are certain fundamental 
questions like what is energy, how the various compo-
nents of the universe acquired their characteristic proper-
ties, how the laws and rules governing them came into 
being, what is life, what is death, etc., that remain unan-
swered in science. These issues constitute some of the 
“fundamental unknowns” about the universe that can be 
unravelled by resorting to a computer model in conjunc-
tion with the Quran. This paper addresses these issues and 



Memetics of the Computer Universe Based on the Quran 

Copyright © 2010 SciRes.                                                                                 JSEA 

729

presents a summary of my work in this line [1,2].  

2. The Computer Universe  

The universe is a computer designed, programmed and 
created by God. Konrad Zuse who built the first pro-
grammable computer was the first to suggest in 1967 that 
the entire universe was being computed on a computer, 
possibly a cellular automaton [3]. He referred to this as 
“Rechnender Raum” (Computing Cosmos or Computing 
Space), which in fact started the field of digital physics. 
Jurgen Schmidhuber of Dalle Molle Institute for Artifi-
cial Intelligence (IDSIA), Switzerland, proposes an algo-
rithmic theory of everything. Schmidhuber assumes: “a 
long time ago, the Great Programmer wrote a program 
that runs all possible universes on His Big Com-
puter….Each universe evolves on a discrete time 
scale….Any universe’s state at a given time is describ-
able by a finite number of bits” [4]. In 1998, I proposed a 
computer model of the universe in the light of the Quran 
in my book The Divine Expert System [5]. Both physical 
universe and biological organisms have been described 
as natural computer systems. Four years later, Seth Loyd  
of Massachusetts Institute of Technology, USA, pub-
lished a paper suggesting that the universe is a quantum 
computer [6]. He also elaborated the concept in his sub-
sequent book [7]. Another notable work in this field is 
that of Stephen Wolfram from USA [8]. According to 
him, all of reality might result from a kind of algorithm, 
like a computer program being enacted again and again 
on the underlying building blocks of space and matter. 
He argues that the whole universe can be viewed as one 
huge cellular automaton. Recently Denis Bray suggested 
every living cell is a computer [9].  

3. Memetics of the Universe 

Memetics is science of information based on the com-
puter model of the universe. The universe is energy-filled 
space. Energy is information. No one knows the funda-
mental nature of the entity called energy. Energy lies in 
the realm of the unknown (i.e., intangible to humans). 
For practical purposes we define energy in terms of its 
manifested characteristics. A well-known definition of 
energy is that given by Dave Watson: “Energy is a prop-
erty or characteristic (or trait or aspect?) of matter that 
makes things happen, or, in the case of stored or potential 
energy, has the “potential” to make things happen” [10]. 
Energy exists in various forms such as matter, kinetic 
energy, potential energy, heat, magnetism, electricity, 
electromagnetic radiation, sound, etc. All these forms 
have been described the way we perceive.   

The Quran informs us that when God wants to create a 
thing, He says “be to it and it comes into being” (Q. 
2:117). Note that God says “be” to “the thing” He wants 

to create. This means that the thing to be created is al-
ready there in a virtual form (intangible to man). From 
the Quran, it is possible to infer that the virtual form is 
nothing but God’s words. The word of God is instruction 
or command (Q. 11:44) and His words are infinite: “And 
if all the trees on earth were pens and the ocean (were 
ink), with seven oceans behind it to add to its (supply), 
yet would not the words of Allah be exhausted (in the 
writing): for Allah is exalted in power, full of wisdom.” 
(Q. 31:27). God’s words form the instructions (programs) 
in intangible form, which we call energy. Therefore, en-
ergy is God’s word that represents the divine software 
(commands or instructions).  

In the light of these revelations, the phenomenon of 
creation can be explained in terms of a ghayb-shahadat 
paradigm. The verse 31:27 indicates the existence of a 
large collection of God’s words (intangible energy). 
These in fact constitute the divine programs for whatever 
thing God wants to create. The word “it” in the verse 
2:117 given above refers to the divine program con-
cerned. That is, when God wants to create a thing, He 
needs say only “be” to “it” (i.e., the appropriate program 
of the thing to be created) and “it comes into being” (i.e., 
it becomes tangible to man). This implies that when God 
gives the command “be” to the intangible (ghayb in Ara-
bic) program of a thing to be created, it transforms itself 
into the form tangible (shahadat in Arabic) to man; i.e., 
into the form which human mind can process and inter-
pret. The mind deciphers it in accordance with the human 
biosoftware, which results in conscious perception. The 
universe is therefore what human mind constructs as 
stipulated in the biosoftware. The phenomenon of crea-
tion can therefore be conceived as the transformation of 
intangible energy into tangible form. This is much like 
the production of a hardcopy (shahadat) of an intangible 
(ghayb) document by a computer when a command is 
given to it. 

Two categories of universal components namely, 
non-living and living, can be distinguished. The 
non-living systems may be thought of as being run on 
abioprogram (chemical information) and the living sys-
tems on bioprogram (biological information). These are 
the two basic forms in which information exist in the 
universe. The unit of information (i.e., energy) may be 
represented as “meme”. The term “meme” was intro-
duced by Richard Dawkins to mean “replicator” [11]. 
However the term is used here not with the connotation 
of a “replicator” or with the other characteristics origi-
nally assigned to it. Meme is defined here as a piece of 
information (energy) in the abiotic and biotic segments 
of the universe. The meme based on abioprogram may be 
referred to as “abiomeme” and the meme based on bio-
program may be called “biomeme” [2].  
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3.1 Abiomemetics 

Abiomemetics is science of chemical information. It can 
be best understood in terms of a structure-code concept, 
which is illustrated here taking the example of matter 
form of energy. The atom is considered here as the basic 
unit of matter for illustrating the concept (Table 1). The 
structure signifies a code “written” in a special language 
(abioprogram) like the symbolic language used in com-
puter machines. The semantic content of the code is de-
ciphered in accordance with the abioprogram and the 
structure derives its properties. The Quranic message that 
the universal components carry God’s commands (Q. 
41:12) can be explained in this way. The numerous sub-
stances found in the universe owe their vastly diverse 
properties to their structures, which, in turn, are decided 
by the composition and arrangement of atoms.  Struc-
ture at the level of a molecule (substance) is the totality 
of nuclide composition and arrangement of the atoms.  
In the structure-code concept, nuclides form the alpha-
bets and along with their arrangement, as in a word, 
through bonding, etc., the code is deciphered in terms of 
its properties (Figure 1). A set of alphabets can carry  
 
Table 1. Property acquisition by non-living matter (abiomeme) 
based on structure-code concept. 
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Note: Atom is taken as the unit of matter for convenience 
in illustrating the principle. 

 

 
Figure 1. Representation of chemical structures as abi-
omemes. 

meaning only if it has affiliation with a language. The 
meaning of a word depends on its alphabetic composition 
as well as the order in which they are arranged. Two 
words may be different in their alphabetic composition or 
in their arrangements. For instance, English words “nest” 
and “sent” have the same alphabets but different ar-
rangements whereas the words “take” and “buy” are dif-
ferent in their alphabetic composition. Likewise, differ-
ent chemical structures are formed based on the compo-
sition and arrangement of the atoms of the elements. The 
structures of n-butane and iso-butane have the same ele-
ments and same number of atoms with the chemical for-
mula of C4H10; but the arrangement of the atoms is differ-
ent in the two substances. These two structures corre-
spond to English words “nest” and “sent”. The chemical 
structures of water (H2O) and benzene (C6H6) are different 
in their elemental (alphabet) composition. They are com-
parable with English words “take” and “buy” (Figure 1). 
By this analogy, the phenomenon of how chemical 
structures (substances) acquire their properties based on 
the divine abioprogram can be explained. Periodicity in 
the properties of elements which provide the basis for 
their classification (Periodic Table) and also for the pre-
diction of properties of a hitherto unknown element; 
specificity in the change of properties of a substance with 
a change in structure, etc., are clearly the clauses of the 
abioprogram operating at different levels of structural 
hierarchy. Recognition of at least some of these rules is 
now helping us in the search for new compounds with 
specific properties. For instance, computer-aided mo-
lecular modelling (CAMM) has become a powerful tool 
for studying virtually any chemical structure. The 
method works on the reverse logic of structure-property 
relationships. In this case, we specify the properties; the 
computer will give us the structure of the molecule in 
return. Use of this technique in the search for new drugs 
has enabled the researchers to cut short the long list of 
candidate molecules to a smaller number expected to 
have the required biological activity. In fact by studying 
the structure-property relationships, we are deciphering 
the abioprogram at various hierarchal levels of the uni-
verse. The chemical structure may be thus likened to a 
kind of algorithm conforming to the abioprogram. The 
universe is therefore nothing but information-laden sys-
tem.  

3.2 Biomemetics 

Biomemetics is science of biological information. Bio-
systems carry divine instructions in a different way. 
“Breathing of rooh” into a clay model to create man 
(Adam) mentioned in the Quran (Q. 15:26-29) and 
“breathing of life” mentioned in the Bible (Genesis 2:7) 
refer to one and the same event – installation of divine 
biosoftware in a clay model of man. Upon installation of 
the rooh (the term nafs is also used in the Quran in the 
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context of man) in that non-living clay model, it sprang 
to life much like a lifeless computer springs to “life” 
when software is installed. Software is the invisible soul 
of a computer. Similarly, the invisible soul of an organ-
ism is its biosoftware. The Scriptural revelations make 
clear distinction between the way in which God’s in-
structions (programs) are carried by the non-living and 
living components of the universe. The Quran further 
informs us that it is the removal (or in computer parlance, 
“deletion”) of the nafs (biosoftware of human being) that 
causes death (Q. 6:93). In other words, a dead body is 
like a computer without software.  

A system is said to be “living” if it carries software. 
Therefore the phenomenon of life can be defined as the 
manifestation of the execution of the program. Going by 
this definition, all the so-called non-living and living 
systems are in reality “living systems” in their own right 
as they do carry divine programs. The physical universe 
is in reality a “living system” as it operates on the abio-
program. We may distinguish the so-called “living” and 
“non-living” systems as two different forms of life as 
they are operated on different software. However, we 
shall retain the conventional terms “living” and 
“non-living” for convenience. Computer, robot, etc., are 
also living systems as they work on man-made programs. 
We may distinguish them as forms of “artificial life”.  

4. Organism－Natural Biocomputer or  
 Biorobot 

An organism is a biocomputer or biorobot depending on 
its configuration. The biological program (bioprogram) at 
the level of the species is termed microbioprogram. Mi-
crobioprogram at the level of the member of a species is 
termed biomemome. Cell is biochip, the organisational 
unit of the biosystem. The cell has both hardware and 
biosoftware. The hardware is produced in the cell as per 
the program appropriate to execute the program. The 
chemical structures (including DNA) in the cell consti-
tute the hardware while biosoftware is stored on the 
chromosomes as invisible information. At the level of the 
organism, tissues and organs make the hardware.  

A distinguishing feature of the bioprogram from abio-
program is that while abioprogram is encoded by the 
structure, bioprogram requires a physical medium for its 
storage as in our computer. The chromosomes in the 
body cells serve as the storage device (hard disk) of the 
biosystem. The arrangement of biomemes on the chro-
mosomes, i.e., biomemory organization may be viewed 
as the “biomemogram” of a species (Figure 2). Although 
we may get some broad idea of memetic allocation on 
the chromosomes (e.g., allelic loci) by studying the in-
heritance pattern of characters through breeding trials, it 
is not possible to map out their storage pattern on the 
biomemory. A memory sector on the chromosome may  

Sectors 
Centromere 

 
Figure 2. Biomemory organization on a chromosome. 
Note: The chromosome (biomemory) is divided into many 
sectors. 
 
be storing one or more biomemes that constitute the pro-
gram for a specific biological activity or function. It is 
the totality of the biomemetic package that makes the 
biomemome of the individual.  

An organism may be unichipped, i.e., unicellular (e.g., 
bacteria) or multichipped, i.e., multicellular (e.g., plants, 
animals). Multicellular organisms like animals are func-
tionally comparable with man-made robots. They can be 
categorised as biorobots as they are totally programmed 
unconscious biosystems. On the other hand man can be 
described as the conscious, intelligent, freewilled robot 
of God in the light of the Quranic revelations [1,2].  

God created man to serve Him. Man is addressed by 
God as “abd” meaning servant (Q. 51:56). The Arabic 
word abd is synonymous with the English word “robot” 
(servant). The root of this word may be traced to the 
Czech play Rossum’s Universal Roboters of the 1920s in 
which human workers were portrayed as “robots” (ro-
bota in Czechoslovakian means servitude). In this con-
text it may be mentioned that an understanding of God’s 
purpose of creation of man and the universe is very much 
necessary to comprehend the overall mission of God. 
This aspect has been discussed in detail elsewhere [2]. 
Robot is a programmed dedicated machine designed to 
perform certain desired tasks. It is essentially a computer 
with three additional features namely, sensors (which 
receives data from the environment), microprocessors 
(which transform data into information) and actuators (or 
muscles, which control the energy requirement). An 
animal biorobot with sensory organs and brain (the loca-
tion of CPU) is comparable with man-made robot but 
God’s human robot is far beyond that level of sophistica-
tion. Man is bestowed with an additional processor, qalb 
(mind), which is capable of conscious perception of the 
world and has the freedom to take decision and act. Sev-
eral functions of human qalb are identified in the Quran. 
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All of them are cases of conscious perception. The qalb 
is the part that thinks (i.e., processing information) and 
learns (Q. 22:46), and understands (Q. 7:179). The Quran 
further reveals that the faculties of hearing, seeing, un-
derstanding and feeling are made only for human species. 
“Say: It is He (Allah) who created you and made for you 
the faculties of hearing, seeing, feeling and understand-
ing; little thanks it is you give.” (Q. 67:23). These facul-
ties are associated with the qalb (human mind), which is 
responsible for the conscious perception of the world. 
The Quran also reveals that these faculties are absent in 
animals although they have eyes and ears (Q. 7:179; 
25:44). Clearly animals are totally programmed uncon-
scious biorobots like man-made robots. 

The role of mind comes in the execution of the con-
scious activities; that is, activity decided and/or executed 
by the mind is a conscious activity. Similarly any signal 
received through input ports (Figure 3) and processed by 
mind results in conscious perception. Consider the visual 
perception. Eye is the input port for electromagnetic ra-
diation. It receives the radiation signal from outside, does 
the preliminary processing and then transmits it to the 
brain location concerned to decode its information con-
tent. The human mind decodes it in accordance with the 
biosoftware and creates its translated version. For exam-
ple, let us say we are looking at a red object. This means 
that the object in reality is emitting or reflecting electro-
magnetic radiation in the 650-700 nm wavelength range. 
This radiation enters our eyes and its information is de-
ciphered by our mind in accordance with our biosoftware 
to perceive it as red. In other words the object has no 
colour; the colour of the object is generated inside our 
brain. If our biosoftware stipulates blue colour for that 
wavelength range, we would have seen that object as 
blue.  

Our biosoftware also prescribes limits to our percep-
tional potentials. For example, our visual perception is 
restricted to within 400-700 nm wavelength range. 
Therefore we cannot see X-rays and gamma rays because 
their wavelengths are outside of the limits set by our 
biosoftware in spite of the fact they also belong to the 
same form of energy, electromagnetic radiation. Our au-
ditory perception is within the sound wave frequency 
range of about 12-20000 Hz outside of which we cannot 
hear and so on. It also assigns thresholds and maxima for 
each kind of sensory perception. For example, for a 
sound wave to become audible to us it should have a 
minimum intensity. There is also a maximum level be-
yond which our perception of sound will not be enhanced. 
In other words, human mind is unable to create tangible 
image to any signal that falls outside of the limits pre-
scribed by the biosoftware. This implies two things; one 
is that the world around us is inherently soundless, col-
ourless, shapeless and tasteless. It is the human mind that 
creates these characteristics based on the biosoftware and 
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Figure 3. Contrast between animal and human biorobot 
systems. 
 
imparts them to the outside world; and the other is that it 
is our biosoftware that determines what to perceive and 
how to perceive. Obviously, many forms of energy re-
main unperceived by us. This is the realm of the un-
known (intangible), which the Quran describes as 
“ghayb” (in the computer jargon, virtual). The realm of 
the known or that perceived (tangible) by man is re-
ferred to in the Quran as “shahadat”. God alone has the 
knowledge of both the intangible and the manifest (Q. 
59:22). The dichotomy of ghayb and shahadat is rele-
vant only in the human context. The fact that conscious 
perception of the world is determined by human bio-
software and that energy (information) does exist out-
side of the domain of human perception indicates the 
existence of the intangible.  

As in animal biorobot, the CPU of human system is 
responsible for the house-keeping activities, i.e., internal 
biological activities that sustain the system. In addition to 
mind, human robot also has sadr (memory), where the 
conscious activities are recorded and stored. Cerebellum 
is thought to be a likely location of sadr in the light of 
certain Quranic verses [2]. The information stored in 
sadr in fact forms the dossier of conscious activities (in-
cluding the acquired data and information) carried out by 
mind during the life of a person (for evaluation by God in 
the hereafter). The mechanism of storage could be iden-
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tical to that of biosoftware storage on the chromosome. 
Characterisation of biological information as non-  

particulate biomemes is opposed to the current particu-
late concept of biological information. Biologists do not 
distinguish biological information from chemical infor-
mation but believe the DNA molecule (the gene) encodes 
biological information also. That is, the genome (the to-
tality of the genes) structure besides having its physical 
and chemical properties also encodes the biological pro-
gram of the organism. In effect, molecular biologists are 
superimposing biological information over chemical in-
formation literally making the molecule an entangled 
web of contrasting information. The computer model of 
the organism adopts Wilhelm Johannsen’s non-physical 
gene concept. This concept agrees well with the Quranic 
and the Biblical revelation of intangible biosoftware. The 
computer model permits us to define the phenomena of 
life and death while in biology (the science of life), 
which is based on the particulate gene, it has not been 
possible to define these phenomena.  

While proposing the concept of gene in 1909, Wilhelm 
Johannsen cautioned against two things. One was against 
considering the gene for a particular character, which 
implied that the genetic program should be viewed as an 
integrated program, and the other was against treating the 
gene as particulate [12]. Both these warnings have since 
proved correct. Today in the era of genomics, biologists 
are unable to define what the gene is and attribute genes 
for different characters. [13]. Particulate gene had never 
been the idea of early geneticists. The scientific commu-
nity was, however, not comfortable with a hypothetical 
non-material entity having a “metaphysical” aura around 
it. Thus with the elucidation of the double helical struc-
ture of DNA and confirmation of its role in protein syn-
thesis, the non-physical gene metamorphosed into physi-
cal gene. The molecular gene was born that way.  

5. Natural Biosoftware Engineering  
  Mechanisms 

Natural biosoftware engineering mechanisms provide the 
tool to create diverse bimemomes. Since the biomemes 
are stored on the chromosome in sectors, qualitative and 
quantitative changes in bioinformation can be brought 
about by shifting, adding, deleting and shuffling the sec-
tors. The role of transposable elements is crucial in many 
of these mechanisms. The bioinformation content of a 
cell as a whole can also be altered by increasing or de-
creasing the number of chromosomes. There are also 
mechanisms for multiplication of the cells as well as for 
eliminating the unwanted chromosomes or chromosome 
sectors. We find a variety of natural biosoftware engi-
neering mechanisms in operation that can do all these 
and more. Some of these are: crossing over during meio-
sis (gamete formation), non-disjunction of sister chro-
matids during mitosis and meiosis leading to increase in 

chromosome number, the so-called chromosomal aberra-
tions such as deletion, duplication inversion or insertion 
of chromosome sectors, etc. Although these phenomena 
are generally treated as errors or mistakes by biologists, 
they in fact form powerful molecular tools to produce 
radically different chromosome compositions and hence 
bioinformation content. All these processes viewed in the 
light of the computer concept are biosoftware-driven 
phenomena and not mistakes. It is these biosoftware en-
gineering processes that produce biomemetic variability 
and hence phenotypic diversity in the offspring as pro-
grammed.    

6. Developmental Biology  

Another area where the computer concept of the organ-
ism throws light is developmental biology. It has not 
been possible to explain based on the molecular gene 
how anatomically and functionally different tissues de-
velop. Until recently, it was thought that mitosis (a kind 
of cell division) taking place during development of an 
individual from zygote produces daughter cells with 
identical genomes. A recent finding that different tissues 
carry different genomes [14,15] called into question the 
current belief. The biomemetic concept adopted in the 
computer model however enables us to explain the phe-
nomenon of ontogenetic development of an individual in 
conformity with this discovery [2]. Let us examine the 
development of a human individual from zygote based 
on the biomemetic concept 

An important feature of the biomemome is that it pro-
duces a dynamic phenotype that is changing continuously 
from time zero (the time at which say a zygote starts de-
veloping) to its death. The biomemome is thus an inte-
grated program deciding the phenome (phenotype) at 
every instant. The biomemome, in simple terms, is an 
integrated biological program of an individual. Devel-
opment of an individual is just one phase in the continu-
ous execution of the biomemome of the individual. De-
velopment of an individual presents the scenario of cre-
ating tissues (or group of cells) with different tasks as-
signed to them. This is achieved through mitotic cell di-
vision. Mitotic division is not mere copying or multipli-
cation of cells as is believed now. Although the entire 
biomemome stored in the zygote (the biomemome of the 
individual) is copied into the daughter cells during mito-
sis, it can be assumed that the process also assigns to the 
resulting cells a set of biomemes to be in operation in 
each of them. In this way, differentiation of the operable 
biomemes progresses as dictated by the biomemome 
culminating in the formation of tissues. The set of oper-
able biomemes in a given tissue may be designated as its 
“operamome”. The hardware (including DNA) of the 
cells of a tissue is synthesized to suit the functions of the 
operamome. This is reflected in the differences in the cell 
structures among the tissues. For example, a muscle cell 
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is structurally and functionally different from a nerve cell, 
neuron. They both carry identical biomemomes but dif-
ferent operamomes. Thus, even though all the cells carry 
the biomemome of the individual, the operamome varies 
with tissue.  

An example of visible manifestation of operamomic 
transistion in the phenotype is the metamorphosis of lar-
va into butterfly. The biomemome of the organism cre-
ates the butterfly phenotype through a selective switching 
on and switching off of biomemes. As a result, different 
sets of biomemes (operamomes) come into operation 
creating a butterfly from a totally different phenotype, 
larva. 

7. The Abiomeme-Biomeme Interactions  

Phenotype is the product of biosoftware-environment 
interaction. Although the importance of environment in 
moulding the phenotype is recognized, the actual rela-
tionship between the two is not well understood. This can 
be explained convincingly through biomemetic approach. 
Not all the biomemes of an operamome in a tissue are in 
operation at any given instant as in the case of instruc-
tions carried in our computer program. Only those bio-
memes required at that instant are in operation. The oth-
ers are silent. A latent biomeme comes into operation at 
the time stipulated in the program (e.g., development of 
sexual characters at puberty) or when the situation (e.g., 
environmental stress condition) warrants. Thus we can 
say the biomemes in operation in summer are not the 
same as those operate in winter. If a person spends some 
time in a hot place and then enters an air-conditioned 
room, the operamome will also change accordingly as 
specified in the biomemome. The environmental condi-
tion thus acts as switch for the right biomemes (if avail-
able) to come into play. When an insecticide is sprayed 
against a pest in a crop field, and if the pest has the bio-
memetic package that can resist its harmful effect, the 
chemical will act as stimulus to turn on those biomemes 
which in turn will confer protection to the organism 
against that chemical. The consequence of this memetic 
operation is “resistance development” in the pest against 
that chemical. Although the biomemetic package has 
been present in the organism all the while, it has not been 
in operation as the situation warranting its role has not 
arisen until then. Consequently, the cell may not be hav-
ing the necessary hardware or it may have to modify 
some available hardware for execution of such rarely 
executed programs. Nevertheless when the situation 
arises for the biomemetic package to come into operation, 
it requires the right hardware for its execution. Therefore 
the cell synthesizes the necessary hardware (any structure 
including DNA) or modifies the existing hardware ac-
cording to the program to make way for the execution of 
the newly turned-on memes. It is such events that in fact 
biologist refer to as “cell-induced mutagenesis”. There 

are several reports relating to this phenomenon, which 
cannot be explained based on particulate gene concept 
but can be convincingly explained biomemetically. A 
couple of examples are given here. 

Miroslav Radman, a molecular geneticist at the Uni-
versite Rene Descartes in Paris, discovered the phe-
nomenon of cell-directed mutagenesis in 1970. He 
showed that bacteria harboured a genetic program to 
make mutations. At that time, no one believed this he-
retical proposal [16]. Many biologists were skeptical 
about this discovery because genetic mutation was con-
sidered as a random phenomenon. Although the discov-
ery of a new group of DNA-synthesizing enzymes (po-
lymerases) as the generator of mutations in times of 
stress [16] gave credence to Radman’s finding, it was the 
work of Cairns et al. that galvanized the critics. In 1988 
molecular biologist John Cairns and his colleagues at the 
Harvard School of Public Health reported induced muta-
tions of various elements of the lac operon changes in 
Escherichia coli bacteria [17]. Their results showed that 
bacteria could induce specific mutations depending on 
their environmental conditions. But unfortunately these 
discoveries were sidelined. A recent report of resistance 
of bacteria to antibiotics also provides evidence of 
cell-induced mutation. Commenting on the work of Ko-
hanski et al. [18], Martin Enserink writes: “Traditionally, 
the development of antibiotic resistance—a big and 
growing problem in medicine—has been seen as a pas-
sive phenomenon. Haphazard mutations occur in bacte-
rial genomes, and bacteria randomly swap genetic ele-
ments. Every now and then, a mutation or a bit of newly 
acquired DNA enables the microbes to detoxify antibiot-
ics, pump them out of the cells, or render them harmless 
in another way. When these microbes are exposed to 
antibiotics, natural selection will allow them to outcom-
pete the ones that aren’t resistant. But in the past 6 years, 
a different view has emerged, says microbiologist Jesús 
Blázquez of the Spanish National Research Council in 
Madrid. Researchers have discovered that mutation rates 
in bacteria sometimes go up in response to stress, in 
some cases promoting resistance. And studies by Bláz- 
quez and others have shown that the antibiotics them-
selves can cause this phenomenon, called hypermutabil-
ity”[19].  

Although against the particulate gene concept, the 
above reports are clear evidence of the existence of bio-
logical information in the cell itself to bring about nec-
essary mutations at times of need. In the computer model 
of the organism, the changes in DNA are merely changes 
in the hardware like the change in any other cell structure. 
It is the biosoftware of the organism stored on the chro-
mosomes, that brings about these changes or creates new 
structures (including DNA) so as to provide necessary 
hardware. In all these cases depending on the stimuli or 
signals received from the environment, specific bio- 
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memes are triggered into operation. Not all organisms 
will respond similarly to a given stress or environmental 
condition. An organism can react to an environmental 
condition only as directed by its biomemome. This would 
imply that all phenomic changes that occur in an organ-
ism are biomemome-directed phenomena from within the 
cell and not externally induced as is believed now. These 
may also be taken as instances of abioprogram-bioprogram 
interactions. The availability of biomemes to counter 
environmental stresses including the kind of resistance 
development is a natural evidence of God’s designing the 
organism to meet the requirement in His scheme of 
things. These instances illustrate that heritable changes 
(mutations) that occur in an organism are biosoft-
ware-induced and not by the action of any extraneous 
mutagen. 
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