
Journal of Modern Physics, 2015, 6, 150-156 
Published Online February 2015 in SciRes. http://www.scirp.org/journal/jmp 
http://dx.doi.org/10.4236/jmp.2015.62020     

How to cite this paper: Lin, D., Song, H., Yao, Y. and Zhang, F.C. (2015) Adaptive Isochronal Synchronization in Mutually 
Coupled Chaotic Systems. Journal of Modern Physics, 6, 150-156. http://dx.doi.org/10.4236/jmp.2015.62020 

 
 

Adaptive Isochronal Synchronization in 
Mutually Coupled Chaotic Systems 
Da Lin1, Hong Song1, Yi Yao1, Fuchen Zhang2 
1School of Automatic and Electronic Information, Sichuan University of Science and Engineering, Zigong, China 
2College of Mathematics and Statistics, Chongqing Technology and Business University, Chongqing, China 
Email: linda_740609@aliyun.com 
 
Received 27 January 2015; accepted 13 February 2015; published 25 February 2015 

 
Copyright © 2015 by authors and Scientific Research Publishing Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/ 

    
 

 
 

Abstract 
This paper studies the problem of isochronal synchronization of chaotic systems with time-de- 
layed mutual coupling. Based on the invariance principle of differential equations, an adaptive 
feedback scheme is proposed for the stability of isochronal synchronization between two identical 
chaotic systems. Unlike the usual linear feedback, the variable feedback strength is automatically 
adapted to isochronally synchronize two identical chaotic systems with delay-coupled, so this 
scheme is analytical, and simple to implement in practice. Simulation results show that the iso-
chronal synchronization behavior is determined by time delay. 
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1. Introduction 
Synchronization of nonlinear systems, particularly chaotic systems, has attracted the attention of many research-
ers [1] [2]. Many control techniques have been devised for chaos synchronization [3]-[7]. In practice, control 
systems frequently present time delays due to i) finite time necessary for sensing state information, ii) finite time 
needed for information processing and transmission and iii) finite time necessary for the control actuator to re-
spond to a given command. It is worth noting that the general idea of synchronization of chaotic systems with 
coupling delay seems to follow the idea of simple stabilization of a slave chaotic system in the delayed trajec-
tory of its master. As such, given a master system ( )tx , a slave system ( )ty  and coupling delay τ , it is un-
derstood that the system achieve complete synchronization when ( ) ( ) 0t t τ− − =y x  as t →∞ , as assumed 
in [8]. This form of synchronization is referred to in the literature as achronal synchronization [9]. 

Isochronal synchronization has been considered in numerical simulations [9]-[13] and experimental setups 
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[11] [14]-[16]. In this case, somewhat counter intuitively, chaotic units synchronize without any relative time 
delay, although the transmitted signal is received with a large time lag. In most of the rigorous results based on 
the Lyapunov-Krasovskii stability or Lyapunov-Razumikhin stability, the proposed scheme is very specific, but 
also the added controller is sometimes too big to be physically practical. One practical scheme is the linear feed- 
back. However, in such a technique it is very difficult to find the suitable feedback constant, and thus numerical 
calculation has to be used, e.g., the calculation of the conditional Lyapunov exponents. Due to numerical calcu-
lation, such a scheme is not regular since it can be applied only to particular models. More unfortunately, it has 
been reported that the negativity of the conditional Lyapunov exponents is not a sufficient condition for com-
plete chaos synchronization, see [17]. Therefore, the synchronization based on these numerical schemes cannot 
be strict (i.e., high-qualitative), and is generally not robust against the effect of noise. Especially, in these 
schemes a very weak noise or a small parameter mismatch can trigger the desynchronization problem due to a 
sequence of bifurcations [18]. 

Actually, this open problem, although significant for complete chaos synchronization, is very difficult and 
cannot admit the optimization solution [3]. For example, in [13], rigorous criteria are presented to guarantee 
isochronal synchronization motion, but the criteria are so complicated that specific numerical calculation is nec-
essary for particular examples in practice. 

In this paper, we give a novel answer to the above open problem. We prove rigorously by using the invariance 
principle of differential equations [19] that a simple feedback coupling with updated feedback strength, i.e., an 
adaptive feedback scheme, can strictly isochronally synchronize two identical chaotic systems with time-delayed 
mutual coupling. Furthermore, we research the relationship between isochronal synchronization behavior and 
time delay. 

2. Adaptive Feedback Controller 
Consider an n-dimensional chaotic system governed by ODE, 

( )f=x x ,                                       (1) 

where ( )1 2, , , n
nx x x R= ∈x , ( ) ( ) ( ) ( )( )1 2, , , : n n

nf f f f R R= →x x x x  is a nonlinear vector function. 
And let nRΩ ⊂  be a chaotic bounded set of Equation (1) which is globally attractive. For the vector function 
( )f x , we give a general assumption. 
For any ( )1 2, , , nx x x= x , ( )0 0 0

0 1 2, , , nx x x= ∈Ωx , there exists a constant 0l >  satisfying 

( ) ( ) 0
0 max ,     1, 2, ,i i j j jf f l x x i n− ≤ − = x x .                       (2) 

We call the above condition as the uniform Lipschitz condition, and l refers to the uniform Lipschitz constant. 
Note this condition is very loose, for example, the condition (2) holds as long as i jf x∂ ∂  ( ), 1, 2, ,i j n=   are 
bounded. Therefore the class of systems in the form of Equations (1) and (2) include all well-known chaotic and 
hyperchotic systems. 

Now, consider a pair of identical chaotic systems with bidirectional delay coupling in the form 

( ) ( )( )f t τ= − − −x x K x y ,                                (3) 

( ) ( )( )f t τ= − − −y y K y x ,                                (4) 

where the feedback coupling diagonal matrix ( )1 2diag , , , nk k k= K , and its diagonal elements are ki, i = 1, 2, 
 , n; 0τ >  denote the coupling delay. The problem is to design a feedback matrix K  such that isochronal 
synchronization is guaranteed to occur for coupling delay. Let ( )i i ie y x= − , 1, 2, ,i n=   denote the syn-
chronization error of Equations (3) and (4). Instead of the usual linear feedback, the feedback strength ik , 

1, 2, ,i n=   here will be duly adapted according to the following update law: 

( ) 21 ,     1, 2, ,i i ik e i nγ= + ∆ =

 ,                               (5) 

where 0iγ > , 1, 2, ,i n=   are arbitrary constants, and 0∆ >  is a design parameter such that  
( ) ( )i i i iy t x t y xτ τ− − − ≤ ∆ − , 1, 2, ,i n=  . Thus, ( )1 0iγ + ∆ > , 1, 2, ,i n=   are arbitrary constants due  

to 0iγ > , 1, 2, ,i n=   are arbitrary constants. For this reason, one can choose proper constants as the values 
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of ( )1iγ + ∆ , 1, 2, ,i n=  , and do not consider the value of ∆ . Now, we introduce an important lemma, i.e., 
the well-known Lasalle invariance principle [19]. 

Lemma 1: Consider the n-dimensional vector differential equation 
( )g=z z .                                       (6) 

Let ( )V z  be a scalar function with continuous first partials for all nR∈z . Assume that 
(1) ( ) 0V ≥z  for all nR∈z , 
(2) ( ) 0V V g≡ ∇ ⋅ ≤ z  for all nR∈z . 
Let E be the set of all points where ( ) 0V = z  and let M be the largest invariant set of Equation (6) contained 

in E (A set is said to be invariant if each solution starting in M remains in M for all t). Then every solution of 
Equation (6) bounded for 0t ≥  approaches M as t →∞ . 

Theorem 1: Suppose that the uniform Lipschitz condition (2) holds, then the bounded solutions starting from 
arbitrary initial values of systems (3), (4) and (5) possess asymptotic behavior: 0− →y x  and 0→k k  as 
t →∞ , where ( )1 2, , , nk k k= k  and ( )0 0 0

0 1 2, , , nk k k= k  is a constant vector depending on the initial val-
ues. 

Proof: For the 3n-dimensional systems (3), (4) and (5), we construct the following scalar function: 

( )
2

2

1 1

1 1 1
2 2 1

n n

i i i
i i i

LV y x k
γ= =

 = − + − − + ∆ 
∑ ∑ ,                             (7) 

where L  is a constant bigger than nl , i.e., L nl> . Obviously, 0V ≥ , for all ( ) 3, , nR∈x y k . By differenti-
ating the function V  along the trajectories of systems (3), (4) and (5), we obtain 

( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2

1 1

2

1 1

2

1 1

1

1
1

   1
1

   1
1

   

n n

i i i i i i i i
i i

n n

i i i i i i i i i
i i

n n

i i i i i i i i i
i i

n

i i i
i

LV e f y f x k e k y t x t k e

Le f y f x k e k e k e

Le f y f x k e k e k e

e l e k e

τ τ
= =

= =

= =

=

  = − − − − − − + + ∆ − −   + ∆ 
 ≤ − − − ∆ + + ∆ − −     + ∆ 

  ≤ − + + ∆ + + ∆ − −   + ∆ 

≤ +

∑ ∑

∑ ∑

∑ ∑

∑


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2

1
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1

1
1
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n
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i

n

i
i

Lk e k e

nl L e

=

=

  + ∆ + + ∆ − −   + ∆ 

≤ − ≤

∑

∑

          (8) 

Namely, for systems (3), (4) and (5), the constructed scalar function V  satisfies the conditions (1) and (2) in 
Lemma 1. In the other side, from the above deduction it is easy to find that the set as in Lemma 1 is given by 

( ){ } ( ){ }3 3, , : 0 , , :n nE R V R= ∈ = = ∈ =x y k x y k x y . Moreover, in conjunction with systems (3), (4) and (5) 
the largest invariant set M  contained in E  is ( ){ }3

0, , : ,nM R= ∈ = =x y k x y k k . Then Theorem 1 follows 
from Lemma 1, where 0k  is a constant vector depending on the initial values (and the parameter iγ , 

1, 2, ,i n=   as well). 
Obviously, such isochronal synchronization motion is strict (i.e., high-qualitative), global (as long as the cha-

otic attractor is globally attractive), and nonlinear stable. In particular, the nonlinear global stability implies that 
such isochronal synchronization is quite robust against the effect of noise, namely under the case of presenting a 
small noise, the synchronization error eventually approaches zero and ultimately fluctuates around zero wher-
ever the initial values start. 

3. Simulation Results 
This section illustrates the applications of the results obtained in this paper through the isochronal synchroniza-
tion of Lorenz chaotic system. The Lorenz system [20] is described by ( )f=x x , where 

( )
( )2 1

1 1 3 2

1 2 3

x x
f x x x x

x x bx

β
α

− 
 = − − 
 − 

x ,                                  (9) 
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such that the coupled systems are given in the form 

( ) ( )( )f t τ= − − −x x K x y ,                              (10) 

( ) ( )( )f t τ= − − −y y K y x ,                              (11) 

with the update law (5). The parameters considered are 10β = , 28α = , 8
3

b = . The initial conditions are ar- 

bitrary and the transients are disregarded, so that when the feedback control functions are activated, the systems 
are in the chaotic regime. The systems (10) and (11) are solved using fourth Runge-Kutta method, and time step 
is set as 0.01. Let ( )1 0.005iγ + ∆ = , 1, 2,3i = . The initial feedback strength is chosen to be 0ik = , 1, 2,3i = . 
The corresponding numerical results are shown in Figure 1 and Figure 2. Here, we choose two different time 
delay values of 0.08τ =  and 0.09τ =  as simulation parameters for the data shown in Figure 1 and Figure 2, 
respectively. To explicitly show the control effect of the proposed method, the time interval is divided into two 
parts: At the first stage of the simulation, no control input is applied; the control input is then activated at 10 
seconds. 

To further verify the robust against the effect of noise and parameter mismatch, an additive uniformly distrib-
uted noise in the range [ ]0.5,0.5−  (i.e., a noise of the strength 0.5) is present in the coupling signals ( )t τ−y  
and ( )t τ−x , and parameter mismatches are slowly random time-varying in the range [ ]0.1,0.1− . The initial 
 

 
Figure 1. The isochronal synchronization between Equation (10) and (11) is achieved by adaptive law (5), where (a)-(c) 
show temporal evolution of the system states and (d) shows the evolution of the corresponding feedback strength ki, i = 1, 2, 
3. Here the initial values of ( ), ,x y k  are set as ( )1.6, 1,0.7, 2,2,3,0,0,0− − , and the value of τ  is set as 0.08.                
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Figure 2. The steady states between Equation (10) and (11) is achieved by adaptive law (5), where (a)-(c) show temporal 
evolution of the system states and (d) shows the evolution of the corresponding feedback strength ki, i = 1, 2, 3. Here the ini-
tial values of ( ), ,x y k  are set as ( )1.6, 1,0.7, 2,2,3,0,0,0− − , and the value of τ  is set as 0.09.                        

 
conditions are arbitrary and the transients are disregarded, so that when the feedback control functions are acti-
vated, the systems are in the chaotic regime. The systems (10) and (11) are solved using fourth Runge-Kutta 
method, and time step is set as 0.01. Let ( )1 0.005iγ + ∆ = , 1, 2,3i = . The initial feedback strength is chosen to 
be ik , 1, 2,3i = . The corresponding numerical results are shown in Figure 3. Here, we choose the time delay 
value of 0.08τ =  as simulation parameter for the data shown in Figure 3. To explicitly show the control effect 
of the proposed method, the time interval is divided into two parts: At the first stage of the simulation, no con-
trol input is applied; the control input is then activated at 10 seconds. 

Form Figure 1, we can see that isochronal synchronization can be quickly achieved by the present control 
scheme (i.e., the transient time to synchronization is very short). From Figure 2, we can see that the steady 
states are achieved at 0.09τ = , and isochronal synchronization is vanished. Simulation results show that iso-
chronal synchronization of Lorenz system occurs when 0.09cτ τ< = . So, isochronal synchronization sensi-
tively depends on the time delay. And the critical time delay cτ  may be different in different chaotic systems. 
In practice, the critical time delay cτ  can be obtained from simulation results. From Figure 3, we can see that 
such isochronal synchronization is robust against the effect of noise and parameter mismatch. 

4. Conclusions 
In this study, we have given a novel answer to an open problem in the field of isochronal synchronization. In 
comparison with previous methods, the proposed scheme supplies a simple, analytical, and (systematic) uniform  
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Figure 3. The robust against the effect of noise and parameter mismatch, where (a)-(c) show temporal evolution of the sys-
tem states and (d) shows the evolution of the corresponding feedback strength ki, i = 1, 2, 3. Here the initial values of 
( ), ,x y k  are set as ( )1.6, 1,0.7, 2,2,3,0,0,0− − , and the value of τ  is set as 0.08.                                    

 
controller to isochronal synchronization strictly two arbitrary identical chaotic systems satisfying a very loose 
condition. The technique is simple to implement in practice, and quite robust against the effect of noise and pa-
rameter mismatch. Simulation results show that the isochronal synchronization behavior sensitively depends on 
the time delay. There exists a critical time delay cτ  such that cτ τ<  the isochronal synchronization occurs 
otherwise the steady states are achieved. 
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