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Electromagnetic Radiation Causes Weight Loss and Weight Destabilization of Objects with Presumed Elevated Levels of KELEA (Kinetic Energy Limiting Electrostatic Attraction), Relevance to Human Health and to Global Warming

W. John Martin

Abstract
A natural force has been proposed, which is required to prevent the fusion and disappearance of the discrete electrical charges that are present on electrostatically attached opposing electrical charges. This force may also explain the repulsion between objects with either matching positive or negative electrical charges. The energy of this force is referred to as KELEA (kinetic energy limiting electrostatic attraction). KELEA is especially attracted to dipolar compounds and to other materials with spatially separated opposite electrical charges. These compounds can be used to increase the level of KELEA in water. KELEA activated water can become an added source of KELEA for objects that are placed close to the water. It is generally held that the weight of an object is solely determined by its mass in relation to that of the earth. Yet, it was previously reported that the measured weight of certain KELEA attracting objects can undergo considerable variability over time. This observation is consistent with the concept that KELEA can contribute to the measured weight of certain objects. The present study strengthens this concept by demonstrating that the weight of cellulose containing materials, including paper, cotton fabrics, and wood, is increased if the materials are placed close to containers of KELEA activated water. It is further shown that electromagnetic radiation can significantly reduce the added weight of the KELEA exposed cellulose containing materials. Moreover, the previously added weight of the materials can be regained by replacing the materials back.
into the KELEA enhanced environment. It is proposed that the electrical charges that accompany electromagnetic radiation are able to competitively withdraw some of the KELEA from certain KELEA-enhanced objects. This effect can be reliably demonstrated using single sheets of writing paper, which are primarily composed of mechanically-bonded, branched cellulose fibers. There can be considerable fluctuations of the weight of the materials exposed to electromagnetic radiation after having been placed nearby to KELEA activated water. The weight instability is interpreted as being due to the electromagnetic radiation also triggering a dynamic process of rapid additions and removals of significant quantities of KELEA to and from objects. These observations are relevant to the further understanding of KELEA and to the potential health and climate consequences of manmade electromagnetic radiation causing a reduction in the environmental levels of KELEA.

**Keywords**

**1. Introduction**

As previously reported, there can be fluctuations in the measured weights of certain objects when the objects are repeatedly weighed over a period of several days [1]. It was proposed that the increases in weight were due to the involvement of a natural force termed KELEA (kinetic energy limiting electrostatic attraction). The primary function of KELEA is presumably to prevent electrostatically attracted opposite electrical charges from being eliminated by fusion with one another [2] [3].

Dipolar compounds with separated electrical charges are able to attract KELEA from the environment [4]. Certain of these compounds can transfer some of the attracted KELEA to nearby fluids, including water; possibly in an oscillatory manner. When absorbed into fluids, KELEA can lead to a loosening of the intermolecular hydrogen bonding, with a lowering of surface tension and an increase in volatility [5]. The increased volatility of KELEA activated water can be measured as a faster loss of weight of the activated water when compared with control water, when the water samples are placed into caped, but not completely sealed, containers [4].

Similar to KELEA attracting and releasing dipolar compounds, KELEA activated water can lead to the increased volatility of added regular water [6]. It can also activate regular water, which is positioned nearby to KELEA activated water [7] [8]. Presumably, the loosened hydrogen bonding in the KELEA activated water adds to the level of electrical charges on the water molecules. This would result in a greater attraction of KELEA from the environment. Again, possibly in
an oscillatory manner, much of the additionally attracted KELEA could be radiated from the activated water. KELEA activated water can, thereby, establish a heightened KELEA enriched environment.

Approximately two gallons of KELEA activated water in numerous 2 oz bottles and in several larger containers are routinely stored in the same room as an electronic balance. Various items were selected to be placed near the containers of KELEA activated water to see if their weight would show a discernable increase. Individual sheets of typing paper were among the items tested. The initial reasoning for using typing paper was to see if inkjet-printing of multiple lines of text onto the paper would create linear arrays of negatively charged ink against a background of essentially neutral or induced slightly positively charged blank regions of the paper [9]. The multiple charges on the printed sheets of paper could potentially attract KELEA onto the paper and this would be seen as an increase in the weight of paper from being placed in the KELEA-enriched environment. This predicted increase in the weight of printed sheets of paper was confirmed, but this was also shown, to a somewhat lesser extent, for blank sheets of paper on which there was no printed text. More surprising was the relatively rapid decreasing of the weight of the KELEA exposed paper during the time it was being weighed in an electronic balance. Similar measurable weight gains from a KELEA enriched environment and the subsequent weight losses when placed onto the balance were made with both printed and non-printed cotton fabrics and with unprocessed wood. The tentative interpretation of the findings is that KELEA activated water can transfer KELEA to cellulose containing and certain other materials and that electromagnetic radiation emitted by the electronic balance is able to remove the added KELEA from these materials. This article outlines the experiments leading to this interpretation. The article also discusses some of the likely health and climate related implications of the findings.

2. Materials and Methods

KELEA-enriched environment. Water is routinely being activated by the addition of small amounts of various dipolar compounds, followed by several 10-fold dilutions and filtration through a zero-residue filter. Occasionally other procedures are used such as electrolysis of copper and silver in a potassium citrate solution. About two gallons of KELEA activated water are routinely stored in the same room that has the electronic balance. Bringing regular distilled water into the room will lead to the water becoming activated, as shown by its increased volatility and the linear dissolving pattern and surface breaking ability of sprinkled particles of neutral red dye [4]. The volatility of water is also assessed by the rate of weight loss in closed but not completely sealed containers [4].

Weighing. A Sartorius electronic balance (Type 1702) is located in the same room as the stored KELEA activated water. The balance is used to obtain weight measurements up to 200 grams with a sensitivity level of 0.1 milligram. The balance was originally purchased from Brinkman Instruments, New York. In some
studies, a non-electronic beam balance (OHAUS Dial-O-Gram 310 gm weight) was used.

Weight-standards. Salter Brass Weights Set (Imperial) Model 063, Salter Hardwares Ltd., Tonbridge Kent UK, was used to confirm the accuracy and stability of routine weighing measurements using the electronic balance. The weight standards used to confirm the accuracy of the balance were 0.25, 0.5, 1 and 2 oz.

Paper. Individual sheets of regular 8” x 11” white paper (Basis weight of 20 lb) were used in most experiments. The sheet of paper was either repeatedly folded into approximately 2” x 2” size or rolled into a cylinder shape. The folded or rolled paper was held in place using either a staple or more commonly a small strip of adhesive tape. The sheets of paper were either left blank (unprinted) or printed with various texts prior to being tested. An Epson XP-820 Inkjet printer was programmed from a computer running Microsoft Word software. To maximize the amount of printing, 5 point, Times New Roman font style, was employed with printing on both sides of the page with minimal margins. The printed pages were allowed to dry for several hours before being tested.

Cotton fabric. Several yards of different colored cotton material were purchased from a local fabric store. The cotton materials were cut into rectangular shapes, the edges of which could be placed within the margins of an “8 x 11” sheet of paper. For printing, the edges of the cotton were adhered to the paper using transparent tape. The paper sheet could then be fed into the printer so that the printing occurred onto the cotton material. The cotton material could then be turned over to achieve double-sided printing. Several tee shirts with either an adhesive applied image or direct to garment (DTG) printed image were obtained from a local thrift store. The area with the image was cut from the tee shirt and compared with a similar sized non-printed area from the same tee shirt. The printed and unprinted cotton materials were either folded into square to rectangular shapes or measured after being added to a plastic cup, whose weight could be tared if necessary or simply subtracted from the total weight.

Wood. Store purchased smokehouse wood chips of several individual varieties of wood including cherry, hickory, pecan, oak, apple, etc., were purchased from a local store. Either individual chips or a grouping of several pieces of wood were tested.

Radio. A Nicetex Electronics Ltd., Model NE-368-R, radio with two 5 1/2 square side speakers was used. The radio is powered by 12 Watts delivered from a 120-volt, 60 Hz household electrical supply. It was manufactured at HiTech Industrial Park, Hong Kong.

Electromagnetic Field (EMF) Detector, An EMF Detector App was downloaded onto an Apple iphone-6 from the Apple Store. The seller of the App is Ngoc Que Nguyen. EMF values are measured in microTeslars (μT).

Photos and videos were obtained using a hand-held iphone-6 or either a Sony or a Cannon camera mounted onto a tripod. The images were captured onto a
128 gigabyte Scandisk. In some experiments, a digital timer was placed near the weight display panel of the balance so that photos and videos could be taken of both the displayed weight of the balance and the elapsed time.

3. Results

After some initial minor fluctuations, the digital displays of the weight of most items placed onto the weighing pan of the electronic balance become stable. The reaching of a stable weight generally occurs within 10 seconds. The displayed digital reading is then followed by the letter “g” for grams. Unless there are undue movements within the room, the displayed weight of the item will not generally vary by more than ± 0.2 mg over a 30 minutes period. Moreover, the measurements are consistent upon reweighing the same object and are not affected by leaving the object in the weighing room. This is noted because the weighing room is where approximately two gallons of KELEA activated water in multiple 2 oz bottles and in several larger containers are regularly stored. The multiple samples of water had previously been tested for increased volatility based on the measured reductions in weight.

The weighing results obtained using single sheets of regular typing paper were quite different. Rolled or folded paper brought directly into the weighing room and placed onto the balance would regularly show more minor fluctuations than did most other objects. This occurred with paper that had either been printed with text or left blank. The results over the first 40 minutes of such an experiment are shown in Figure 1. The beginning weight of the rolled blank sheet of paper was 4.7752 gm. At 40 minutes the weight was 4.7751 gm. The maximum and minimum recorded weights over the 40-minute period were 4.7764 gm and 4.7748 gm, respectively. The variability in weight, therefore, amounted to 0.0016 gm (1.6 mg). The sheet of paper was left on the balance for an additional 35 minutes for a total time of 75 minutes. There was some continuing minor variability as subsequently recorded in 5-minute intervals, but at 50, 60 minutes and 75

![Figure 1](image-url). Minor variability over a 40-minute period in the weight of a Non-KELEA exposed sheet of paper.
minutes, the weight was the same as the initial weight (4.7752 gm). The rolled sheet of paper was removed from the balance at 75 minutes.

It was noted that the reweighing individual rolled or folded sheets of paper after they had been left in the weighing room, would yield values higher than were initially recorded. This observation was consistent with the paper being able to obtain additional KELEA from the KELEA activated water being stored in the room. The increase in weight occurred regardless of whether the paper was printed or blank. For example, the same sheet of paper on which the weight measurements are recorded in Figure 1 was removed from the balance after the 75-minute period of weighing. It was then placed near to the containers of KELEA activated water for 30 minutes before being reweighed. As noted above, the final reading before removing the paper from the balance was 4.7752 gm. During the 30-minute period near the KELEA activated water, the weight of the sheet of rolled paper had increased by 4.7 mg to 4.7799 gm.

Leaving this sheet of paper on the electronic balance during the reweighing process led to a progressive reduction of the weight back to the value at which it was initially weighed. The loss of weight over the first 15 minutes of the reweighing process is depicted in Figure 2. During this 15-minute period, the weight of the paper had dropped by 3.8 mg from 4.7799 gm to 4.7761 gm. The weight continued to slowly fall during the next 15 minutes at which time the weight was 4.7756 gm, nearly the same as when it was initially weighed (4.7752 gm).

Similar findings have been repeatedly obtained with either rolled or folded single sheets of typing paper. Figure 3 shows the marked reduction in weight over a 20-minute period of a rolled printed sheet of paper that was weighed after it had been left overnight in the weighing room. The weight had dropped from 4.6819 gm to 4.6703 gm, a difference of 11.6 mg. Some of the recorded weights of this sheet of paper at later time points in this experiment are included in the

![Figure 2](image-url). Weight loss during the weighing of paper that had been earlier exposed to containers of KELEA activated water.
The weight was recorded at various time intervals thereafter. The weights recorded as 40, 50, 60, 90 and 100 minutes on the balance were 4.6634, 4.6611, 4.6591, 4.6586 and 4.6561 grams respectively. Later after the balance had been turned off and the paper sheet left in the weighing room, its weight increased to 4.6685 gm.

**Figure 3.** Weight loss during the weighing of a KELEA exposed sheet of paper.

Legend to **Figure 3.** Overall, there was a reduction of 25.8 mg from 4.6819 gm to 4.6561 gm. The sheet of paper rapidly regained some of the lost weight by being placed near to the containers of KELEA activated water. In other experiments, it was clear that the gain in weight of the paper would not occur if the paper was taken from the balance and placed in a different room. On the other hand, a sheet of paper that had shown an increase in weight from being left near the containers of KELEA activated water would not noticeably lose the added weight when taken to a different room. The gain and loss in weight of a sheet of paper are, therefore, dependent upon the presence of KELEA activated water and the use of the electronic balance, respectively.

An arbitrary criterion was used to establish whether the weight losses during the weighing of a rolled or folded sheet of paper were to be regarded as meaningful. The criterion was that the losses over a 30-minute period had to be >1 mg per gram of the beginning weight of the paper. Over several months of experiments, this criterion was consistently met with paper that had been left in the room with the activated water. There were many examples of weight losses during the first 30 minutes of weighing being >4 mg/gram. The 1 mg/gm criterion was not met for the weighing of freshly prepared rolled or folded sheets of paper, which had not previously been in the weighing room or, which had immediately been located outside of the weighing room, after having been weighed for a prolonged period of time. Exceptions included paper that had been placed in an outside garden setting or had been exposed to other presumed KELEA rich environment (unpublished data). Several individual sheets of rolled paper were subjected to repeated experiments. These items showed recurring meaningful gains and losses of weight by being placed near KELEA activated water and then
being weighed in the electronic balance, respectively. The quantitative results from individual experiments varied, however, even when performed using the same paper item. In spite of indications of an increased sensitivity of printed paper, the use of blank paper has advantages of convenience and better standardization.

A series of experiments were performed using printed and non-printed cotton fabrics, which have been weighed directly upon being brought into the weighing room and/or have been weighed after being stored for some time in the weighing room near the containers of KELEA activated water. Cotton fabric brought directly into the weighing room for immediate weighing would generally show no weight loss if left on the balance for several hours. A slight gain in weight was occasionally noted. Considerable weight gain would progressively occur in pieces of cotton fabric, which were placed nearby to the containers of KELEA activated water. This is illustrated in Figure 4. It shows the increasing weight of a piece of cotton fabric over the first 6 hours after it was brought into the weighing room. During this time, the weight increased from 54.2593 gm to 54.3070 gm, an increase of 47.7 mg.

As anticipated from the studies with paper, there was a significant reversal of the added weight of cotton fabrics left in the weighing room when the cotton fabrics were subsequently continually weighed in the electronic balance. An example of weight loss upon weighing a piece of cotton fabric that had been left in the weighing room for several days is shown in Figure 5. Over the first 60 minutes its weight dropped by 25.3 mg from 13.5392 gm to 13.5139 gm. The weight loss continued over the next several hours with the weight at 2 and 9 hours after the start of the weighing being recorded at 13.5076 gm and 13.4905 gm, respectively. There was no further weight loss over the next hour and, in fact, a slight increase in weight to 13.4914 gm. The experiment was then terminated by removing the fabric from the balance.

Similar to the studies on paper, the gains and losses in weight for the cotton

![Figure 4](image.png)

**Figure 4.** Gain in weight of cotton fabric placed near to containers of KELEA activated water.
fabrics have been in the range of several mg per gm. Unlike with paper, the weight changes have continued over much longer periods of time, even up to 36 hours. Another difference is that with some of the tested cotton fabrics, there have been several minutes of delay prior to the beginning of a meaningful decline in the measured weight. Moreover, the rates of weight loss of many of the tested cotton fabrics have been irregular and sometimes temporarily stalled. Not infrequently, the decline in weight is temporarily reversed with either slow or occasionally quite abrupt gains of weight of several mg or even more. Significant weight fluctuations are especially noticeable towards the lowest recorded weight and are usually followed by small but significant increases in weight. The rate of increase in the weight proceeds more rapidly after the cotton fabric is removed from the balance and placed near the KELEA activated water. The weight of the cotton fabric only marginally increases when it is removed from the balance and placed in another room for storage. Again, there was a general sense of increased sensitivity of printed cotton fabric.

Cotton fabric materials have allowed for some additional experiments. These included the following. 1) Leaving a relatively large piece of KELEA exposed cotton fabric inside the balance but away from the weighing pan in the balance did not affect the weighting of an unrelated item, the weight of which would remain unchanged. 2) Reweighing the cotton fabric, which had been placed in the active balance, but not on the weighing pan, showed a loss of its measured weight. 3) A cotton fabric, which showed a marked reduction in its weight in the electronic balance after it had been stored overnight in the weighing room, did not show any discernable weight loss when, after it was again stored overnight in the weighing room, it was subsequently weighed using a beam balance located in a different room. 4) Significant weight loss of a cotton fabric was achieved by placing the cotton fabric onto the speaker of a radio in which the volume of sound was set to zero. The overall weight loss of KELEA weight-enhanced cotton
fabrics placed onto the radio speaker was generally greater than that achieved by
the electronic balance. Figure 6 provides an example of the weight loss seen with
a piece of cotton fabric placed onto the speaker of the radio. Similar results were
seen with other active electronic devices including a television set, cell phone
and 120-volt electrical wiring.

An EMF meter was used to confirm that the electronic balance and the radio
speaker would establish an electromagnetic field. High EMF levels were seen
within the electronic balance, which varied from 155 to 578 μT depending upon
the placement of the meter within the balance. Only low levels (<30 μT) were
recorded away from the balance and elsewhere in the room, even when the bal-
ance was operating. The EMF level recorded on the speaker of the radio was
higher than that recorded on the electronic balance and ranged from 1453 to
1667 μT. Other EMF emitting devices that could also reverse the KELEA ac-
quired weight gain of cotton fabric included a television, an operating cell
phone, and various electrical outlets. These EMF sources could also reduce the
weight of KELEA exposed paper.

The results obtained with wood chips were similar, although less pronounced
than those seen with the cotton fabric. Small pieces of cherry, hickory and pecan
wood were weighed and then placed close to the containers of KELEA activated
water in the weighing room. They were reweighed at approximately 1, 4, 9 and
21 hours later. Increases in weight occurred within the first hour with additional
comparable increases occurring by 4 hours. The before and after readings of the
three pieces of wood are recorded in Table 1. There were little subsequent
changes in the weight measurements taken at 9 and 21 hours. The weight gains
were not strikingly different for the three types of wood.

The three pieces of wood were collectedly placed onto the weighing pan of the
electronic balance giving a combined initial recorded weight of 7.6462 gm. The
weight of the wood chips was recorded at minute intervals for 40 minutes and

Figure 6. Loss of weight of KELEA exposed cotton fabric that was placed on the speaker
of a radio.
less frequently, thereafter, till 5 hours and 35 minutes had elapsed. The results over the first 40 minutes are shown in Figure 7. During this time there was a weight loss of 6.4 mg. The reductions in weight were interspersed with short periods of actual increases in weight. This fluctuation in weight was similar to that seen with the weighing of cotton fabrics. The overall weight loss of the wood is recorded in Table 2. At 5 hours and 35 minutes (335 minutes), the weight loss was 15.3 mg. The wood items were then taken out of the balance and placed near the containers of KELEA activated water. Seven minutes later the weight had increased by 3.6 mg to 7.6345 gm. After an additional seventy-seven minutes, the weight had increased by an additional 4.3 mg to 7.6388 gm. Thereafter, the weight remained essentially unchanged with a reading of 7.6689 gm at 6 hours after the wood was taken out of the balance.

4. Discussion

Evidence was obtained in an earlier study for the weights of pieces of aluminum foil to fluctuate over time, with overall increases in the measured weights [1]. It was suggested that the added weight was due to the attraction of KELEA by areas of separated electrical charges, which were presumably present on the aluminum.

<table>
<thead>
<tr>
<th>Duration of Exposure Hours</th>
<th>Cherry</th>
<th>Hickory</th>
<th>Pecan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight gm</td>
<td>Gain in Weight</td>
<td>Weight gm</td>
<td>Gain in Weight</td>
</tr>
<tr>
<td>0</td>
<td>2.5540</td>
<td>-</td>
<td>2.5064</td>
</tr>
<tr>
<td>1</td>
<td>2.5588</td>
<td>4.8 mg</td>
<td>2.5102</td>
</tr>
<tr>
<td>4</td>
<td>2.5667</td>
<td>12.7 mg</td>
<td>2.5164</td>
</tr>
<tr>
<td>9</td>
<td>2.5660</td>
<td>12.0 mg</td>
<td>2.5164</td>
</tr>
<tr>
<td>21</td>
<td>2.5662</td>
<td>12.2 mg</td>
<td>2.5164</td>
</tr>
</tbody>
</table>

Figure 7. Loss of weight during the weighing of KELEA exposed wood.
foil as a result of partial oxidation. The attraction of KELEA was probably also facilitated by the increased overall environmental level of KELEA in the room where the testing was performed. This is explainable because the room was and is still used to store containers of KELEA activated water.

Preliminary experiments showed variable increases in the weights of small pieces of humates and related water activating solid materials when they were simply stored adjacent to KELEA activated water. Inkjet-printed typing paper was viewed as possibly providing a more easily standardized KELEA detection system. Inkjet printing is based on the electrostatic binding of negatively charged ink onto paper or other surfaces [9]. The individual letters on the printed paper would presumably display the negative charge provided to the ink by the printer, in comparison to the non-printed regions of the paper. The separated electrical charges could, therefore, be expected to attract KELEA. Electrostatic painting onto metals would work similarly, except that the paint is positively charged and the surface to be painted has a temporarily induced negative electrical charge [10]. It was, therefore, also intended to test electrostatically painted metals with discrete fine droplets of positively charged paint for KELEA attracting capacity. In both study models, the presumptive attraction of KELEA was to be measured as weight gain. The somewhat surprising result from the first study model was the variability in weight measurements of regular paper, whether printed or not. This variability contrasted with the steady and reproducible weight measurements of most items. Along with certain other tested materials, it became clear that locating even a blank sheet of regular typing paper near KELEA activated water will lead to an increase in weight, as shown when the sheet of paper is subsequently reweighed. Moreover, continuing to weigh the slightly heavier sheet of paper in the electronic balance leads to the relatively rapid reversal of the prior weight gain. In other words, the added weight of the KELEA exposed paper was readily reversed during the subsequent continuing weighing of the paper in the electronic balance. As was predicted, KELEA induced weight gains

<table>
<thead>
<tr>
<th>Minutes in the Balance</th>
<th>Weight (gm)</th>
<th>Weight Loss (mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>7.6398</td>
<td>6.4</td>
</tr>
<tr>
<td>72</td>
<td>7.6369</td>
<td>9.3</td>
</tr>
<tr>
<td>83</td>
<td>7.6358</td>
<td>10.4</td>
</tr>
<tr>
<td>98</td>
<td>7.6351</td>
<td>11.1</td>
</tr>
<tr>
<td>130</td>
<td>7.6339</td>
<td>12.3</td>
</tr>
<tr>
<td>153</td>
<td>7.6331</td>
<td>13.1</td>
</tr>
<tr>
<td>200</td>
<td>7.6325</td>
<td>13.7</td>
</tr>
<tr>
<td>270</td>
<td>7.6310</td>
<td>15.2</td>
</tr>
<tr>
<td>335</td>
<td>7.6309</td>
<td>15.3</td>
</tr>
</tbody>
</table>
followed by the electronic balance mediated reversal of the weight gain were also observed with other cellulose containing materials, including cotton fabrics and wood chips. The use of blank paper provided better standardization than using paper with printed text or using either cotton fabrics or wood. Overall, the findings suggest that, similar to humates, zeolites, and metal oxides [3], cellulose can acquire additional KELEA. Furthermore, the added KELEA can be readily removed or stripped from the energized cellulose by electromagnetic radiation.

The various experiments reported in this article are consistent with this interpretation.

Before elaborating on this interpretation, it is helpful to summarize some of the recently proposed aspects of KELEA. These aspects extend beyond the presumed primary function of KELEA to prevent the fusion and elimination of electrostatically attracted opposite electrical charges [2] [3]. For example, it is likely that the combined level of KELEA on opposing electrical charges is inversely related to the closeness of the charges; with sufficient repulsive force remaining to prevent the annihilation of the finally juxtaposed opposite electrical charges. The proposed loss and gain of KELEA by approaching and separating electrical charges, respectively, on interacting chemical compounds may be the equivalent of what chemists refer to as the exchangeable chemical energy in linked chemical reactions. In other words, KELEA can be a source of chemical energy [11]. Consistent with this concept is the observation that KELEA emitting devices can increase the energy yield from the combustion of gasoline and diesel fuels [12] [13]. Also consistent with KELEA being a net source of chemical energy, is the abiotic production of lipids and aromatic chemicals in tubes that were previously used to culture stealth adapted viruses. The infected cells produce alternative cellular energy (ACE) pigments, which persist long after the cells have died [14]. KELEA attracting ACE pigments can lead to the synthesis of a wide range of organic compounds including hydrocarbons [14] [15]. Bacteria can also produce ACE pigments [16].

In addition to KELEA being an alternative (non-food calorie) source of cellular energy, it is likely to be directly involved in normal electrical functioning of the brain, sensory organs, and muscles, including the heart [17] [18] [19] [20]. It can add resilience to the unwarranted triggering of tissue-destructive and scaring inflammatory responses [21]. It can also lead to the regression of cancer through apoptosis [22] [23]. Indeed, many illnesses can be viewed as resulting from an insufficiency of cellular energy [24]. On the basis that KELEA provides life-enhancing benefits, the reductions in KELEA by the increasing manmade levels of electromagnetic radiation have undoubtedly had serious health consequences.

The environmental levels of manmade electromagnetic radiation have progressively increased in the 20th and 21st centuries [25] [26] [27] [28]. The enormous increase is estimated to be several million-fold. The major examples of increases in electromagnetic radiation have been the widespread uses of mi-
crowaves and radio waves in local and distant communications; light pollution; the requirements for electrical power by numerous machines and other devices; and electrical energy transmissions, some of which occur within the ground (dirty electricity) [29]. By evoking the local formation of electrical charges, the increasing electromagnetic radiation has presumably reduced the availability of KELEA for various life forms, including humans, animals and plants. As noted above, given the many important biological functions attributed to KELEA, this will likely have many consequences. Indeed, a significant number of individuals attribute symptoms of their chronic illnesses to electropollution [26] [27] [28]. The findings in this paper imply that symptomatic relief for these individuals will likely be achievable through the consumption, inhalation, and both the direct and indirect exposure of the skin to KELEA activated water [30] [31] [32] [33] [34]. Clinical benefits should also come from various devices able to create a KELEA enhanced environment.

The current study raises interesting new topics for further study. Cellulose can now be added to the increasing array of natural products, which appear to have the capacity to variably attract KELEA. This is interesting since cellulose is one of the most abundant organic compounds on earth [35]. It is a polymer formed by the beta glycosidic covalent linkage of glucose molecules. The glucose molecules in cellulose retain separated electrical charges, which can engage in hydrogen bonding. Cellulose is the major component of plant cell walls, including the wood in trees. It also comprises much of the fibrous tissue in plants. Cotton is almost pure cellulose that provides a protective and dispersal mechanism for the seeds of the cotton plant [36] [37]. Paper and cotton fabrics are manufactured from the cellulose of trees and of cotton plants, respectively. In the formation of paper, the longer tree-derived cellulose polymers are disrupted into smaller units [38] [39] [40]. These units recombine to form mechanically interacting branched polymers. This would, presumably, lead to more exposure of free electrical charges and could explain why paper responds more quickly to the KELEA enriching and KELEA stripping environments than do wood and cotton fabrics. More so than with paper, wood and cotton fabrics can show brief periods of increasing weight while in the electronic balance. These weight increasing periods are interspersed with the more prolonged periods of declining weight and tend also to occur after the lowest weight is recorded. The findings are suggestive of competing KELEA addition and removal processes. The rather abrupt increases of several milligrams over 1 - 2 seconds in the weight of some cotton fabrics are also consistent with competing processes. It is reasonable to assume that different materials can variously attract and/or be stripped of added KELEA. Indeed, preliminary data support the idea that certain materials may actually be able to capture some of the KELEA, which is presumably normally associated with electromagnetic radiation. It will be interesting to compare the KELEA-delivering and removing capacities of various frequencies of electromagnetic radiation on different materials.
It is generally assumed that photosynthesis is the primary source of energy for plants [41]. The apparent attraction of KELEA by cellulose can be viewed as a potential additional primary source of energy for plants. For example, it could be that increasing natural electromagnetic radiation from the sun in early spring could help in the release of some of the KELEA attracted to the cellulose of deciduous trees. The suggested release of KELEA from the tree cellulose into the tree’s fluid compartments may contribute to the energy required for the rather spectacular rapid springtime formation of leaves by deciduous trees. Specifically, the released KELEA could possibly increase the permeability of the circulating fluids that supply nutrients and remove metabolic waste products from the tree. A natural energy augmenting function can similarly be envisioned for cellulose polymers in cotton. The widespread use of cotton in clothing and even as prayer cloths [42] is of further interest.

It is postulated that KELEA is being delivered to the earth in association with the charged particles comprising cosmic rays [43]. KELEA may, thereby, contribute to the ionization of atmospheric aerosols, leading to the formation of cloud condensation nuclei (CCN). Partial stripping of incoming KELEA by electromagnetic waves in the upper atmosphere could, therefore, potentially lead to a reduction in cloud formation. Lower level clouds are known to reflect some of the sun’s thermal energy back into space. A reduction in cloud formation can, therefore, potentially lead to global warming. Some climatologists have argued that the intensities of cyclones, which are referred to in some locations as hurricanes, and of tornadoes, have increased over recent decades. There are still uncertainties as to the precise triggering of these events. The observed episodes of abrupt changes in the measured weights of certain objects could reflect similar phenomena occurring in Nature. It is not unreasonable, therefore, to suggest a linkage of rapidly changing atmospheric levels of KELEA with the local formation of cyclones and tornadoes. Wilhelm Reich advanced the idea that an energy, which he referred to as orgone and which is probably the same as KELEA, was able to alter the path of a hurricane [44].

The increases in weight of certain compounds from non-contact exposure to activated water and the progressive reductions in the added weight when the objects are being weighed in an electronic balance, require a rethinking of the concepts of weight and gravity. According to current theory as proposed by Einstein, weight is simply a passive reflection of the relative distortion of spacetime by the objects with that caused by the earth [45]. Objects are supposedly attracted to one another solely by the resulting curvature of the spacetime between the objects, and not as presumed by Isaac Newton to an unknown external or emitted force, which attracts distant objects. Nicolas Fatio in the 17th century and Georges-Louis Le Sage in the 18th century proposed an external pushing force coming from every direction [46]. Objects could potentially partially shield one another from the force acting in the area between the objects. The objects would, therefore, be pushed towards one another. This theory was abandoned
mainly because it was wrongly assumed that the shielding would be a reflection of surface area rather than the mass of an object. The observed reversible reductions in the displayed weight of certain objects, together with periods of rapid and seemingly erratic fluctuations in the displayed weight, are clearly indicative of an additional component to weight beyond the distortion of spacetime. It may be time to revive some of the earlier considerations of Fatio and Le Sage [46].

As noted above, the results have major implications for the possibility of an overall decline in the health and vitality of all life forms. This decline may be corrected by the more widespread, routine use of KELEA activated water in humans, animals, and agriculture [30] [31] [32] [33] [34]. Efforts to achieve this goal are underway.

5. Conclusion

The results and discussion in this paper add to a better understanding of a natural force termed KELEA (kinetic energy limiting electrostatic attraction). Specifically, it supports an earlier notion that KELEA can add to the measured weight of certain materials. It also confirms that KELEA activated water can transfer energy to certain nearby objects. Increases in weight were shown for cellulose containing materials, including paper, cotton fabrics, and unprocessed wood, by simply being placed near KELEA activated water. The increases in weight were reversed by exposing the materials with the added weight to electromagnetic radiation, including that resulting from the use of an electronic balance. KELEA can be a source of chemical energy, as well as a means of increasing the permeability and nutrient delivery of the intra- and extracellular fluids in all life forms. Levels of manmade electromagnetic radiations are continuing to greatly increase. This has likely lowered the availability of the life promoting benefits of KELEA to humans, animals, and plants. This deficiency is potentially correctable by increasing the input of KELEA, including through the use of KELEA activated water. The article also postulates that, because of increased manmade electromagnetic radiation that a reduction has occurred in the cosmic rays delivery of KELEA to the lower atmosphere. This would likely reduce the amount of cloud formation contributing to global warming. The rate of decline in the weight of cotton fabrics while on an electronic balance was irregular and frequently interrupted by periods of partial and sometimes abrupt reversals. This suggested a dynamic and somewhat erratic KELEA addition and withdrawal process, which could also contribute to climate change. Another basic science implication of the results is a revival of the idea of a pushing gravity as previously proposed by Fatio and Le Sage. The article provides a simple approach to explore many of these interesting and important topics.
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Abstract

The recent discovery of gravitational waves has revolutionized our understanding of many aspects regarding how the universe works. The formation of galaxies stands as one of the most challenging problems in astrophysics. Regardless of how far back we look in the early universe, we keep discovering galaxies with supermassive black holes lurking at their centers. Many models have been proposed to explain the rapid formation of supermassive black holes, including the massive accretion of material, the collapse of type III stars, and the merger of stellar mass black holes. Some of these events give rise to the production of gravitational waves that could be detected by future generations of more sensitive detectors. Alternatively, the existence of these supermassive black holes can be explained in the context of primordial black holes. In this paper we discuss the various models of galaxy formation shedding light on the role that gravitational waves can play to test the validity of some of these models. We also discuss the prospect of primordial black holes as a seeding constituent for galaxy formation.
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1. Introduction

The formation of galaxies has been the subject of intensive theoretical and observational work during the past few decades. Observational data reveal the existence of supermassive black holes lurking at the centers of galaxies formed at a
period very close to the recombination era. However, current observations remain incapable of providing a decisive answer as to the origin of these supermassive black holes. Recent development in the detection techniques of gravitational waves may provide a clue to the processes leading to the formation of supermassive black holes at the center of galaxies. Gravitational waves emanating from these processes in the early universe are extremely weak. Nevertheless, future generations of gravitational wave detectors may shed light on the formation of supermassive black holes in the early universe.

The demography of black holes at the center of galaxies is a promising channel for a better understanding of galaxy formation [1]. The Hubble Space Telescope and the Chandra X-ray Observatory detected supermassive black holes with masses in excess of one billion solar masses in quasars at redshifts corresponding to only a few hundred million years after the Big Bang [2]. The existence of supermassive black holes imposes important constraints on the formation mechanism of galaxies [3]. Furthermore, the gas physics involved in the formation of supermassive black holes is not fully understood yet [4]. So far there is no decisive answer concerning the formation of the earliest black holes, primarily because their growth process masks the origin and properties of the initial progenitor. The logical question that might arise is to what extent modern astronomical observations can set the stage for probing the evolutionary phase of galaxy formation. In this paper, we review some theoretical and observational studies of black holes in the early universe, their possible origin, formation, and fate. In the first part we outline the observational evidence connecting the existence of supermassive black holes in the early universe, followed by a brief introduction to the technique employed in the determination of their masses. In the second part, we present the various models for the formation of supermassive black holes in the early universe, including the collapse of population III stars, dynamical instabilities, the collapse of gas due to dynamical instabilities, the collapse of supermassive stars, the dynamical processes in enriched halos, and the formation and fate of primordial black holes.

2. Masses of Supermassive Black Holes

The determination of the masses of black holes is an essential requirement in verifying the degree of accuracy of various galactic formation and black hole growth models and the extent of their adherence to observations. Two important approaches are used to estimate the masses of black holes lurking at the centers of galaxies. The first technique is known as reverberation mapping. It involves the measurement of the structure of the broad emission line region (BLR) around a supermassive black hole. The equation describing this process is given by [5]

\[ GM = f R_{\text{BLR}} (\Delta V)^2 \]  

where \( G \) is the gravitational constant, \( \Delta V \) is the rms velocity of gas moving near the black hole as determined from the Doppler broadening of the gaseous
emission lines, $R_{BLR}$ is the radius of the broad line region, and $f$ is a form factor that depends on the shape of the BLR. The measurement of $R_{BLR}$ is considered a serious challenge [6], and the measurement of the $f$ factor is also difficult [5].

The other technique to estimate the masses of supermassive black holes is the use of the M-sigma relation. It represents the correlation between the mass of the supermassive black hole and the velocity dispersion of its host galaxy’s bulge [7]. It is used to estimate black hole masses in faraway galaxies, and is given by:

$$M / 10^8 M_\odot \approx A \left[ \frac{\sigma}{200 \text{ km/s}} \right] ^\alpha$$

(2)

where $A$ is a constant of order 3, $\sigma$ is the stellar velocity dispersion of the galaxy’s bulge, and $\alpha$ is a constant of order 5 representing the slope of the $M$-$\sigma$ relation. Ferrarese and Merritt [8] found $A = 3.1$ and $\alpha = 4.8 \pm 0.5$. Other studies gave values very close to the above results [9]. The tight nature of the $M$-$\sigma$ relation suggests that a feedback mechanism is operating between the growth of supermassive black holes and the growth of the galaxy’s bulge.

3. Processes in Black Hole Formation

In this section we introduce some basic processes leading to the formation of supermassive black holes. Accretion around a black hole is one of the key ingredients of its growth. The second element is the existence of a dark matter halo that forms and grows from primordial density fluctuations characterized by a virial radius, a mass over-density, and a virial temperature. This halo serves as a host for the pre-galactic disk, which usually grows via gas dynamic processes.

3.1. Accretion around Supermassive Black Holes

Accretion around supermassive black holes is considered the only mechanism capable of producing the observed luminosities produced by supermassive black holes in quasars [10]. If accretion is an acceptable mechanism for black hole growth, the progenitor remains controversial, with primordial black holes [11], dark stars [12], and collapsing clouds of gas [13] being the main candidates. The existence of an efficient mechanism for transporting angular momentum outward will enable the accretion material to approach a marginally stable orbit. The existence of magnetic fields in the matter flowing into the disk, as well as turbulent motions, is one such mechanism, since it leads to the transfer of angular momentum outward [14]. The Eddington accretion rate is a characteristic scale for accretion, and is given by [15]

$$\dot{M}_E = 3 \times 10^{-8} \frac{0.06 \ M}{\eta \ M_\odot}.$$

(3)

The total energy released in the disk is equal to the Eddington luminosity

$$L_E = \eta \dot{M}_E c^2.$$

(4)

This is a critical luminosity for any given mass $\dot{M}$, beyond which the radiation force overcomes gravity. Luminosities ranging from $10^{42}$ to $10^{48}$ erg/s have been
observed for active galactic nuclei (AGNs), corresponding to black hole masses ranging from $10^5$ to $10^9$ solar masses [16]. Even though a good agreement has been found between the observation and the theory of the spectral distribution of radiation, these theories are mainly concerned with mass accretion rates and the luminosity of the accretion disk irrespective of the origin of the accreting supermassive black hole.

3.2. Primordial Dark Matter Halos

Galaxies are thought to be formed from baryonic matter in dark matter halos born out of small primordial density fluctuations [17]. There are three important parameters that can be inferred from these halos. The first is the virial mass $M_{\text{vir}}$ that can be calculated directly from the virial theorem. The second is the circular velocity $V_c$ which can be calculated from the relation

$$V_c = (GM_{\text{vir}} r_{\text{vir}})^{1/2}$$

where $r_{\text{vir}}$ is the virial radius. The third parameter is the virial temperature, which is given by

$$T_{\text{vir}} = \mu m_p V_c^2 / 2k_B$$

where $m_p$ is the proton mass, $\mu$ is the mean molecular weight, and $k_B$ is the Boltzmann constant. The gravitational collapse of the baryon component can proceed when the mass of the overdense region reaches the Jeans mass $M_J$. At masses in excess of $M_J$, baryons are captured and are then shock-heated by the subsequent collapse and virilization of dark matter. Gas dynamics processes predict that low-mass objects are less efficient in dissipating energy and cool rather slowly, whereas more massive objects can cool at a faster rate [18]. The collapsing halos in the early universe exhibit a virial temperature smaller than $10^4$ K and are referred to as mini-halos. A necessary condition for the gas to cool down and form the first stars is that the halos should rely on the less efficient $H_2$ cooling [17].

4. Formation of Supermassive Black Holes

During the past few decades, several models have been proposed to explain the presence of massive black holes (MBHs) at redshifts corresponding to the era when the universe was less than one billion years old. Important questions to answer are when did the seeding black holes at the center of galaxies form and what mechanism was involved in their growth? Several possible formation channels have been investigated to understand the MBH seed, as outlined below.


Population III stars are massive metal-free objects comprising the first generation of stars after the Big Bang. These stars are postulated to have formed in mini-halos with masses of the order $10^6$ solar masses and to have collapsed from the highest primordial density field. For $T_{\text{vir}} > 10^4$ K, the cooling process is mediated by molecular hydrogen [18]. Atomic hydrogen cooling takes place in the
larger halos with a total mass of $10^8$ solar masses and $T_{\text{vir}} \geq 10^4$. Simulation of the collapse of molecular clouds suggests that massive stars with $M > 100$ solar masses can form [19]. The fate of population III stars depends primarily on their masses. The collapse of 40 - 140 solar masses low metallicity stars is predicted to directly form a black hole. When the mass of the population III star is in the range 140 to 260 solar masses, the fate of the star is determined by the electron-positron pair production instability that leads to supernova explosions. Supernovae predicted by this model for certain ranges of massive stars will release a colossal amount of energy that can be detected by current observatories. No such events have been recorded so far. On the other hand, the above model has large uncertainties concerning the final mass of the population III stars.

4.2. Gas Dynamic Instabilities

Metal-free or metal-poor proto-galaxies are efficient nurseries where black holes can for and grow. In these systems, supermassive black holes can also be formed directly out of a dense gas cloud [20]. On the other hand, enriched halos exhibit an efficient cooling process which favors fragmentation and star formation rather than direct black hole formation. In metal-free gas clouds that characterize the very first proto-galaxies, the collapse is expected to occur only in massive halos with virial temperatures $T_{\text{vir}} > 10^4$ K, where the formation of molecular hydrogen is inhibited [21]. At these temperatures $H_2$ formation is inhibited and atomic hydrogen becomes an efficient agent for cooling down the tenuous gas until it reaches 4000 K [17]. At $T_{\text{vir}} > 10^4$ K, the line-trapping of Lyman-α photons in isothermally collapsing gas causes the equation of state to stiffen with the consequence that fragmentation becomes harder to achieve provided that the metallicity does not exceed about $10^{-4}$ of the solar metallicity [22]. The dissociation of $H_2$ in these systems is brought about by Lyman-α trapping. In such halos, gas cooling and contraction proceed gradually with no fragmentation until rotational support halts the collapse, which usually occurs before reaching densities that allow the formation of a massive black hole (MBH).

Local, rather than global, instabilities in a self-gravitating galactic disk can be calculated using the Toomre stability parameter formalism. The Toomre parameter $Q$ is defined as

$$ Q = \frac{c_s \kappa}{\pi G \Sigma} $$

(7)

where $\Sigma$ is the surface mass density, $c_s$ is the speed of sound, and $\kappa = \sqrt{2V / R}$ is the epicyclical frequency, and $V$ is the circular velocity of the disk. Gravitational instabilities occur when $Q$ approaches a critical value $Q_c$. Instabilities might lead to mass in-fall rather than fragmentation and star formation, provided that the destabilization of the system is kept below a threshold value. This happens when the inflow rate is below a critical threshold

$$ M_{\text{max}} = \frac{2\alpha c_s^3}{G} $$

(8)

where $\alpha$ is the viscosity parameter. This process continues until the mass accu-
mulated at the center ($M_\text{c}$) is enough to make the disk marginally stable. The upper limit of the mass that can contribute to MBH formation is determined by the mass and spin parameter of the halo.

### 4.3. Collapse of Supermassive Stars

Gas dynamical processes can also lead to the formation of supermassive stars (SMS) that may collapse, under certain conditions, to form an MBH. Gas accumulated at the few parsecs around the center of the halo, by processes described in the previous section, can reach $10^4$ to $10^6$ solar masses. For efficient gas accumulation, an SMS ($M \approx 5 \times 10^4 M_\odot$) may form, which eventually collapses to form a black hole [17]. In systems where mass accumulation is fast enough, the outer layers of the SMS are not thermally relaxed during much of the lifetime of a main sequence star [23]. These stars exhibit complex structures with a convective core surrounded by a convectively stable envelope containing most of the star’s mass. Hydrogen burning in the core of these stars is relatively low and continues throughout most of its massive stages. When hydrogen is exhausted, the SMS will contract and suffer catastrophic neutrino losses that lead to its collapse to an initial black hole with a mass of a few solar masses that grows subsequently via accretion from the resulting bloated envelope. This object is referred to as a quasistar [24], and it consists of a low-mass central black hole surrounded by a massive radiation-pressure-supported envelope. The black hole grows gradually at the expense of the massive envelope until the resulting MBH is unveiled.

### 4.4. Dynamical Processes in Enriched Halos

Star formation can proceed in mini-halos characterized by a virial temperature $T_\text{vir} < 10^4$ K [21] [25]. The halos will be enriched with metals by the first generation of population III stars, and thus fragmentation and formation of low mass stars will be a natural outcome of this enrichment [26]. This process sets the stage for new horizons of MBH formation. Stellar dynamical processes may lead to the formation of compact star clusters [10] [27], resulting from collisions. These collisions arise from dynamical interactions and may play a major role in the formation of very massive stars (VMS) leading to the formation of MBH remnants in the range $10^3$ - $10^4$ solar masses [28]. In an attempt to reach equilibrium, the compact core cluster initially contracts and then starts to decouple thermally from its outer region. Energy transfer from the central dense core will cause a rapid core collapse [29]. Dynamical friction causes a segregation of more massive stars in the center. If these massive stars remain in the main sequence stage, then a subsystem will be developed and will decouple from the cluster. In this subsystem, star collisions can proceed in a runaway manner eventually leading to the growth of VMSs [30]. The fate of VMSs depends essentially on their metal enrichment. Metal enriched VMSs will lose much of their mass and end their life as less massive objects ($\approx 150 M_\odot$) [31]. The final fate is either a
low-mass black hole or a pair-instability supernova. For low metallicity, VMSs may have a different fate. Stars with masses ≥ 40M☉ and sub-solar metallicity may collapse directly into a black hole without a supernova explosion.

4.5. Dark Stars in the Early Universe

Dark stars are a new line of research that proposes that the first stars in the universe were fueled by dark matter heating rather than by nuclear fusion [32]. Weakly interacting massive particles (WIMPs) are considered among the best dark matter candidates [33]. It is assumed that in the early universe the density of dark matter was sufficiently high to trigger dark matter annihilation [34]. The annihilation products of WIMPs inside a star can be trapped to produce enough energy to heat its core and prevent its collapse. The first stars are postulated to form inside dark matter halos of masses of the order of 106 solar masses [35], with one single star per halo. It is also argued that these stars set the stage for many important processes like reionization, the seeding of supermassive black holes, and the production of heavy elements in subsequent generations of stars. The lightest neutralino is motivated by supersymmetry (SUSY) arguments and is considered the best WIMP candidate in the Minimal Supersymmetric Standard Model [36].

In the dark star model, authors assumed a mass of 100 GeV for the annihilating WIMPS. So far, WIMPs in general and neutralinos in particular have not been detected despite intensive searches over the past few decades. Furthermore, no trace of supersymmetric particles has been found in the Large Hadron Collider (LHC), even though it attains energies of seven tera-electron volts, which is far in excess of the 100 GeV postulated for annihilating DM particles in dark stars.

5. Primordial Black Holes

Theoretical studies of the possibility of formation of primordial black holes (PBH) in the early universe date back to the original work of Hawking [37]. He argued that extreme densities and inhomogeneities in the early universe can lead to the local collapse of matter resulting in the formation of black holes. More recently, Choptuik [37] and Kim [38] demonstrated the formation of PBHs in the inflationary era, during which the energy density of the universe experienced a dramatic decrease leading to a cosmological phase transition. Hawking [37] argues that PBHs formed in a wide spectrum of masses in the early universe ranging from 10^{-5} g, corresponding to the Planck mass, to 10^{17} solar masses. His upper limit for mass exceeds, by many orders of magnitude, even the greatest masses of supermassive black holes observed today in galactic centers. On the other hand, the formation of very small black holes may arise either from the softening of the equation of state, phase transitions, or from the collapse of hypothetical cosmic strings.

Over dense regions in the early universe may collapse to a black hole if the
gravitational attraction overcomes the pressure forces and the velocity of expansion [33]. This condition is fulfilled when the potential energy for self-gravitation

$$\Omega = -\mu^2 R^5$$

(9)

exceeds the kinetic energy of expansion

$$T = -\mu R^3 \dot{R}^2$$

(10)

where \( R \) is the radius of a region in the early universe, and \( \mu \) is the energy density. The units are such that \( G = c = 1 \). In a \( k = 0 \) Friedman universe the sum of these energies is zero, therefore

$$\left( \frac{\dot{R}}{R} \right)^2 \sim \mu .$$

(11)

Furthermore, Hawking assumed that the equation of state relating the pressure \( P \) and the energy density \( \mu \) has the form \( P = \mu/3 \), and that \( \mu \) is proportional to \( R^{-3} \). Thus,

$$\mu \sim t^{-2} \quad \text{and} \quad R \sim t^{-1/2} .$$

(12)

A necessary condition for the collapse to occur is that the gravitational energy, \( \mu \), should exceed the internal energy \( U \). Taking \( P = \mu/3 \) and \( U \sim \mu^2 R^3 \), the condition for collapse to occur becomes

$$\mu R^3 > 1$$

(13)

for \( P \sim \mu_o \log \mu/\mu_o \), and \( U \sim \mu_o R^3 \log \mu/\mu_o \), the condition for collapse reduces to

$$\mu R^3 \log \frac{\mu}{\mu_o} > 1$$

(14)

Once a black hole is formed, it will grow by accreting nearby matter. The rate of accretion was calculated by Zeldovitch and Navikov [39]

$$\frac{dM}{dt} = \mu \sim \dot{R}^3 \sim \mu \sim M^2$$

(15)

where \( \mu \) here is the density of the background universe. But since \( \mu = t^{-2} \) (see above), then

$$M \sim \frac{t}{1 + \left( \frac{t}{t_o} \frac{M_o}{M} - 1 \right)}$$

(16)

where \( M_o \) is the initial mass of the black hole and \( t_o \) is the time of its formation. Thus, if \( M_o \) is small compared to \( t_o \), that is, if the black hole is small compared to the particle horizon, then \( M \sim M_o \) remains small and there would be almost no accretion. However, if \( M_o \) is of the same order as \( t_o \), then the Zeldovitch-Navikov argument leads to \( M \sim t_o \). In this case, the accretion would cause the black hole to grow at the same rate as the particle horizon, producing black holes of the order of the Hubble radius if the growth continued to the present time, or it would reach a mass of \( 10^{15} \) to \( 10^{17} \) solar masses if the growth
was at the same rate as that of the particle horizon.

6. Gravitational Waves from the Relic of Galaxy Formation

Gravitational waves may be produced extensively during the initial phase of galaxy formation in the early universe. Several models have been proposed to explain the formation of massive black holes at the center of galaxies at redshifts corresponding to the era when the universe was less than one billion years old. Masses of black holes at the center of faraway galaxies can be estimated using the M-sigma relation [8]. An important question to answer is at what epoch the seeding black holes at the center of galaxies were formed, and what are the possible mechanisms involved in their growth. Many hypotheses have been advanced to elucidate the origin of the formation of massive or supermassive black holes at the center of galaxies. As mentioned earlier, several possible formation channels have been proposed for the formation of massive black holes seed [40], collapse of supermassive stars [17], merger of small and intermediate mass black holes. The collision of massive or supermassive black holes at the center of these galaxies will produce energetic GWs that may lie within a sphere of radius again corresponding to the sensitivity of the actual or future GWs detectors [37]. As the sensitivity of gravitational wave detectors improves, they will be capable of detecting GW events at redshifts beyond the era of star formation, and it is highly probable that these detections will provide evidence to support that primordial black holes are involved [41] [42].

7. Conclusion

The formation of supermassive black holes at the centers of galaxies in the early universe is one of the most challenging problems in astrophysics. In this paper we introduced the various models of supermassive black hole formation and we compared these models with observational findings. This approach reveals a gap in our understanding of the most efficient processes leading to the formation of supermassive black holes. Gravitational waves may be associated with the formation of supermassive black holes that can be detected by future generations of gravitational waves detectors. Alternatively, primordial black holes could be considered as a good candidate for seeding new born galaxies in the very early universe and in an era when no supermassive black holes could have had the time to form. An analysis of the cosmic background radiation may give a clue about the existence of primordial black holes. Future missions such as the James Webb Space Telescope will reveal the structure of new born galaxies in the very early universe and will provide a wealth of information regarding the nature of the initial seeding black holes at the centers of galaxies.
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Abstract

The present work implements the idea that gravity is not a fundamental force and that the observed gravitational dynamics is the result of inertial motions within a Keplerian velocity field of the Higgs Quantum Space (HQS), giving mass and ruling the inertial motions of matter-energy. The Higgs theory introduces profound changes in the current view about the nature of empty space. It introduces the idea that a real quantum fluid medium, filling up the whole of space, gives mass to the elementary particles by the Higgs mechanism, an effect analogous to the Meissner effect, giving mass to the photons within superconductors. This HQS necessarily governs the inertial motion of matter-energy and is the locally ultimate reference for rest and for motions. The HQS materializes the local Lorentz frames (LFs), turning them into local proper LFs, intrinsically stationary with respect to the local moving HQS. This HQS also necessarily is responsible for the gravitational dynamics; because it is mass that creates the gravitational fields. The observed absence of the gravitational slowing of the GPS clocks by the solar field and the absence of light anisotropy with respect to the moving earth are both obvious signatures of the true physical mechanism of gravity. These observations demonstrate that the HQS is circulating round the sun and round earth according to Keplerian velocity fields \( (GM/r)^{1/2} \), closely consistent respectively with the planetary motions and the orbital motion of the Moon. In this Keplerian velocity field the planets are closely stationary with respect to the local HQS and carried by the moving HQS round the sun without the need of a central force field. The Keplerian velocity field of the HQS is the only possible imaginable mechanism able to give rise to the ingenious outside-inside centrifuge mechanism of gravity that creates a central field of centrifugal forces toward the gravitational center on all matter bodies not moving strictly along direct circular equatorial orbits. The Keplerian velocity field of the HQS is shown to
appropriately create all the observed effects of the gravitational fields on matter, on light and on clocks.
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1. Introduction

In his General Theory of Relativity (GR) [1] [2] Einstein has replaced the Newtonian gravitation by a completely new theory of gravitation, in which *no gravitational forces are needed*. In order to explain the observed gravitational dynamics, he assumed that the gravitational sources curve the geometry of the four-dimensional spacetime in their neighborhood and that, in this curved spacetime, the orbital motion of the matter bodies follows geodesic paths, governed by a generalized principle of inertia. According to this principle, the gravitational pull on earth is equivalent to an inertial pull and any locally non-accelerated body is a proper reference. He described this spacetime curvature by his famous field equations for the four-dimensional metric tensor $g_{\mu\nu}$:

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu}, \quad (1)$$

where $R_{\mu\nu}$ is the Ricci curvature tensor, $R$ is the scalar curvature, $G$ is the gravitational constant and $T_{\mu\nu}$ is the stress-energy tensor of the gravitational source. In the neighborhood of a spherically symmetric gravitational source, the metric of this curved spacetime is characterized by the invariant length of the four-dimensional line element $d\mathbf{s}$. For sufficiently weak gravitational fields, it is described by:

$$d\mathbf{s}^2 \approx \left[1 - \frac{2U}{c^2}\right] dt_0^2 + r^2 dw^2 - c^2 \left[1 - \frac{2U}{c^2}\right] dr_0^2 \quad (2)$$

The coefficients $\left[1 - \frac{2U}{c^2}\right]$ and $-c^2 \left(1 - 2U/c^2\right)$ are respectively the diagonal $g_{11}$ and $g_{44}$ components of the Schwarzschild metric tensor, where $c$ is the velocity of light in free empty space and $2U = 2GM/r$ is the square of the local escape velocity from the gravitational field.

The last term in Equation (2) expresses the gravitational time dilation as viewed by an external observer. There $dt_0$ is an infinitesimal time interval in the absence of gravity. From the view of an external observer, the rate of a clock within a gravitational field runs slowly, which can be expressed as a slower effective velocity $\left(c^2 - 2GM/r\right)^{1/2}$ along the time axis. In the first term of Equation (2), $dr_0$ is a radial distance in the absence of gravity. The time interval $dt$ for a light pulse to travel a distance $dr$ along the radial coordinate can be written as $dt = dr/c = dr_0/\left(c^2 - 2U\right)^{1/2}$, where $c' = \left(c^2 - 2GM/r\right)^{1/2}$ again is the effective
velocity of light, however along the radial coordinate. From the view of an external observer, the effective velocity of light $c'$ and the rate of a clock both gradually reduce toward the gravitational center and fall to zero at the event horizon of a black hole.

According to the last term in Equation (2), clocks, stationary within a gravitational field, run slowly because the period of the time standard $T$, by which the clock counts time, is longer by a factor $\left(1 - 2U/c^2\right)^{-1/2}$, given by:

$$T(r) = T_0 \left(1 - 2U/c^2\right)^{-1/2}$$  \hspace{1cm} (3)

where $T_0$ is the time period for $(U = 0)$.

2. Actually Several Predictions of GR Discord from Observations

Atomic clocks, stationary within the earth’s gravitational field, confirm exactly the gravitational slowing predicted by GR. However, recent experimental observations have revealed that the GPS clocks, moving with earth round the sun, do not show the gravitational slowing by the solar field. As the escape velocity (from the solar field) does not depend on the orbital velocity, this observation runs into conflict with Equation (3). It demonstrates that the orbital velocity of earth cancels locally the effects of the solar gravitational field, restoring locally the conditions of a proper reference.

Current theories [3] explain the absence of the gravitational slowing of the GPS clocks by the solar field in terms of the principle of equivalence. Accordingly, the local Lorentz frame (LF) of earth is a local proper LF in which the orbiting earth as well as the GPS clocks, moving with it, are stationary. It is alleged that these clocks are free-falling with earth in the solar field and that this orbital motion cancels locally all the effects of the solar gravitational field. According to Einstein, in a free-falling elevator the effects of gravity are locally canceled and the conditions of a proper reference are locally restored. However, consider elevators falling from all different altitudes, at velocities from zero to the local escape velocity. How can all these mutually moving elevators at a same given point be proper references? Moreover, according to this view, if the free-fall of the references is stopped, all clocks in them begin to run slow according to Equation (3) and the path of light becomes bent. The upward force, stopping the free-fall, seems to be the cause of the gravitational slowing. However, Muon decay in Cyclotrons [4] demonstrates that accelerations up to $10^{19}$ m/sec$^2$ do not give rise to any effect on the mean life-time of Muons. Only velocity causes the time dilation. In fact, the same GPS clocks too are moving with the GPS satellites along circular orbits round earth, which, according to the above interpretation of the principle of equivalence, too should cancel the gravitational slowing by the earth’s field on them. Nevertheless, these same theories [3] include, for the time rate of the GPS clocks, the gravitational slowing by the earth’s field of $1.67 \times 10^{-10}$ sec/sec, which clearly is at odds with the previous assumptions in the
case of motions round the sun.

The fundamental question to be answered here is: Are all these relativistic effects simply perspectives, depending on the relative velocity of the observer as assumed in the theory of relativity, or are they real and do not depend on the observer’s kinematical state? The present work will take the second alternative. The Higgs theory introduces fundamental changes in Einstein’s view about the nature of empty space. It introduces the idea that a real quantum fluid medium, filling up the whole of space, gives mass to the elementary particles by the Higgs mechanism. This Higgs Quantum Space (HQS) is much more than simply a local reference for rest and for motions. It necessarily rules and governs the inertial motions of matter-energy and is the local ultimate (local absolute) reference for rest and for motions.

The present work adopts the view of the Higgs theory. The Higgs theory, besides disclosing the origin of the inertial mass, opens the new way to understand the origin of the gravitational dynamics. The HQS materializes the local Lorentz Frames (LFs), turning them into local proper LFs, intrinsically stationary with respect to the local HQS. Only motions with respect to the local HQS (proper LFs) and not relative velocities are the origin of all the effects of motion. From this viewpoint the effects of motion are real, depending on the velocity with respect to the local HQS and not on the relative velocity of the observer. Within this new scenario, the absence of the solar gravitational slowing of the GPS clocks and the absence of the light anisotropy with respect to earth demonstrate that earth is stationary with respect to the local HQS (proper LFs). This can make a sense only if the HQS is moving round the sun consistently with the orbital motion of the planets. From this viewpoint, the only possible and sensible conclusion from the observations is that not every circular orbital motion cancels locally all the effects of the gravitational field. Only motions along direct circular equatorial orbits (planetary motions) cancel all the effects of the solar gravitational field. All the other orbital motions, including retrograde circular equatorial orbital motions and free-falling references are not proper LFs and do not cancel locally all the effects of the gravitational field. They cancel only the gravitational pull. The point here is not putting in doubt the correctness of the estimate of the gravitational slowing of the GPS clocks by the current theories, however showing that the explanation in terms of the principle of equivalence in the case of the solar field and in the case of the earth’s field are not consistent with each other. They hence cannot be true explanations.

The explanation in terms of the free-falling inertial references is an Aristotelian like explanation, according to which bodies fall because their inertial references fall (they fall because they fall). However, why do the local inertial references fall? The model of the free-falling inertial references has another much more serious shortcoming. It cannot give rise to a gravitational pull on a stationary body. It cannot because the velocity of Einstein’s free-falling inertial references at the local escape velocity is fixed at each point $(r, \theta, \phi)$ of space.
Moreover, any such inertial reference is valid at only one spatial point. Locally, the acceleration of the free-fall velocity, seen by a stationary body, is zero \( (\frac{dv}{dr})_{\text{loc}} = 0 \). Obviously, a velocity constant in time and direction fixed in space cannot give rise to an inertial pull. Therefore, a matter body, brought to rest at any fixed point in a gravitational field and then released, should stay in equilibrium there. Any perturbation however would initiate a runaway departure, upward or downward. In order to enable Einstein’s model of the free-falling inertial references to produce a gravitational pull, it would be necessary that the local free-fall velocity, at any fixed position \( r_0 \), be given by \( \frac{dv}{dr}|_{\text{loc}} = g(r_0) \).

However, then the free-fall velocity would rapidly increase beyond the velocity of light, which clearly cannot be reasonable.

In a gravitational field, in which the gravitational dynamics is the result of purely inertial motions (as required by GR), all matter bodies, not acted on by an external force, are free bodies. Hence, the real vertically upward forces on such free bodies, necessary to prevent their free-fall on earth and acting without producing any vertically upward velocity, can obviously be only of a centripetal nature. Centripetal forces are real and act in a direction normal to the instantaneous velocity vector of the moving body. If the velocity of such a body is zero, the necessary centripetal force too is zero. Centripetal forces cause only a continuous change of the direction of the body’s velocity vector, letting its magnitude perfectly constant. They produce no velocity along their instantaneous direction. In a gravitational field, the reaction force, opposite to the real (upward) centripetal force, is a downward centrifugal pull, which is a fictitious force exactly as Einstein wanted.

In order to implement, on earth, the scenario of the centrifugal pull toward the earth’s gravitational center on stationary matter bodies, it is necessary that each stationary matter particle be implicitly moving along a circular path round an over-head axis. Such an implicit motion can be created only if a local spatial medium, ruling the inertial motion of matter-energy and being the local ultimate (local absolute) reference for rest and for motions is moving non-uniformly in the ordinary space along the horizontal direction oppositely to the implicit velocity of the body. The Higgs theory introduces exactly such a physical space, a quantum fluid medium, giving inertial mass to the elementary particles and thus governing their inertial motion. If the horizontal velocity of this spatial medium increases toward the gravitational center, the distribution of velocity through any infinitesimal region in the plane normal to the implicit velocity of the particle (plane of the wave fronts of its matter wave) corresponds to rotation round an over-head axis. In this scenario, the local inertial reference too will be rotating synchronously round the same over-head axis. The idea of a rotating reference being an IR may seem stupid. However, if it is this physical space, governing the inertial motion of matter-energy that is itself locally so rotating, this is all what is real and senseful. In this scenario, any local reference, not rotating in the ordinary space, is physically a non-inertial reference implicitly rotating oppositely
round the same overhead axis. A body, stationary in the ordinary space within
the velocity field (gravitational field) will implicitly be moving, within the local
true IR, along a circular path round the same over-head axis. However, this it
can do only under an adequate upward centripetal force. The motion of such a
body is implicit, because it cannot be described in the ordinary space. It however
is physically real and has all the usual consequences of motion.

The next Section 3 briefly discusses the nature of the quantum fluids, their
relevant physical properties, the Higgs mechanism giving mass to the elementary
particles, the coupling of quantum fluids with certain fields giving rise to dyna-

ics etc. Section 4 describes details of the ingenious physical mechanism of
gravity. Section 5 discusses the predictions of the Special and General theories
of relativity within the scenario of the HQS dynamics. Section 6 sets up and
solves the differential equation describing the gravitational dynamics in the solar
system and on earth. Section 7 highlights the symmetry with orbital motions.
Finally Section 8 describes a large number of experimental observations that all
are perfectly and adequately produced by the HQS dynamics gravitational me-
chanism.

3. The Higgs Quantum Space and the Foundations
of the Gravitational Physics

According to the gauge theories, all the elementary particles (field quanta) are
originally massless and moving at the velocity of light. However, in fact most
elementary particles are observed to have rest masses. Explaining the origin of
this rest mass was one of the hardest problems of fundamental physics to solve.
The first clue of the physical origin of the inertial mass was found 1963 by An-
derson in superconductivity. [5] The superconducting condensate is a charged
quantum fluid of paired conduction electrons (zero spin) condensed into a
phase coherent quantum state. Electromagnetic (EM) fields couple to the supe-
conducting (SC) condensate and the vector potential, associated with a changing
magnetic field, creates electric fields that cause phase displacements (phase gra-
dients), generating screening velocity fields of the SC-condensate. The created
phase disorder elevates the energy of the SC-condensate. These screening cur-
rents confine the magnetic field into quantized fluxons or expel it out from the
superconductor, which is the Meissner effect. [6] The Meissner effect takes place,
because the confinement and expulsion of the field lowers the energy of the
SC-condensate. Anderson discovered that gauge transformations of the SC order
parameter, in the presence of a magnetic field, reveal mass terms of the EM field
quanta (photons). However, the gauge transformations obviously do not create
the mass of the photons. They only reveal it on testing the mobility of the pho-
tons within the superconductor. Hypothetically, accelerating a photon within a
superconductor (by an external force) involves the creation of additional phase
gradients and an additional velocity field of the SC-condensate. This additional
velocity field too is perfectly persistent, which adds additional inertial mass to
the photon.

Condensation of bosons (or pseudo-bosons He, or Cooper electron pairs) into a phase coherent state takes place at low temperatures, when the Bose-Einstein (BE) phase correlation between the boson wave-functions is sufficiently strong to overcome the thermal fluctuations and cause breakdown of the $U(1)$ symmetry of the bosons. Along a second order phase transition the bosons can lower their energy by condensing into a phase coherent macroscopic quantum state, liberating the corresponding amount of energy. This second order phase transition involves no latent heat and the energy is liberated gradually until zero temperature. In the macroscopic quantum state, the bosons become identical, completely entangled and indistinguishable. Their uncertainty in momentum and energy tend to zero, while the uncertainty in position and in time tend to be large (very large in the Higgs condensate). The condensate usually is described by the complex macroscopic Ginzburg-Landau like order parameter $\Phi(r,\theta) = \phi(r)e^{i\theta}$, where $\phi(r)$ is an amplitude and $e^{i\theta}$ is a phase factor. [7] The condensate responds only to specific fields and the response always is collective, involving all the bosons of the condensate, through the order parameter.

The BE correlation gives rise to a negative potential energy (bonding) term, the value of which increases linearly with the condensate density $\rho = \Phi^*\Phi$. BE phase correlation leads to phase coherence of the boson wave-functions, lowering their energy, an effect analogous to the phase correlation between atomic orbitals forming the molecular bonds. Another positive potential energy (anti-bonding) term arises from repulsive core interaction between the bosons, that increases with the squared density $\rho^2$ and prevents collapse of the boson system. The effective potential $U(\rho)$ is mainly the sum of these two terms that has the form:

$$U(\rho) = -n(\Phi^*\Phi) + m(\Phi^*\Phi)^2$$

where the value of the negative coefficient ($-n$) of the bonding term is considerably larger than the positive coefficient ($+m$) of the anti-bonding term. Therefore the minimum of the effective potential energy occurs, not as usually for $\rho = 0$, but for a finite value $\Phi^*\Phi = n/2m$, which is known as a non-zero vacuum expectation value. This effective potential is intrinsically highly homogeneous throughout the volume of the condensate. Quantum fluids have zero viscosity, are totally frictionless and perfectly conservative up to a well-defined velocity gradient. They couple only to very specific fields, which turns their presence extremely difficult to perceive.

The behavior of quantum fluids differs radically from classical fluids and even from perfect classical fluids. They really challenge commonsense. The fundamental characteristic of the quantum fluids is that their flow cannot be described in terms of positions as a function of time, because the wave function of each boson of the condensate already has non-zero amplitude in the whole volume. This makes their presence practically imperceptible. Consider a river of super-fluid
helium. Like any river, let it not move from place. All possible physical tests to detect motion of the fluid in the river would fail. Imagine the river reaches a power station. The super-fluid would flow through the turbines without driving them at all.

The Higgs theory \cite{8} \cite{9} introduces fundamental changes in Einstein’s view about the nature of empty space (vacuum), about the meaning of motions and about the nature of the gravitational physics. It introduces the idea that a scalar field, a real quantum fluid medium of zero spin particles, with properties closely analogous to the SC-condensate, fills up the whole of space. Breakdown of the electroweak symmetry and subsequent spontaneous breakdown to the $U(1)$ symmetry of the weak force doublet results in the Higgs quantum condensate. In the actual low temperature of the universe, this Higgs Quantum Space (HQS) is an extremely stable, rigid and powerful quantum fluid medium, ruled by the principles of quantum physics and, likewise the SC-condensate, it can be described by a complex Ginsburg-Landau like order parameter $\Phi(r, \theta) = \phi(r)e^{i\theta}$. However, while the SC-condensate is stabilized by an energy gap of only about 1 meV per particle and condenses only at very low temperatures, the HQS is stabilized by a huge energy gap. According to the Glashow-Weinberg-Salam electroweak model, \cite{10} \cite{11} the energy gap achieves 200 GeV, ($10^{14}$ times larger than the energy gap of the usual superfluids and superconducting condensates) and condenses at $10^{15}$ K. This enormous energy gap very strongly suppresses the quantum fluctuations and the zero-point energies of the various nuclear force fields, thereby leading to vacuum energy densities consistent with the observed values \cite{12}.

The HQS is much more than simply a local reference for rest and for motions. It is responsible for the mechanical properties of matter-energy and hence necessarily governs the inertial motion of the elementary particles. It also necessarily is the locally ultimate (local absolute) reference for rest and for motions of matter-energy. However, if the HQS is responsible for the mass and the mechanical properties of the elementary particles, it necessarily too is responsible for the gravitational fields, because it is mass that creates the gravitational fields.

Likewise the SC-condensate confines the EM field by the Meissner effect \cite{6} down to $10^{-7}$m, quantizing it and giving inertial mass to the photons within superconductors, the Higgs quantum condensate or Higgs Quantum Space (HQS) confines the weak and strong nuclear force fields down to $10^{-19}$m, giving large inertial masses to the vector bosons of the weak force field by the Higgs mechanism as well as to all the elementary particles, porting hyper-charges, by an indirect Higgs mechanism. \cite{8} \cite{9} Also, analogously as the motion of the EM field quanta within the SC-condensate involves additional mass, motion of the elementary particles within the local HQS, too involves additional phase perturbation of the Higgs order parameter, additional velocity fields of the HQS, additional excitation energy, additional mass-energy and additional elevation of the energy of the Higgs condensate. The role of the HQS in the life of our universe is
absolutely vital. Without it, no laws of motion would exist and the universe, as we know it, simply could not exist.

Many authors insist that coupling of the nuclear fields to the HQS creates only a small part of the inertial mass of the elementary particles. This may well be true in a static situation. They justify this by saying that most of the mass of the elementary particles is relativistic mass, created by the high velocities of the internal confined constituents (quarks) of the real particles. This too can be true. It however is not relative velocity that causes this additional mass, but the velocity of these constituents with respect to the local HQS. Analogously as in the case of EM field quanta in superconductors, the motion of these constituents involves additional phase displacements, additional screening velocity fields of the Higgs condensate and additional energy. Moreover, all these additional are perfectly persistent.

In the case of the empty space, which is essentially the Higgs condensate in its ground state (without excitations), no external action can be invoked to explain the origin of the motions or changes of motion of isolated matter particles. Usual quantum fluids are well known to be totally in viscid, non-dissipative and intrinsically perfectly conservative. It also is well-known that the total momentum of any isolated particle or system of interacting particles is rigorously conserved. This demonstrates that the HQS does not itself manifest inertial mass and momentum effects. Therefore, any motion, once excited, becomes indefinitely persistent and can only be stopped by an opposite action of the same mechanism (field) creating the motion. This indefinite persistence is the very origin of the inertial behavior and the conservation of the momentum of isolated particles or particle systems. Also, due to the very high energy gap, the HQS too strongly suppresses quantum fluctuations, the creation of virtual particles and zero-point energies. It only intermediates, without loss, the effects of the various force fields between the elementary particles or particle systems. If the HQS itself could exhibit mass effects, the momentum as well as the other characteristic parameters of an isolated particle would not be conserved. However, in the real world, particles truly isolated from other particles do not exist. The fundamental requisite to create an elementary particle is a sufficient amount of energy. All the other characteristic parameters of the elementary particles were created from nothing but energy in the beginning of the universe, according to symmetries and laws of conservation. All together these parameters add up to zero, liberating the energy consumed in their creation. The amount of energy, liberated in the creation of the Higgs condensate (HQS) is much more than sufficient to create all the particles of the universe.

It also is often alleged that the Higgs field or HQS has no relation with gravity. This can well be true in a static situation. However, likewise superfluids and SC-condensates, the HQS certainly too can locally move. In a superconductor (SC), a constant applied electromotive force (emf) causes an increasing phase gradient along the conductor and flow of the SC-condensate at an increasing...
velocity, proportional to the magnitude of the phase gradient. Once excited, this current is perfectly and perpetually persistent, as demonstrated by numerous experiments. The current can be stopped only by an opposite emf. Applying a magnetic field on the SC, the changing vector potential creates an electric field, causing phase displacements and hence phase disorder, elevating the energy of the SC-condensate. The phase displacements generate screening currents that are associated with a Lorentz force field that usually expel the magnetic field out from the superconductor and thereby lowering the energy of the SC-condensate. The Higgs mechanism \cite{8} \cite{9} is the perfect HQS analog of the Meissner effect. Apparently, the nuclear fields are associated with an HQS analog of the EM vector potential that too causes phase gradients and phase disorder, elevating the energy of the Higgs condensate. The corresponding phase gradients create a screening velocity field of the HQS in the space round the matter bodies. If these screening velocity fields are non-uniform, they refract mutually the matter waves of the interacting particles, generating an inertial dynamics (with conservation of the total linear and angular momenta). This inertial dynamics is, according to Einstein’s principle of equivalence, gravitational dynamics.

In his Special Theory of Relativity (STR), Einstein has abolished the idea of an absolute reference and absolute motions. In this scenario, any free (non-accelerated) body, moving in the empty ordinary space under no external force is a proper Lorentz frame, in which stationary clocks show proper time and, with respect to which, the velocity of light is isotropic. In the General Theory of Relativity, Einstein introduced the principle of equivalence, extending locally the view of the STR to free motions within gravitational fields. He assumes that locally non-accelerated (free-falling) bodies (zero external force) too are locally proper references. Accordingly, a free-falling elevator and or orbiting bodies are proper Lorentz frames in which stationary clocks show proper time and the velocity of light is isotropic.

Clocks stationary within gravitational fields are well-known to run slowly exactly as predicted by GR. However, actually it is well-known that the gravitational slowing by the solar field is absent on the GPS clocks, moving with earth round the sun \cite{13} \cite{14} \cite{15}. This absence and the well-known absence of light anisotropy with respect to earth both demonstrate that the orbital motion of earth cancels locally the effects of the solar field. From the present HQS dynamics view, these observations can make a sense only if the orbiting earth is stationary with respect to the local HQS, which entails the conclusion that the HQS necessarily is moving round the sun consistently with the earth’s orbital motion \cite{16} \cite{17} \cite{18}. Current theories explain the absence of the solar gravitational slowing of the GPS clocks in terms of the principle of equivalence. However, according to this interpretation of the principle of equivalence, the orbital motion of the GPS clocks with the GPS satellites round earth, in exactly the same conditions, too should cancel the gravitational slowing by the earth’s field on them. Nevertheless, the gravitational clock slowing by the earth’s field is well observed.
Section 8.B5 solves this problem.

Within gravitational fields, all of Einstein’s local free-falling inertial references are mutually non inertial. How can they all be proper references? According to the present work, velocity with respect to the local HQS and not relative velocity is the cause of all the so-called relativistic effects. Therefore, only references, stationary with respect to the local HQS are proper Lorentz frames and only clocks stationary in such proper references can display proper time and moreover only with respect to such proper references is the velocity of light isotropic. Bodies anyhow moving with respect to the local HQS are not proper Lorentz frames. The velocity of light with respect to these non-proper references cannot be isotropic and clocks, stationary in such non-proper references do not show proper time. The next Section solves this stalemate.

4. The Ingenious Outside-Inside Centrifuge Mechanism of Gravity That Einstein Has Missed

If the HQS gives inertial mass to the elementary particles, it necessarily is responsible too for the gravitational fields, because it is mass that generates the gravitational fields. It is well-known that clocks stationary within a gravitational field show exactly the gravitational slowing predicted by GR. However, recently the GPS clocks, moving with earth round the sun, have shown that the gravitational slowing by the solar field is absent on them. Visibly, the orbital motion of earth cancels the effects of the solar gravitational field, which runs into conflict with Equation (3).

Current theories explain the absence of the solar gravitational slowing on the GPS clocks by the solar field in terms of the principle of equivalence. Accordingly, in the Lorentz frame of earth, earth is stationary, which is alleged to cancel locally the effects of the solar gravitational field. However, the GPS clocks too are moving with the GPS satellites round earth in exactly the same conditions, which too should cancel the effect of the earth’s field. However, the observations show different. The gravitational slowing by the earth’s field \((1.67\times10^{-10}\text{ sec/sec})\) is well present on them. It hence is clear that the absence of the gravitational slowing of the GPS clocks by the solar field, the absence of light anisotropy with respect to the moving earth together with the non-absence of the gravitational slowing by the earth’s field on the GPS clocks, these last moving along orbits making 55 degrees with the equator, demonstrate that only orbital motions along direct circular equatorial orbits cancel locally all the effects of the gravitational fields.

In the language of the present work, the Higgs Quantum Space (HQS) materializes the local Lorentz frames (LFs), turning them into local proper LFs, intrinsically stationary with respect to the local HQS. Only LFs, stationary with respect to the local HQS are proper LFs. On moving, the HQS carries the local proper LFs with it. If the motion of the HQS and hence of the local proper LFs through our laboratories, is spatially uniform, it gives rise only to light anisotropy. However, if its motion is non-uniform, besides light anisotropy, it refracts...
the matter waves and light, creating inertial dynamics for the matter particles moving with respect to the local HQS and curving the path of light. According to Einstein’s principle of equivalence, this inertial dynamics is gravitational dynamics.

The coming Sections 6, 7 and 8 show that motion of the HQS, round the sun, according to a Keplerian velocity field, consistent with the planetary motions, accurately creates the observed gravitational dynamics and all the observed effects of the gravitational fields on light and on clocks. Please see also References Refs. [16] [17] [18]. In terms of usual spherical coordinates the Keplerian velocity field of the HQS, created by a spherically symmetric source, has the very simple form:

\[ V(r) = \left(\frac{GM}{r}\right)^{1/2} e_{\phi} \]  

\[ (5) \]

This is a velocity field only along the \( \phi \) spherical coordinate round the Z axis \( (\theta = 0) \), in which the magnitude of the velocity of the HQS is spherically symmetric, \( G \) is the gravitational constant, \( M \) is the mass of the gravitational source (sun), \( r \) is the radial spherical coordinate and \( e_{\phi} \) is a unit vector along the azimuthal spherical coordinate \( \phi \).

The present work associates the central idea of GR, according to which the gravitational pull is an inertial pull and the central idea of the Higgs theory, according to which the HQS gives mass and governs the inertial motion of matter-energy and replaces Einstein’s spacetime curvature by a Keplerian velocity field of the HQS. This Keplerian velocity field is the quintessence of the gravitational fields, in which however the gravitational dynamics is not described in terms of geodesic motions, however in terms of inertial motions (wave propagation) in the Keplerian velocity of the HQS. In this scenario, the gravitational acceleration is a centrifugal acceleration and the gravitational pull is a centrifugal pull, which is a fictitious force. Within this velocity field, the observed gravitational dynamics, the gravitational pull, the absence of the solar gravitational slowing of the GPS clocks by the solar field as well as the absence of the light anisotropy with respect to earth are all genuine and natural outcomes of this Keplerian velocity field of the HQS. These observations are all authentic signatures of the true physical mechanism of gravity in action.

Motion of this HQS according to a Keplerian velocity field naturally and perfectly implements the ingenious outside-inside and inside-outside spherical centrifuge scenario, observed within the gravitational fields. No other imaginable physical mechanism is able to implement this outside-inside centrifuge mechanism. This ingenious centrifuge mechanism is the true hush-hush of the gravitational physics that GR has missed. It also naturally and accurately accounts for all the effects of the gravitational fields on light and on clocks, as will be shown in the coming Sections 6, 7 and 8.

5. Einstein’s Theory of Relativity in the Scenario of the HQS Dynamics

It is important to note that, in the scenario of the HQS, the velocity of light \( c \), in
the empty space, is fixed and isotropic with respect to the local HQS and not with respect to the reference of every possible observer, as postulated in the theory of relativity. In the scenario of the HQS, the velocity of light in free space (vacuum) is the characteristic velocity at which the HQS propagates the local phase perturbations of the Higgs order parameter. The HQS is ruled by quantum physics. Therefore, the local phase perturbations of the Higgs order parameter and the consequent steady state velocity fields of the HQS (excitations), caused by the elementary particle fields (vector bosons, quarks and leptons), which cause increase of the energy of the HQS, are ruled by quantum physics. The particle fields are confined by the Higgs mechanism down to $10^{-19}$ m and quantized according to well defined rules, which lowers the energy of the HQS.

The electromagnetic (EM) field does not couple to the HQS and is not confined by the HQS. Therefore, photons have no rest mass and propagate in empty space at the characteristic propagation velocity $c$, however with respect to the local HQS and not with respect to any observer. The electric field however is not disconnected from the HQS, because the particles, porting the electric charges, couple to the HQS via the hypercharges. Moreover, due to the conservation of electric charge, the number of positive and negative charges necessarily is the same. Therefore, the electric field largely confines itself, so that, from a large scale point of view, only the effects of the gravitational fields are relevant.

Any local reference, stationary with respect to the local HQS, is a local proper Lorentz frame (LF), with respect to which the velocity of light $c$ is fixed and isotropic. However, references moving with respect to the local HQS are non-proper LFs and therefore the (one-way) velocity of light and of neutrinos is anisotropic with respect to them. Within the gravitational fields, the HQS itself is moving according to the Keplerian velocity field Equation (5). In this motion, the HQS carries the local proper LFs with it. Therefore, within the gravitational fields, the local velocity vector of the HQS $V = (GM/r)^{1/2} e_\phi$ adds up to the fixed velocity vector $c$ of light and the effective velocity of light $c'$ is given by $c' = c + V$. However, as shown in Section 4, earth is stationary with respect to the local HQS in the solar and the galactic velocity fields and this is why the velocity of light is isotropic with respect to earth and the GPS clocks display proper time.

Clocks are devices that count time in terms of a time standard, which can be a classical or quantum oscillator. The time standard of atomic clocks is the period $T$ of electromagnetic (EM) oscillations in an EM cavity, tuned to the well-defined frequency of the hyperfine transition of Cs atoms. Such clocks measure the time evolution with an incredible precision of a tenth of a nanosecond ($\sim 10^{-10}$ sec) or even better. Their time standard is of course affected by velocity with respect to the local HQS (not by relative velocity). Within gravitational fields, the HQS is moving round the gravitational sources according to the Keplerian velocity field Equation (5). Therefore, clocks, stationary in the ordinary space within a gravitational field, are implicitly moving at a velocity $-(GM/r)^{1/2} e_\phi$ with respect to the local HQS. This implicit velocity and not the local escape velocity, is
the cause of the gravitational clock slowing. From the present view, *the gravitational clock slowing and the slowing of speeding clocks in free space are due both to the same velocity with respect to the local HQS*. This clock slowing however is different for transverse or longitudinal oscillation of the time standard.

From the view of GR, the coefficient of the last term, in Equation (2), is the square of the effective velocity $c'$ along the time axis (time evolution), where $c$ and $2GM/r$ are intrinsically orthogonal. The effective velocity is given by the formula of Pythagoras $c' = \left( c^2 + \left( 1 - \frac{2U}{c^2} \right) \right)^{1/2} = \left( c^2 - \frac{2GM/r}{c^2} \right)^{1/2}$, where $2GM/r$ is the square of the local escape velocity. To first order, the gravitational slowing is $t_0 \left( \frac{GM/r}{c^2} \right)$, which is well observed on clocks stationary in the earth’s gravitational field. Einstein never has considered the possibility of longitudinal oscillations of the time standard or light round-trips, because, in his view, any ordinary velocity is intrinsically orthogonal to the time axis.

From the viewpoint of the present work, the gravitational time dilation of clocks, stationary within a gravitational field in the ordinary space, is due to the implicit velocity $(v_{imp}(r) = -(GM/r)^{1/2} e_\phi)$. In this scenario, the period $T$ for longitudinal EM oscillations of the clock’s time standard is lengthened, given by $(T = t_0 \left( 1 - \left( \frac{GM/r}{c^2} \right)^{-1} \right)$ and to first order the gravitational slowing of the clock is $t_0 \left( \frac{GM/r}{c^2} \right)$. However, for transverse oscillations, the gravitational slowing is reduced to one half this value. Moreover, depending on the direction of observation, the dipole EM radiation, emitted by speeding atoms, can be selective for longitudinal or transverse EM oscillations. Dipole photons emitted along the motion of the atoms are selective for transverse EM oscillations.

Considering *only transverse oscillations of the time standard*, the effective time evolution (velocity along the time axis), in free empty space, is obtained by the formula of Pythagoras $c' = \left( c^2 - v^2 \right)^{1/2}$, where $c$ is the fixed velocity of light with respect to the local HQS in zero gravitational field and $v$ is the ordinary velocity of the clock with respect to stationary HQS. However, within a gravitational field, the HQS is itself moving according to the Keplerian velocity field Equation (5) along $+\phi$. In this case the local effective time evolution (velocity along the time axis), given by a clock, *stationary in the ordinary space within the gravitational field* too can be calculated by the formula of Pythagoras $c' = \left( c^2 - \frac{GM/r}{c^2} \right)^{1/2}$, where $c$ is the intrinsic time evolution (velocity along the time axis) of the clock’s time standard (Cs atoms) in zero field and $GM/r$ is the square of the implicit velocity along $-\phi$. For longitudinal oscillations of the clock’s time standard, the period is $(T = t_0 \left( 1 - \left( \frac{GM/r}{c^2} \right)^{-1} \right)$ and the rate of the clock is $t_1 = t_0 \left( \frac{GM/r}{c^2} \right)^{-1}$. To first order, this gives a gravitational clock slowing of $\approx t_0 \left( \frac{GM/r}{c^2} \right)$, the same as given by GR.

Now, the first term of the right hand side in Equation (2) describes stretching of the radial distances, due to the spacetime curvature in the gravitational field, given by $dr^2 = \frac{dr_0^2}{1 - 2U/c^2}$. According to GR, from the view of an external observer, this stretching causes an apparent reduction of the velocity of light.
propagating toward the gravitational center. However, from the view of the present HQS dynamics, the velocity of a light beam, propagating toward the gravitational center, decreases really and not apparently. It decreases because it necessarily needs to develop an implicit orthogonal velocity component \((GM/r)^{1/2}\) along \(\phi\). The time interval, necessary for light to propagate a distance \(dr\) along the radial coordinate, is \(dt = dr/c = dr_{\phi}/\left(c^2 - GM/r\right)^{1/2}\), where \(\left(c^2 - GM/r\right)^{1/2}\) is again the effective velocity \(c'\) of light, however along the radial coordinate, obtained by the formula of Pythagoras. However this \(c'\) is only the radial velocity component of light. The other component is \((GM/r)^{1/2}\) along \(-\phi\). Visibly, GR scales the radial distances in units of the effective radial velocity of light.

6. The Gravitational Dynamics in the Solar System and on Earth

The Keplerian velocity field of the HQS (Equation (5)), creating the solar gravitational field is closely consistent with the planetary orbital motions and achieves 436 km/sec on the solar surface. This Keplerian velocity field carries with it the planets and the local proper LFs along direct nearly circular equatorial orbits without the need of a central force field. This makes the gravitational dynamics, observed within the solar system, totally obvious. The planetary orbits lie all within the equatorial plane of the solar Keplerian velocity field. So also are practically all planetary satellite orbits. Along such orbits these bodies are all very closely stationary with respect to the local moving HQS (local proper LFs). This motion along direct, circular equatorial orbits is in fact their local resting condition that minimizes their kinetic energy with respect to the local HQS and makes their gravitational (Keplerian velocity) fields very closely spherically symmetric. Excepting only for the very small tides, this cancels locally all the effects of the solar gravitational field on matter, on light and on clocks, exactly as assumed by the current theories with base in the principle of equivalence.

The velocity of light is closely isotropic with respect to earth, not because of the intrinsic isotropy of light, however because earth is stationary with respect to the local moving HQS (local LFs), the medium propagating light. Also clocks, moving with earth round the sun, display very closely proper time, because they too are very closely stationary with respect to the local HQS in the solar Keplerian velocity field. In fact, the small ellipticity of the planetary orbits evidences that their velocity with respect to the local HQS is only of a few hundreds of meters per second. In the case of earth, the effect of this small velocity on light and on clocks is far too small to be detected even by the current most sensitive instruments. However, the refraction rate of this small velocity by the non-uniform velocity in the solar Keplerian velocity field along a whole year is sufficient to make the orbits of the planets a little bit elliptic and to cause the perihelion precession. Please see details in the next Section 8.

The velocity of the HQS in the Keplerian velocity field (Equation (5)) round
earth, in the sense of the Moon’s orbital motion (from West to East) and creating the earth’s gravitational field, achieves 7.91 km/sec on surface. However, as earth rotates only very slowly (465 m/sec at the equator) toward the East, the earth-based laboratories are moving with respect to the local HQS toward the West at an implicit velocity, ranging from 7.445 km/sec at the equator up to 1.91 km/sec in the Polar Regions. Refraction of this implicit velocity creates the gravitational acceleration and the centrifugal pull toward the earth’s center on matter, observed on the earth-surface. It also creates the very small light anisotropy of nearly 8 km/sec, barely detected by only a few of the most sensitive Michelson light anisotropy experiments [19]. Please see details in Section 8.2. It also gives rise to the very small gravitational slowing of the atomic clocks and the spectral red-shifts, observed on earth. However, although very small, these effects of the earth’s field still are much more relevant than the effects by the solar field on earth. The effects of the solar field are extremely small because the orbiting earth is almost stationary with respect to the local HQS in the solar field. These effects simply seem to be absent.

The Keplerian velocity field of the HQS is intermediary between rigid body rotation and potential flow with zero curl. The form of the velocity field of quantum fluids is determined by the limit of non-viscous flow. Due to the order parameter, the differential flow of quantum fluids can be in viscid up to a certain limit of the velocity gradient, even if the curl of the velocity field is non-zero from the classical physics point of view. This property is well-known from the exponential fall of the screening current density (screening velocity fields) in superconductivity. In the HQS this limit determines the \((1/r)^{1/2}\) dependence of the Keplerian velocity field. The curl of the Keplerian velocity field Equation (5) has a form very similar to the magnetic field of a magnetic dipole.

In the Keplerian velocity field, the \(\phi\) and \(r\) velocity components of a particle with respect to the local HQS are refracted in opposite senses. This characterizes a hyperbolic and not a trigonometric rotation. The differential equation, describing the effects of these refraction rates in the case of a spherically symmetric gravitational source, will be constructed and solved in the coming paragraphs.

In the Keplerian velocity field, the local velocity distribution of the HQS through the \([r, \theta]\) plane seen by a particle with a velocity along the \(\phi\) direction \(v_\phi\) and its de Broglie wave fronts in the \([r, \theta]\) plane, corresponds to rotation of the local HQS and of the local inertial reference (IR) round an overhead axis. The refraction rate corresponds to an instantaneous angular velocity \(W_\phi(r)\), to be determined, (please see Equation (6)). This rotation axis lies well above the position of the particle. However, the wave-fronts in the \([\theta, \phi]\) plane of the radial velocity component \(v_r(t)\) do not see this rotation rate round the overhead axis. They see the opposite rotation of the HQS round the gravitational center \(W_r(r)\). The \(\theta\) velocity component is not refracted at all, because the velocity field Equation (5) has no component along \(\theta\). Besides these refraction rates, there is need of considering the wavelength stretching/compression, due to
the deformations of the HQS in the Keplerian velocity field along certain directions. This affects the velocity of the particles according to de Broglie’s equation \( p = h/\lambda \). However the \( r \) and the \( \phi \) velocity components are not affected by these wavelength deformations. Hence, describing the effects of the gravitational field, in terms of these velocity components and their effective rotation rates, the effects of wavelength stretching/compression are automatically taken into account.

In order to obtain quantitative values for the refraction rates of the \( r \) and \( \phi \) velocity components of the effective velocity (with respect to the local HQS), the orbital velocity \( v_{\text{orb}} \) of a particle with a very small mass \( m \) in the gravitational field of a very large mass \( M \), along an elliptic orbit (\( \epsilon = 0.5 \)) was computed and plotted very precisely in Figure 1. The values of \( v_{\text{orb}} \) together with the Keplerian

\textbf{Figure 1.} The figure is a very precise graphical representation. The velocity diagrams are shown at a large number of positions along the elliptic orbit, where \( v_{\text{eff}} \) is represented by the bulky arrows, pointing nearly toward the right. At the top, the rotation rate of the effective (implicit) \( -\phi \) velocity component can be read. The rotation rate of the \( -r \) velocity component can be read at the left. Please see the encircled diagrams.
velocity \( V(r) \), given by Equation (5) and the effective velocity \( V_{\text{eff}} \), determined by the equation \( V_{\text{eff}} = V(r) + v_{\text{orb}} \) are plotted at a large number of points along the orbit. Please see carefully especially the encircled velocity diagrams. The obtained refraction rates of the \(-r\), \(-\phi\) and the \(\pm \theta\) velocity components are:

\[
W_r(r) = - \frac{1}{2} \left[ \frac{GM}{r^3} \right]^{1/2} e_{\theta} \tag{6a}
\]

\[
W_\phi(r) = + \left[ \frac{GM}{r^3} \right]^{1/2} e_{\theta} \tag{6b}
\]

\[
W_\theta(r) = 0 \tag{6c}
\]

Please note the opposite signs in the rotation rates of the \(r\) and the \(\phi\) velocity components.

The implicit velocity along \(-\phi\) of the small particle of mass \(m\) stationary in the gravitational field, of a very much larger mass \(M\) is given by:

\[
V_{\text{imp}} = -(GM/r)^{1/2} e_\phi \tag{7}
\]

The refraction rate of this implicit velocity, according to Equation (6b), generates an instantaneous ordinary vertical downward acceleration given by:

\[
g(r) = W_\phi(r) e_\phi \times V_{\text{imp}}(r) (-e_\phi) = -GM/r^2 e_r \tag{8}
\]

Equation (8) has exactly the form of a formal expression for centrifugal accelerations in a rotating reference and \(g(r)\) has clearly the nature of a centrifugal acceleration. It is a spherically symmetric field of centrifugal accelerations (by fictitious forces) toward the gravitational center.

A body held fixed with respect to the ordinary space coordinates within the Keplerian velocity field Equation (5), in fact will be stationary with respect to a non-inertial reference that is implicitly rotating oppositely to the local (true) inertial reference, this last truly rotating in the ordinary space according to Equation (6b). Bodies, stationary within the non-inertial earth-based laboratories, necessarily are implicitly moving along circular paths within the local true rotating IR. This however they can do only under a real upward centripetal force. This implicit motion along a circular path is not free motion and also does not correspond to geodesic motion in the curved spacetime of GR. While according to GR a free-falling elevator is locally a proper inertial reference, according to the HQS dynamics it is moving along \(\phi\) at a velocity \(-(GM/r)^{1/2}\) with respect to the local HQS and hence cannot be a proper reference and also not a proper Lorentz frame. Clocks in such free-falling references are predicted to run slow and the velocity of light is predicted to be anisotropic.

Equation (8) is sufficiently precise only for free-fall along short distances. For large distances of free-fall of a small mass \(m\) in the field of a very large mass \(M\), the following elementary linear differential equation must be solved:

\[
\frac{dV(r(t))}{dt} = AV_0 \tag{9}
\]
where $\mathbf{v}$, is the column matrix of the (ordinary) $r$ and the (implicit) $\phi$ velocity components of the effective velocity with respect to the local HQS:

$$\mathbf{v}(t) = \begin{pmatrix} v_r(t) \\ v_\phi(t) \end{pmatrix} \tag{10}$$

In Equation (9), $A$ is the hyperbolic rotation matrix, defined in terms of the rotation rates, given in Equation (6):

$$A = \begin{pmatrix} 0 & W_\phi \\ -W_r & 0 \end{pmatrix} = \begin{pmatrix} 0 & W \\ 1/W & 0 \end{pmatrix} \tag{11}$$

where $W = GM/r^3$ and $u = 2M/(M+m)$, the value of which varies from 1, for $m = M$, up to 2 for $m \ll M$.

Dividing both sides of Equation (9) by $\nu$, multiplying them by $d\nu$ and integrating the left hand side from $\nu_0$ to $\nu$, develops into:

$$\log \frac{\mathbf{v}(t)}{\mathbf{v}_0} = \int_{\nu_0}^{\nu} A(r(t')) d\nu' \tag{12}$$

where $Ad\nu$ is an infinitesimal rotation round parallel axes. Equation (12) can be re-written in the exponential form as:

$$\mathbf{v}(t) = \exp\left[\int_{\nu_0}^{\nu} A(r(t')) d\nu'\right] \mathbf{v}_0 \tag{13}$$

Expanding the exponential in series and adding up the terms of the series from $n = 0$ to $n = \infty$ results in:

$$\mathbf{v}(t) = \sum_{n=0}^{\infty} \frac{1}{n!} \begin{pmatrix} 0 & \Theta(t) \\ \Theta(t) & 0 \end{pmatrix}^n \begin{pmatrix} v_r(0) \\ v_\phi(0) \end{pmatrix}$$

$$= \begin{pmatrix} \cosh \left(\frac{\Theta(t)}{\sqrt{u}}\right) & \sqrt{u} \sinh \left(\frac{\Theta(t)}{\sqrt{u}}\right) \\ \frac{1}{\sqrt{u}} \sinh \left(\frac{\Theta(t)}{\sqrt{u}}\right) & \cosh \left(\frac{\Theta(t)}{\sqrt{u}}\right) \end{pmatrix} \begin{pmatrix} v_r(0) \\ v_\phi(0) \end{pmatrix} \tag{14}$$

The value of $\Theta(t)$ can be computed by integration:

$$\Theta(t) = \int_{\nu_0}^{\nu} \left[r(t') \right] d\nu'$$

$$= \int_{\nu_0}^{\nu} \left[\frac{GM}{(r^{CM} + R^{CM})^3}\right] \frac{dr^{CM}}{r^{CM}} \tag{15}$$

$$= -\sqrt{u} \cosh^{-1} \left[ \left(\frac{r_0^{CM}}{r^{CM}(t)}\right)^{-1/2}\right]$$

Inversion of the final term of Equation (15) results in expressions for the hyperbolic cosines and sines:

$$\cosh \left(\frac{\Theta(t)}{\sqrt{u}}\right) = \frac{r_0^{CM}}{\sqrt{r^{CM}}} = \sqrt{\frac{r_0}{r}} \tag{16a}$$
\[
\sinh \left( \frac{\Theta(t)}{\sqrt{\mu}} \right) = \sqrt{\frac{C_{\text{CM}} - r_{\text{CM}}}{r - r_{0}}} = \sqrt{\frac{r_0 - r}{r}}
\]  

(16b)

where the last equality is obvious. Using this result and noting that \( v_{\text{CM}} \phi = v_{\phi} \), Equation (14) becomes:

\[
\begin{pmatrix}
  v_r(t) \\
  v_\phi(t)
\end{pmatrix} = \begin{pmatrix}
  \sqrt{\frac{r_0}{r}} \sqrt{\frac{u(r_0 - r)}{r}} \\
  \sqrt{\frac{r_0 - r}{ur}} \sqrt{r_0/r}
\end{pmatrix} \begin{pmatrix}
  v_r(0) \\
  v_\phi(0)
\end{pmatrix}
\]

(17)

The particular solution of Equation (9), for free fall of \( m \) in the field of \( M \) (\( m \ll M \)), on from \( r_0 \) and initial rest, where \( v_r(t=0) = 0 \) and \( v_\phi(0) = V_{\text{impl}}(r_0) = -(GM/r_0)^{\frac{3}{2}} e_\phi \), the final solution of Equation (9) is:

\[
v_r(t) = - \frac{2}{\left( \frac{GM}{r(t)} - \frac{GM}{r_0} \right)^{\frac{3}{2}}} e_r
\]

(18a)

\[
v_\phi(t) = V_{\text{impl}}(r_0) \left[ \frac{r_0}{r} \right]^{\frac{3}{2}} = - \left[ \frac{GM}{r(t)} \right]^{\frac{3}{2}} e_\phi
\]

(18b)

Equation (18a) is just the well known expression for the observed vertical free-fall velocity on from rest at \( r_0 \), directly showing that the kinetic energy is equal to the difference between the final and the initial potential energies. Equation (18b) is just the implicit (imaginary) velocity as a function of the radial position \( r \). This shows that the refraction rate of the radial velocity component just compensates for the increase of the velocity field as a function of the decrease of the radial coordinate. This assures that free-fall of the particle, on from rest, goes along a vertical (radial) path and hence assures conservation of the angular momentum about the gravitational center. Please observe that, for free-fall on from infinity \( (r = \infty) \), the vertical velocity \( v_r(r(t)) \) is exactly \( \sqrt{2} \) times larger than the \( \phi \) velocity, which arises directly from Equation (18) and accomplishes the Virial theorem.

7. Symmetry of the HQS Dynamics Gravitation with Orbital Motions

Consider free-fall experiments at the equatorial region of a rotating planet of radius \( R \) like earth rotating at an angular velocity \( \omega \) in a direct or retrograde sense round the same axis as the Keplerian velocity field Equation (5). The effective velocity \( v_{\text{eff}} \) of such a particle, initially stationary near to the surface of a planet, will be given by:

\[
v_{\text{eff}}(\theta) = V_{\text{impl}}(R) + v_{\text{rot}}(\theta) = - \left[ \left( \frac{GM}{R} \right)^{\frac{3}{2}} \mp \omega R \sin \theta \right] e_\phi
\]

(19)

where \( v_{\text{rot}}(\theta) = \omega R \sin(\theta) \) is the ordinary velocity, due to the planet’s rotation that depends on the latitude via \( \sin \theta \). The upper and lower signs are respectively for direct and or retrograde rotation of the planet.

However, rotation of the planet in the same sense as the Keplerian velocity
field of the HQS, gives rise to a trigonometric rotation rate of the effective velocity $v_{\text{eff}}$ of the particle, due to the planet’s rotation that adds up to the refraction rate, given by Equation (6b) and subtracts for retrograde rotation of the planet. The effective rotation rate of the effective velocity vector is:

$$\omega_{\text{eff}}(\theta) = \frac{1}{R}[V_{\text{imp}} \pm (v_{\text{rot}})]e_\theta = \left[(GM/R^3)^{1/2} \pm \omega \sin \theta\right]e_\theta$$  \hspace{1cm} (20)

where the same convention for the upper and the lower signs as in Equation (19) is used.

Considering the effective velocity (Equation (19)) and the effective rotation rate (Equation (20)), the effective gravitational acceleration on the planet’s surface is:

$$g_{\text{eff}}(\theta) = \omega_{\text{eff}} \times v_{\text{eff}} = -\left[(GM/R^2 - \omega^2 R \sin^2 \theta\right]e_r$$  \hspace{1cm} (21)

The first term in the right hand side of Equation (21) describes the gravitational acceleration toward the gravitational center of the planet in the static situation (see Equation (8)), while the second term is an outward centrifugal term. Most importantly, Equation (21) shows that the effective gravitational acceleration $g_{\text{eff}}(\theta)$ in the rotating planet’s Keplerian velocity field is perfectly symmetric for direct or retrograde rotation and thus also for direct or retrograde orbital motion.

For a body in a strictly circular polar orbit with orbital radius $r > R$, $v_{\text{eff}}$ has velocity components along $-\phi$ as well as along $\pm \theta$. The velocity along $-\phi$ is:

$$v_\phi = V_{\text{imp}}(r) = -\left[(GM/r)^{1/2}\right]e_\phi$$  \hspace{1cm} (22)

Along theta the velocity is:

$$v_\theta = \pm \left[(GM/r)^{1/2}\right]e_\theta$$  \hspace{1cm} (23)

While $v_\phi$ generates the gravitational acceleration $g(\theta) = -GM/r^2 e_r$, see Equation (8), the $\theta$ velocity component is not affected directly by the HQS-dynamics, because the velocity field Equation (5) has no velocity component along theta. However, the rotation rate of the $\phi$ velocity component plays the role of a centripetal force accelerating the body toward the gravitational center, bending the $\theta$ velocity toward the earth’s surface. This in particular literally implements the idea of Newtonian gravitation. The effective gravitational acceleration for circular polar orbits is:

$$g_{\text{eff}}(r) = -\left[GM/r^2 - v_\phi^2/r\right]e_r$$  \hspace{1cm} (24)

where again the first term in the right hand side is the acceleration toward the gravitational center (please see Equation (8)), while the second term is the corresponding usual upward centrifugal effect.

Together the results, expressed by Equations (21) and (24), show that the effects of the HQS dynamics and the effects of the ordinary motion within the gravitational field are completely independent. They are orthogonal. While the
Keplerian velocity field of the HQS (Equation (5) simulates a central field of fictitious Newtonian gravitational forces, the ordinary orbital motions generate the centrifugal effects, exactly as conceived in Newtonian gravity. This shows that treating the motions, within a spherically symmetric gravitational field, as motions in a hypothetical inertial reference, extending over the whole region, under a hypothetical central field of fictitious gravitational forces although not corresponding to reality, gives closely the observed gravitational dynamics. This explains why the Newtonian gravitational theory, although based in the fictitious gravitational forces, works so well.

8. The Effects of the Keplerian Velocity Field of the HQS on Light and on Clocks

8.1. Effects in the Solar System

8.1.1. The Excess Time Delay of Radar Signals in Round-Trips within the Solar System

According to GR, massive astronomical bodies curve spacetime in their neighborhood, as given for weak fields by Equation (3) in the Introduction. This spacetime curvature bends light signals and lengthens the go-return round-trip path of electromagnetic (EM) signals passing by massive bodies, thereby giving rise to an excess time delay (Shapiro Effect). According to the present work the excess time delay is not caused by increase of the geometrical distances. It is due to the effective velocity of the signals in the Keplerian velocity field of the sun. In the case of round-trips between earth and Venus, the solar velocity field is favorable during the prograde travel, increasing the effective signal velocity and reducing the travel time. It however is unfavorable during the retrograde travels, decreasing the effective signal velocity and increasing the return travel time. The problem is totally analogous to that of light round-trips between two mirrors within a laboratory, moving with respect to the local HQS. However, in the solar Keplerian velocity field, the calculation is a little bit more complicated, because the velocity of the signal depends on position.

In the present work, the excess time delay was numerically calculated along straight line paths, separately for travels from earth to Venus and back from Venus to earth in terms of the effective velocity \( v_{\text{eff}} = c_{\text{HQS}} + V \), where \( c_{\text{HQS}} \) is the fixed velocity of light with respect to the local moving HQS. This calculation was repeated for a series of paths, having minimum distances from the center of the sun \( R = 2, 4, 8, 25, 50 \) and 100 million km respectively. The calculations were made for these round-trips before and after superior conjunction. The excess time delays were calculated dividing the straight line paths into about 420 segments, shorter segments near to the sun, separately for transverse and longitudinal components of the solar Keplerian velocity field along the signal paths and finally integrated over the full path. More than 99% of the excess time-loss in the retrograde journeys or time-gain in the prograde journeys comes from the longitudinal component of the solar velocity field along the path. The different Earth-Venus
distances, due to the orbital positions as well as the slightly different signal path, due to the motion of earth during each signal round-trip, was taken into account. The obtained results are given in Table 1 and plotted in Figure 2.

**Table 1.** The first column in Table 1 gives the values of the nominal impact parameters $R$, the second and third columns give respectively the gain of time (negative) and the loss of time (positive), due to the solar Keplerian velocity field of the HQS in milliseconds (ms) before and after superior conjunction. The forth column gives the effective excess time-delays for full go-return round-trips in microseconds (μs).

<table>
<thead>
<tr>
<th>$R$ ($10^6$ km units)</th>
<th>go:Δt(ms)</th>
<th>return:Δt(ms)</th>
<th>Δτ_{eff}(μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>−51.987</td>
<td>51.999</td>
<td>12</td>
</tr>
<tr>
<td>50</td>
<td>−76.697</td>
<td>76.725</td>
<td>28</td>
</tr>
<tr>
<td>25</td>
<td>−70.007</td>
<td>70.056</td>
<td>49</td>
</tr>
<tr>
<td>8</td>
<td>−48.585</td>
<td>48.679</td>
<td>94</td>
</tr>
<tr>
<td>4</td>
<td>−36.699</td>
<td>36.833</td>
<td>134</td>
</tr>
<tr>
<td>2</td>
<td>−27.165</td>
<td>27.351</td>
<td>186</td>
</tr>
<tr>
<td>−2</td>
<td>27.351</td>
<td>−27.165</td>
<td>186</td>
</tr>
<tr>
<td>−4</td>
<td>36.833</td>
<td>−36.699</td>
<td>134</td>
</tr>
<tr>
<td>−8</td>
<td>48.679</td>
<td>−48.585</td>
<td>94</td>
</tr>
<tr>
<td>−25</td>
<td>70.056</td>
<td>−70.007</td>
<td>49</td>
</tr>
<tr>
<td>−50</td>
<td>76.725</td>
<td>−76.697</td>
<td>28</td>
</tr>
<tr>
<td>−100</td>
<td>51.999</td>
<td>−51.987</td>
<td>12</td>
</tr>
</tbody>
</table>

**Figure 2.** The calculated effective excess time delay, given in microseconds (μs), (fourth column in Table 1) for complete go-return round trips. The calculated data curves practically coincide with those, obtained by Shapiro ref. [20].
The fact that the Keplerian velocity field of the HQS round the sun correctly produces the effective excess time delay (Shapiro effect) fully corroborates the present HQS-dynamics gravitational mechanism.

8.1.2. The Gravitational Light Lensing Effect

Consider two light beams, coming from two distant stars and propagating toward the sun along two parallel paths as shown in Figure 3. First, in the region where the velocity of light $c$ has almost only a radial component, the wave vectors of the two beams will be refracted according to Equation (6a) by a total angle $+\alpha$, thereby the light beams gaining a small velocity component $V(r) = -(GM/r)^{1/2}$ along $-\phi$. This component cancels the drag by the solar velocity field. This however reduces the radial velocity component $c_r$ to $c_r = \left(c_{\text{HQS}}^2 - V^2\right)^{1/2}$. Near to the sun, where the solar velocity field achieves 436 km/sec and is mostly parallel (left in Figure 3) and anti-parallel (at the right) to the beams, refraction by Equation (6b) is dominant and the wave vectors are refracted oppositely by a total angle $-2\alpha$. Finally, after having passed by the sun and going away in the opposite side, the wave vectors again are refracted according to Equation (6a) by nearly an angle $+\alpha$. However, near to the sun, the solar velocity field is favorable to the prograde ray (left) so that it spends less time near to the sun and hence is refracted by a smaller angle $-(2\alpha - \delta)$. To the retrograde ray however (right) the solar velocity field is unfavorable and hence it spends a longer time near to the sun and refracts by a larger angle $-(2\alpha + \delta)$. This differentiated refractions by $\delta$, due to Equation (6b) causes a (symmetric) convergence of the rays that is responsible for the gravitational light lensing effect.

The value of $\delta$ can be calculated simply by multiplying the refraction rate Equation (6b) times the excess (or shortage) of time delays $\Delta t$, listed in Table 1.

![Figure 3. Gravitational light-lensing effect, by a heavy mass (Sun).](image-url)
On the solar surface \( R = 6.9565 \times 10^3 \text{m} \) and the refraction rate, given by Equation (6b), is \( W_\varphi \sim 0.0359 \text{deg/sec} \). Interpolating the value of \( \Delta t \) in Table 1 for light passing by the surface of the sun, we find the excess time delay at the retrograde side or the shortage of time at the prograde side of closely \( \Delta t = \pm 13.5 \text{ms} \). The product \( W_\varphi \times \Delta t \) gives \( \delta = 1.745 \text{arcsec} \), which is very closely the observed deflection angle, causing the convergence of light passing close by the solar surface.

### 8.1.3. The Non-Synchronous Arrival of the Pulsar Signals to Equidistant Earth-Based Antennas along the Earth’s Orbital Motion

Imaging astronomical objects with the help of interferometric methods can improve the images by orders of magnitude. To this end, it is necessary that the signals from the different receivers be synchronous, which is achieved with the help of the GPS clocks. However, on testing the, so synchronized clocks, by the arrival of the millisecond pulsar signals, there was a surprise. While the arrival of the pulsar signals to the antenna arrays along directions transverse to the earth’s orbital motion was synchronous, along the orbital motion of earth the arrival was out of synchrony, up to 4.2 \( \mu \text{sec} \) refs. [13] [14].

The aberration of star light is an old and well known feature in astronomical observations from earth. Usually the aberration angle is explained in terms of the orbital velocity of earth \( \sin \beta = V/c \). However, according to the present work, this aberration contains an additional feature that arises from the refraction rate Equation (6a) of light propagating from distant objects toward the sun. This refraction rate creates a velocity component of the light signal toward \( -\varphi \) and thereby reduces the radial velocity component to \( c_r = \left(c_{\text{HQS}} - V^2 \right)^{1/2} \). Correspondingly it slants the wave fronts by and angle \( \beta \), so that the wave fronts reach first the leading part of earth and only 4.2 \( \mu \text{sec} \) later the rear part.

### 8.1.4. The Perihelion Precession

An analogous differentiated refraction rate of the propagation velocity \( v \) of an orbiting body as in the preceding Section 8.A3 must be responsible for the perihelion precession of elliptical orbits. At the perihelion \( v_{\text{eff}} \) is parallel to the velocity field (prograde) and to the orbital velocity, which displaces it more rapidly (than the HQS), so that it has not time enough to recover the tangential direction. It recovers it only somewhat beyond the ideal perihelion point. In this way the perihelion advances a little bit in the prograde sense in each orbital round-trip.

### 8.1.5. Absence of Effects of the Solar Gravitational Field on the GPS Clocks

In the view of the present HQS-dynamics gravitational mechanism, the slowing of clock rates is caused by velocity with respect to the local HQS and not by relative velocity. Hence, clocks, stationary with respect to the local moving HQS, do not run slow. They show proper time as confirmed by the GPS clocks. The effective velocity of the GPS clocks, moving with earth round the sun, is zero with respect to the local moving HQS because earth is commoving with the local HQS.
in the Keplerian velocity field, creating the solar gravitational field. The effective velocity is given by:

\[ v_{\text{eff}} = V(r) - v_{\text{orb}} \equiv (GM/r)^{1/2} e_{\phi} - (GM/r)^{1/2} e_{\phi} \approx 0 \]  

(25)

All clocks orbiting in circular equatorial orbits round an astronomical body, which normally is moving itself in a direct circular equatorial orbit round a larger body (star or galaxy), are stationary with respect to the local HQS (local LFs). Such clocks all are naturally synchronous with respect to each other and all show closely the same proper time throughout the universe.

8.2. Effects of the Earth’s Field

8.2.1. The One-Way Light Velocity between Artificial Satellites

In order to measure the one-way velocity of light, it is necessary to have well synchronized clocks at each end of the one-way travel distance. Actually the atomic clocks in orbit can be synchronized by Einstein’s method down to 0.1 ns (time for light to propagate 3 cm). This synchronization is especially favorable for clocks along polar orbits. The most precise measurement of the one-way velocity of light was achieved with the help of atomic clocks in the robotic twin satellites of the GRACE project, moving both in the same polar orbit at 500 km of altitude and separated by ~200 km. In order to measure microgravity effects, these clocks need to be synchronized always to better than 0.16 ns. Continuous exchange of EM signals between these satellites, in both senses, has revealed a clear anisotropy of the signal velocity of nearly 8 km/sec, backward to the motion of the satellites the same velocity as the orbital velocity of the satellites. [15]

This observation evidences that a spatial medium (HQS) propagating the EM signals (light) exists and that it has no relevant velocity along polar orbits. The immediate consequence of this observation is the need of finding out a new interpretation for all the light anisotropy experiments performed in the past century. The next Section 8.B2 implements this.

8.2.2. The Michelson Light Anisotropy Experiments

The large majority of the Michelson experiments, searched for light anisotropy due to the orbital and cosmic motion of earth. They all found closely null results. This confirms that the orbiting earth is very closely stationary with respect to the local HQS as also evidenced by the absence of the gravitational slowing of the GPS clocks by the solar field. These null results also show that the solar system is stationary in the velocity field of the HQS, generating the gravitational dynamics of the Milky-Way galaxy and that our galaxy is stationary with respect to the HQS, despite the accelerated expansion of the universe.

From the view of the HQS dynamics, the only motion, that causes relevant anisotropy of the light velocity with respect to the earth-based laboratories, is the local velocity field of the HQS round earth itself in the sense of the Moon’s orbital motion and creating the earth’s gravitational field. On the earth’s surface this velocity reaches 7.91 km/sec. This predicts light anisotropy on earth of
somewhat less than 8 km/sec, a second order effect of only $10^{-10}$, constant the whole day and the whole year and therefore extremely difficult to be detected. Several light anisotropy experiments using laser cavities obtained null results. The small laser cavities are intrinsically unable to detect such low anisotropies, due to their quantized modes. Only a few of the Michelson light anisotropy experiments with the highest sensitivity and rotating within the earth-based laboratories have detected such small anisotropies, constant the whole day and the whole year. Figure 4 displays Miller’s results. [19]

8.2.3. Gravitational Time Dilation and Gravitational Spectral Red Shifts
The gravitational slowing of atomic clocks stationary in the earth's gravitational field and the gravitational spectral red-shifts of atoms are now well confirmed experimentally refs. [3] [21] [22]. To first order, these effects are proportional to \(\left(\frac{GM}{r}\right)/c^2\). On the earth-surface their effect is extremely small, in the order of \(10^{-10}\) and, excepting by Massbauer resonance scattering, are very difficult to be detected.

8.2.4. Gravitational Slowing Of Clocks in Direct Circular Equatorial Orbits Round Earth
According to the present work, slowing of the clock rates is caused by velocity with respect to the local HQS (LFs) and not by relative velocity. The gravitational slowing of the GPS clocks by the solar field, predicted by GR, is absent. These clocks display proper time, because they are stationary with respect to the local moving HQS in the Keplerian velocity field, creating the solar gravitational field. Analogously, clocks, moving in direct circular equatorial orbits round earth, too are stationary with respect to the local HQS in the Keplerian velocity field, creating the earth's gravitational field and too must display proper time. The orbital velocity of the geosynchronous satellites in direct circular equatorial orbits round earth, with an orbital radius of 42,224 km move at nearly 3.1 km/sec. Clocks in these satellites are stationary with respect to the local HQS and hence show proper time. Unhappily, to present date such an experiment is not known.

\[\text{Figure 4. The Nearly West-East light anisotropy, with respect to the earth-based laboratories, obtained 1925 and 1926 by D. Miller that is nearly constant the whole day and the whole year.}\]
8.2.5. Effects of the Velocity Field of the HQS on Clocks Moving in Non-Equatorial Circular Orbits Round Earth

In the view of the present work, clocks in direct circular equatorial orbits show proper time. However, clocks in circular polar orbits round earth are slowed two times more than a clock stationary at the same altitude and clocks in retrograde circular equatorial orbits are slowed four time more than a clock stationary at the same altitude. In particular the GPS satellites move at $2.02 \times 10^4$ km of altitude, along non-equatorial circular orbits inclined 55 degrees with respect to the earth’s equator and hence have a considerable velocity with respect to the local HQS in the Keplerian velocity field, creating the earth’s gravitational field. The GPS clocks have velocity components, given by $v_0(1 - \cos \alpha)$ along $-\phi$ and $v_0 \sin \alpha$ along $\pm \theta$, where $v_0 = 3.87$ km/sec and $\alpha$ is the angle of the orbital velocity $v_0$ with respect to the equator or parallels. The effective velocity at the equator is $v_0[2(1 - \cos \alpha)]^{1/2} = 3.574$ and the estimated average velocity of the GPS satellites with respect to the local HQS over the entire orbit is $\sim 0.8 \times 3.574 = 2.86$ km/sec. Analogously the Westward velocity of the earth-based station at Colorado highs with respect to the local HQS is about 7.4 km/sec. In addition, the velocity of the Cs atoms of 0.255 km/sec within the atomic clocks as well as a small transverse Doppler shift, due to the implicit velocity of the earth-based stations with respect to the local HQS must be considered. Altogether these effects achieve closely the observed $4.5 \times 10^{-10}$ sec/sec. ref. [3].

8.2.6. Drag of Neutrinos and Light toward the East by the Earth’s Keplerian Velocity Field

From the HQS-dynamics view, the velocity of light in the vacuum has a fixed value ($c = 299792458$ m/sec) with respect to the local HQS and not with respect to all the possible inertial references. The velocity of neutrinos is almost equal to the light velocity. Light and neutrinos are dragged, within gravitational fields, by the respective Keplerian velocity fields of the HQS. In the earth’s Keplerian velocity field Equation (5), the velocity of the HQS moves from West to East and achieves $V = 7.91$ km/sec on surface. This velocity adds up to the velocity of light and of the neutrinos, giving an effective velocity, given by $c' = c + V$, turning their velocity with respect to earth-based laboratories anisotropic. This is a fundamental prediction of the HQS dynamics gravitational mechanism.

In the neutrino experiment from CERN-Geneva-CH to OPERA-Gran Sasso-IT, the neutrinos speeded under-ground along a straight path of 730 km, making 58 degrees with the Meridians. In this case, the component of the earth’s velocity field of the HQS adds 6.716 km/sec to the presumed light velocity in vacuum. This is almost exactly the excess velocity found by the neutrinos team from CERN and gives an effective velocity of $c' = 299799174$ m/sec. Therefore, the neutrinos are predicted to reach the OPERA Lab $\sim 55$ ns earlier than presumed for light by the current theories. This however, does not break the light postulate. Light, along the same path (in vacuum) too would reach $\sim 55$ ns too early to the OPERA Lab.
In 2011 neutrinos from CERN were announced to reach too early to the OPERA Lab by very nearly 60 ns. This however was interpreted as a faster than light velocity, without any reasonable justification [23]. Later the data were withdrawn because of conflict with the light postulate [24]. From the view of the present work, this too early arrival must be correct and does not break the light postulate.

Actually this affair is in standby, waiting for a final verdict. New experiments are in course, also in the USA, in which neutrinos will be shut from the Fermilab (Chicago) to Stanford (South Dakota), distant 1300 km toward the West. These neutrinos thus will speed in the opposite sense of the earth’s Keplerian velocity field of the HQS that creates the earth’s gravitational field. In this case the neutrinos are predicted to reach Stanford more than 115 ns too late. However, light along the same path (in vacuum) too is predicted to reach too late by the same 115 ns.

If the predicted one-way anisotropy of the neutrinos is confirmed, this experiment, besides the many others, described above in the previous Sections, will turn the HQS dynamics an incontestable reality and constitute it into a top scientific achievement, rivaling in relevance with the discovery of the heliocentric system.

8.2.7. The Astronomical Motions Closely Track the Motion of the HQS throughout the Universe

The planetary orbits lie all closely within the equatorial plane of the solar Keplerian velocity field of the HQS and the orbit of the solar system lies closely within the equatorial plane of the galactic velocity field of the HQS. This orbital configuration minimizes the velocity of the astronomical bodies with respect to the local HQS. Wavelength stretching during the concomitant expansion of the HQS and of the universe reduces the kinetic energy of particles and the energy of radiation with respect to the local HQS, which is well demonstrated by the cosmic microwave background radiation. Moreover, the averaging down of random velocity, during gravitational agglomeration of matter into large matter bodies too reduces the velocity, momentum and kinetic energy of the particles with respect to the local HQS, converting it in heat. Visibly not only the planets of the solar system, not only the solar system in the Milky-Way galaxy, however astronomical bodies in general throughout the universe are very closely stationary with respect to the local HQS in the respective gravitational fields. This predicts the universality of the laws of physics.

8.2.8. Gravitational Waves

The occurrence of gravitational waves was predicted by Einstein’s GR. HQS dynamics predicts that binary systems naturally emit gravitational waves. However, the amplitude and frequency of usual binary stars are very low. Binary merges of neutron stars and black-holes however generate amplitudes and frequencies that are observable. In the black-holes the velocity of the HQS in the velocity fields \((GM/r)^{1/2}\), creating the respective gravitational fields, achieves the velocity of
light. In 2016, one century after Einstein’s prediction, the occurrence of gravitational waves, generated by the merge of a black-hole binary, finally confirmed Einstein’s prediction [25].


The HQS is a macroscopic quantum state of bosons, ruled by the principles of quantum physics. It plays a fundamental role in the microscopic quantum world giving mass and ruling the motion of the elementary particles. It plays a fundamental role in the macroscopic world of gravity too, where a Keplerian velocity field of the HQS Equation (5) implements the outside-inside spherical centrifuge mechanism of gravity that creates the centrifugal effects pulling matter toward the gravitational centers. This ingenious centrifuge mechanism governs the gravitational dynamics on earth, in the solar system and throughout the universe. It too predicts the non-Keplerian galactic gravitational dynamics, without the need of dark matter [26]. The HQS dynamics opens the way to the unification of all the force fields. In the scenario of the HQS dynamics, the astronomical bodies, throughout the universe, are all very closely stationary with the local HQS in the velocity fields creating the respective gravitational fields, which predicts the universality of the laws of physics. The macro physics of the HQS too governs the global dynamics, the accelerated expansion of the universe [12]. Without the presence of the HQS, the matter universe simply would not exist. The HQS literally creates and governs our universe.
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Abstract

Motion is a ground-laying concept in physics. Its meaning however depends fundamentally on the assumptions about the nature of empty space. In Einstein’s theory of relativity (TR), no absolute references can be defined and only relative motions are relevant. This however makes it impossible to understand why the motion of matter obeys the principle of inertia and why there exist laws of motion. The Higgs theory introduces radical changes in the current view about the nature of empty space. It introduces the idea that space is filled up by a real and very powerful quantum fluid medium, giving mass to the elementary particles by the Higgs mechanism. This Higgs Quantum Space (HQS) is locally an absolute reference for rest and for motions. It not only recovers an intrinsic meaning for motions, however literally governs the inertial motion of matter-energy. In this new scenario, the velocity of light is fixed with respect to the local HQS and velocity of matter with respect to the local HQS and not relative velocities are responsible for all the effects of motion. The Higgs mechanism is too responsible for the gravitational dynamics; because it is mass that creates the gravitational fields. Actually several clear experimental observations demonstrate that the HQS is moving round the sun consistently with the planetary motions. The present work therefore replaces Einstein’s spacetime curvature by a Keplerian velocity field of the HQS. This velocity field creates the ingenious outside-inside centrifuge mechanism of gravity. It also causes all the observed effects of the gravitational fields on light and on clocks.
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1. Introduction

The first query about the meaning of motions came about from the fact that local mechanical experiments cannot detect uniform rectilinear motion of the laboratory reference, which is known as Galilean invariance of the laws of mechanics. In Einstein’s view, the null results of the light anisotropy experiments demonstrate that local electromagnetic experiments cannot reveal the motions of the earth-based laboratories, too. In the Special Theory of Relativity (STR), Einstein generalized this conclusion, postulating that the laws of physics are all invariant with changes of the reference, which he named Principle of Relativity.

In order to implement this assumption, he postulated the intrinsic constancy and isotropy of the velocity of light with respect to every possible inertial reference, which, in his view, is confirmed by the null results of the light anisotropy experiments. With base in these facts, Einstein rejected the Aether theories and concluded that empty space contains nothing that can represent a reference for rest and for motions and or be a medium of propagation for light. Motions have no intrinsic meaning. Only relative motions are relevant in physics and only they cause physical effects. In this way, the STR has reduced motions to simple changes in the spatial configuration of reference points as a function of time.

In the absence of a natural reference for rest and for motions, each observer can simply consider him to be hypothetically stationary and define his own proper reference frame, in which stationary clocks show proper time and meter sticks have proper lengths. In Einstein’s view, a hypothetical stationary observer can compare the rate of his clocks and the length of his meter sticks with the rate of moving clocks and the length moving meter sticks. He textually writes [1] [2] that, if the velocity of light is isotropic in the reference of the hypothetically stationary observer, it cannot anymore be isotropic, from the view of this stationary observer, in a relatively moving reference. Otherwise, the principle of the constancy of light velocity would be broken. However, anisotropic velocity of light, in the moving reference, is well-known to inexorably lead to an increase of the light go-return round-trip time between two mirrors. In order to make it possible at all that measurements of the velocity of light in the moving reference, by the method of light go-return round-trips and clock, to give the same value as in the hypothetically proper reference, Einstein introduced the idea that, from the view of the stationary observer, clocks in the moving reference run slow in exactly the same proportion as the light go-return round-trip times. Moreover, in order for the moving observer to find light to be isotropic in his reference, Einstein added, apparently motivated by the null results of the Michelson light anisotropy experiments, that distances, in the moving reference, are shortened along the direction of motion exactly in a proportion to make the light round-trips to appear isotropic. From this generic thought experiment, Einstein concluded that relatively moving clocks run slow, moving meter sticks are shortened and postulated that the observed velocity of light is a universal constant c that is intrinsically isotropic in any possible inertial reference. He also
concluded and postulated that the laws of physics, discovered in one inertial reference, are good in any other inertial reference, which is the Principle of Relativity.

If the observer in a proper reference defines a rectangular Cartesian coordinate frame \((x, y, z)\), and a time axis \(t\), the changes in the spacetime coordinates, for relative velocity \(v\) along the \(x\) axis are described by the famous Lorentz transformations:

\[
\begin{align*}
x' &= \frac{x - vt}{\sqrt{1 - v^2/c^2}} \\
y' &= y \\
z' &= z \\
t' &= \frac{t - \frac{vx}{c^2}}{\sqrt{1 - v^2/c^2}}
\end{align*}
\]

where \(c\) is the velocity of light.

Within the scenario of the STR these Lorentz transformations reproduce well the observations on earth. They in particular, predict that a light pulse, emitted from the origins of a stationary and a moving reference frame, at the exact instant their origins coincide, propagates in both references as spherical wave fronts. Observations on earth apparently confirm well the predictions of the STR. However, if they reproduce the experimental observations in other situations never has been tested.

The STR has lead to many fundamental and very important discoveries that actually play part in the human life. However, the characteristic reciprocal symmetry between relatively moving observers leads to many unsolvable paradoxes, for which there are no experimental data to confront. From all the problems with the STR, the most serious shortcoming is the fact that it cannot give a satisfying explanation for the origin of the observed inertial behavior of the matter bodies. In the idle empty space of the STR, it is impossible to understand why matter bodies obey the principle of inertia and why they follow laws of motion. Einstein tried to justify the inertial mass in terms of coupling of local matter to distant matter in the universe, which however entails an arcane instantaneous action from the infinite. A scientifically sound explanation for the origin of the inertial behavior and the inertial mass of matter became known only 60 years later with the Higgs theory. This theory makes radical changes in Einstein’s view about the nature of empty space assuming that space is filled up by a real quantum fluid medium.

Actually the atomic clocks in orbit can be synchronized by Einstein’s method to within 0.1 ns, time for light to propagate 3 centimeters, which is precision enough to measure the one-way velocity of light. Several experimental observations, achieved with the help of such tightly synchronized atomic clocks in orbit, reveal clear anisotropies of the velocity of electromagnetic signals (light) between the satellites. These observations constitute a conclusive verdict against
the postulate of the intrinsic isotropy of light. The coming Section 3 gives details. Please see also Refs. [4] [5].

In the General Theory of Relativity (GR) [2] [6] Einstein has introduced the Principle of Equivalence, the equivalence of gravitational and inertial effects. With base in this principle, he extended the ideas of the STR to the physics within gravitational fields. By an ingenious thought experiment he discovered that gravitational fields cause time dilation (slowing of clocks). He imagined an atom in its ground state that after absorbing a photon of energy \( E = mc^2 \), where \( m \) is the relativistic mass of the photon, is lifted in the gravitational field by a working force to an altitude \( h \). Due to the increased mass of the excited atom, the working force must work harder than for the same atom in its ground state. Thereby the excited atom gains an excess energy of \( mgh \). At the higher altitude, the excited atom may relax emitting a photon with the correspondingly increased energy. This increased energy is the excitation energy of this atom at the higher altitude \( h \). By this simple thought experiment, Einstein has demonstrated that a gravitational field lowers the atomic frequencies and slows the rate of clocks. For stationary clocks in sufficiently weak gravitational fields, Einstein obtained a gravitational time dilation, given by \( t = t_0 \left(1 - 2U/c^2\right)^{1/2} \), where \( 2U = 2GM/r \) is the square of the local escape velocity from the gravitational field, in which \( G \) is the gravitational constant and \( M \) is the mass of the gravitational source. Actually, the atomic clocks, stationary in the earth’s field, corroborate very precisely the time dilation predicted by GR.

In order to explain the gravitational dynamics, Einstein has introduced the idea that the mass of large astronomical bodies significantly curve the geometry of spacetime in their neighborhood, causing a mix of space and time components. This curvature is expressed by his famous field equations for the metric tensor \( g_{\mu\nu} \):

\[
G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu},
\]  

(2)

In this Equation \( R_{\mu\nu} \) is the Ricci curvature tensor, \( R \) is the scalar curvature, \( g_{\mu\nu} \) is the metric tensor of the space-time geometry, \( G \) is the gravitational constant and \( T_{\mu\nu} \) is the mass-energy tensor. In this curved spacetime the path of force-free bodies (in orbit or in free-fall) follows geodesic lines. For weak gravitational fields the curved spacetime is approximately characterized by the invariant length of the line element \( ds \), the square of which, in terms of spherical coordinates \((r, \theta, \phi)\), is given by:

\[
ds^2 \approx \left[1 - \frac{2U}{c^2}\right] dt^2 + r^2 \left[1 - \frac{2U}{c^2}\right] \left(d\theta^2 + \sin^2 \theta d\phi^2\right) - \frac{2U}{c^2} \left(dt - \frac{2U}{c^2}\right) dr^2 - c^2 \left[1 - \frac{2U}{c^2}\right] \left(d\theta^2 + \sin^2 \theta d\phi^2\right)
\]  

(3)

where \( w \) is the angular term. In this equation the coefficients \( \left[1 - \frac{2U}{c^2}\right] \) and \( -c^2 \left(1 - \frac{2U}{c^2}\right) \) are respectively the diagonal \( g_{11} \) and \( g_{44} \) components of the Schwarzschild metric tensor. [7] The last term of this equation expresses the gravitational time dilatation as viewed by a stationary external observer, where
0d is an infinitesimal time interval in the absence of a gravitational field. In the first term dr is an infinitesimal interval of radial distances in the absence of a gravitational field. According to GR, due to spacetime curvature, the direction of the time axis is different outside and inside a gravitational field. This has the consequence that, from the view of an external observer, the rate of the time evolution of any physical process (clocks) within the field is lowered. The time axis has a space like component, which lets the time like component shorter than c0d. Moreover, due to the stretching of the radial distances, in the first term, the velocity of a light pulse, propagating, toward the gravitational center, will appear, from the view of an external observer, to apparently be decreasing. The velocity of light along r has a time like component.

In Einstein’s view, the effects of the gravitational acceleration, in a free-falling elevator, are locally canceled. This is often alleged, with base in the principle of equivalence, to recover the situation of a proper reference in which all the effects of the gravitational field are locally canceled. [8] Free-fall certainly cancels locally the gravitational pull and the light bending. However, to present day, no experimental test proves that free-fall cancels the gravitational time dilation in a free-falling reference.

It is well known that, within a gravitational field, any free-falling reference, fulfilling locally the conditions of an inertial reference at a given point of space, is accelerated and non-inertial with respect to free-falling inertial references at all different points of space. References falling along the same radial coordinate recede from each other at an accelerated rate and references falling along different radial coordinates approximate each other at an accelerated rate. Therefore, if elevators fall freely from all different possible altitudes, their velocities, at a given spatial point r0, have all the possible different velocities from zero up to the local escape velocity (2GM/r)1/2. How can all these elevators with all so different velocities, at the same point of space, be proper references? The model of the free-falling references has another even much more serious trouble. It cannot give rise to the gravitational pull. The problem is that the velocity of the free-falling inertial references from the infinite has a constant value (2GM/r)1/2 and a fixed direction at any fixed point of space r0. A constant velocity with a fixed direction cannot give rise to an inertial pull. Within the context of the TR, obviously none of the free-falling references has an absolute character and none is preferential. From the view of a stationary body at any given fixed point r0, the acceleration of the free-falling inertial references is locally zero (dv/dr|r0 = 0). The velocity is a function of r however not of time. Therefore, anybody, brought to rest at any given point r0 and then released, will remain stationary in an unstable equilibrium. Any perturbation however will initiate a runaway departure upward or downward.

The next Section 2 introduces the scenario of the Higgs quantum fluid spatial medium, responsible for the mechanical properties of matter. Section 3 shows that a Keplerian velocity field of this Higgs quantum space round the astronomical bodies creates an ingenious outside-inside centrifuge mechanism that gene-
rates the observed gravitational dynamics and gives rise to all the observed effects of the gravitational fields on light and on clocks. Section 4 implements this centrifuge mechanism in the gravitational dynamics.

2. The Meaning of Motions in the Scenario of the Higgs Quantum Fluid Space

The Higgs theory [9] [10] introduces drastic changes in Einstein’s view about the nature of empty space. In order to explain the origin of the inertial behavior of the elementary particles, the Higgs theory introduces the idea that space is filled up by a real quantum fluid spatial medium, giving mass and mechanical properties to the elementary particles by the Higgs mechanism. This Higgs Quantum Space (HQS) is much more than simply a reference for rest and for motions. It literally governs the motions of matter-energy. The Higgs mechanism is the perfect HQS analog of the Meissner effect in superconductivity that gives mass to the photons within superconductors [11]. Motion of the elementary particles in the HQS is propagation of confined wave mechanisms that has a well-defined intrinsic meaning. Motion of these wave mechanisms in the HQS involves a lot of physics that gives to the motions an absolutely different meaning than the dynamics of points in the empty space of the STR, in which there is nothing to which the elementary particles can couple and acquire inertial properties.

In the language of the Field Theories, the Higgs quantum fluid spatial medium arises from the breakdown of the electroweak symmetry immediately after the big-bang, caused by the scalar Higgs field, into the weak force doublet and the electromagnetic (EM) field. Subsequently, while the EM field has preserved its $U(1)$ symmetry, the weak-force doublet has spontaneously broken its $U(1)$ symmetry and, by a second order phase transition, has condensed into a macroscopic quantum fluid state, liberating an enormous amount of energy. The condensate has four components, two charged components with spin one, one chargeless component with spin one and one chargeless with spin zero. The three first components are responsible for the mass of the vector bosons $(W^+, W^-, Z)$ by the Higgs mechanism. The forth component, to be referred to by Higgs condensate or Higgs Quantum Space (HQS), remains free and is responsible for the mass of the quarks and leptons by an indirect Yukawa like mechanism. The purpose of the present work is not discussing details of the paraphernalia of the Higgs theory, however to implement its very important impact in the scenario of the universe. Note that without mass there is no linear momentum, no angular momentum and no matter universe.

Likewise usual quantum condensates, the Higgs condensate can be described by the usual macroscopic Ginsburg-Landau [12] like order parameter: $\Phi = \phi(r) e^{i\theta}$ where $\phi(r)$ is an amplitude and $e^{i\theta}$ is a phase factor. In the condensate the phase $\theta$ assumes a well-defined value $\theta_0$ between zero and $2\pi$. This order parameter is a macroscopic wave-function that describes collectively all the bosons of the condensate. It is important to note that, in quantum fluids, no clas-
sical motions can be considered. In the quantum fluids, the motions (flows) are
governed by phase gradients of the order parameter, resulting in velocity fields
of the condensate (probability currents). This is not so different from Fermions
currents in the atomic orbitals.

The order parameter very strongly suppresses disordered and turbulent motions
in the condensate. Moreover, even if the curl of the velocity field $V(r)$ of
the quantum fluid is non-zero ($\text{curl}V(r) \neq 0$), the flow can be inviscid and
totally frictionless (laminar) up to a characteristic limit that depends on each
quantum fluid. For instance, in superconductivity, the velocity in the velocity
field (screening currents) of the superconducting condensate, confining and
quantizing the local magnetic field by the Meissner effect, [13] falls exponentially
with the radial distance from the quantized magnetic fluxons. The screening ve-
locity field has a non-zero curl and despite this it is perfectly inviscid, laminar
and frictionless. In the case of the HQS the zero viscosity holds up to a limit,
given by the $(1/r)^{1/2}$ dependence, where $r$ is the distance from the source.

In terms of the Real and Imaginary components of the order parameter, the
characteristic form of the potential well, created in the spontaneous breakdown
of the $U(1)$ symmetry of boson systems (superfluids, superconductors and also
of the Higgs quantum fluid) has the form:

$$U(\rho) = -n(\Phi^* \Phi) + m(\Phi^2 \Phi)^2$$

(4)

Figure 1 visualizes the characteristic form of the potential well of condensed
bosons. In Equation (4), the value of the negative coefficient ($-n$) of the bonding
term is considerably larger than the positive coefficient ($+m$) of the anti-bonding
term. Therefore, the minimum of the effective potential energy occurs at a finite
value $\Phi^* \Phi = n/2m$, which is known as a non-zero vacuum expectation value.
Many properties of the different quantum condensates are closely analogous.
They differ only by the properties of their constituent particles (bosons) and
consequently the different fields that couple to them. The Higgs quantum fluid
space is referred to as Higgs Quantum Space (HQS), because it forms the space
in which the matter universe budges.

Figure 1. Characteristic potential well of Bose-Einstein Condensates: A red arrow indicates the transition toward the lower energy phase coherent state with the well-defined phase $\theta_0$. 
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While the conventional quantum fluids (superfluids and superconducting condensates) are stabilized by a low energy gap of only about 1 meV (one millielectronvolt) and condense only at very low temperatures, the transition temperature of the Higgs begins shortly after the big-bang at about $10^{15}$ K and the condensate is stabilized by a huge energy gap, that, according to the Glashow-Weinberg-Salam electroweak model, achieves 200 GeV. [14] [15] The HQS is an extremely phase rigid and stable quantum fluid. However, likewise the usual quantum fluids, it is at the same time perfectly conservative. Only high energies, in the order of MeVs, can excite local Goldstone modes. However, once excited, these perturbations automatically become indefinitely persistent.

In the conventional and well-known quantum fluids, any local phase gradient causes motion of the condensate along the phase gradient at a velocity proportional to the magnitude of the phase gradient. For instance, an electromotive force difference, applied to the extremities of a superconducting wire, creates an increasing phase gradient along the conductor and an increasing super-current. However, once excited, the current automatically becomes permanently persistent. It can be stopped only by an opposite electromotive force.

Some people insist to call the Higgs quantum fluid spatial medium as quantum aether. In reality this Higgs Quantum Space (HQS) has nothing in common with the Maxwellian aether. The Maxwellian aether is an extremely tenuous hypothetical classical fluid, filling up the empty space. It is at the same time extremely frail and extremely rigid. In GR empty space (vacuum) is described in terms of the stress-energy tensor of a perfect (classical) fluid. A perfect fluid is a system of uncorrelated, well localized and distinguishable ideal particles. The physics of a perfect fluid is a many-body problem. In the Standard Elementary Particle Model, the empty space (vacuum) is described in terms of a nearly infinite number of oscillators. The zero-point energy (vacuum state) of these oscillators leads to the scandalous vacuum energy density that is 120 decimal orders of magnitude larger than shown by observations [14] [15].

The HQS, far from a perfect (classical) fluid, is a macroscopic quantum state of very strongly correlated bosons with spontaneously broken $U(1)$ symmetry and condensed into a highly phase coherent and extremely rigid macroscopic quantum ground state. This condensate is an integrated system, a one body problem, ruled by an extremely powerful Ginsburg-Landau [12] like order parameter. Therefore, the HQS very strongly suppresses the quantum fluctuations and the zero-point energies of the various force fields, turning their contribution to the vacuum energy density irrelevant. The HQS may be conceived as one unique oscillator the size of the universe where the frequency of the Higgs modes tends to zero (takes cosmological eras) and the wave-length tends to the infinite. In this scenario, the universe must be conceived as an adiabatic system, in which the total energy (the condensation energy of the Higgs condensate) is conserved. Actually this energy is composed of the residual condensation energy that still has not been converted into other forms of energy and the energy, due to the ordinary matter. Ordinary matter holds back the advance to the minimum
energy in the Higgs potential well Equation (4), analogously as a strong magnetic field holds back the superconducting condensate from its advance to the minimum of energy. In the ground state, the amplitude of the Higgs order parameter is intrinsically very closely constant and the density \( \rho = \Phi^* \Phi = \phi^2 \) of the condensate is intrinsically highly uniform throughout the volume of the universe, which may solve the horizon and flatness problems of cosmology.

The HQS (Higgs quantum fluid, filling up the whole of space) confines and quantizes the elementary particle fields, giving them inertial mass by a direct or indirect Higgs mechanism. This mechanism is the perfect HQS analog of the Meissner effect in superconductivity. The EM field that couples to the EM vacuum fluctuations does not couple to the HQS and is not confined by the HQS. It remains long-range and the photons have no rest mass in free space. If the HQS gives inertial mass to the elementary particles, it necessarily governs the inertial motion of matter-energy and is the local ultimate, locally absolute and local preferential reference for rest and for motions. The HQS materializes the local Lorentz frames (LFs) into local proper LFs, intrinsically stationary with respect to the local HQS. In this scenario, an observer cannot anymore arbitrarily define his proper reference. The local proper references are intrinsically defined by nature, by the local HQS itself. An observer will be in a proper reference only if he is stationary with respect to the local HQS. This will be seen to be very closely the situation of the planets in the solar system and also is the case of the solar system in the Milky-Way galaxy and in the case of galaxies in general throughout the universe. This is the true reason of the isotropy of light with respect to earth and of the universality of the laws of physics [4] [5] [16].

The physical mechanism creating the inertial mass of a field that couples to a quantum condensate is intimately related with the field confining mechanism. In superconductors of type II, the solenoidal vector potential of the magnetic field that couples to the charged superconducting condensate, induces solenoidal phase gradients in the order parameter and, consequently, solenoidal quantized screening currents, the Lorentz forces of which thrust and compress the magnetic field into quantized flux quanta. The inertial behavior of these field quanta (Photons) is due to the fact that their acceleration, within the condensate, needs to create asymmetries in the phase gradients of the order parameter, generating additional screening currents that too are perfectly persistent. This persistence is the origin of their inertial behavior. Quantum fluids have the characteristic property by which any motion and any dynamics, excited in them, is perfectly persistent, giving rise to the inertial behavior. A superconductor also can develop macroscopic screening currents in the border of a superconducting piece. The Lorentz forces, generated by these screening currents, expel the magnetic field (magnetic fluxons) out from the superconductor, because this lowers the effective energy of the superconducting condensate. It also is observed that quickly cooling down a bulky superconductor (from outside), its temperature lowers non-homogeneously and the sample becomes superconducting in the border layer before its interior. In this process the magnetic field is swept inward.
and compressed, letting place behind for additional magnetic flux to penetrate from outside. This is the well-known and intriguing high field paramagnetic Meissner effect of superconductors [17]. The magnetic flux compression in this situation is quite similar to the gravitational compression of the matter fields into astronomical bodies that are bubbles of weakened Higgs order parameter. The different topologies in the Meissner effect and in the Higgs mechanism arise from the different ranking of the confined fields.

Internal circulation of quantum fluids can in no way be conceived as classical motions. In quantum physics even the motion of individual particles must be conceived in terms of the propagation of modulated wave-packets. The motion of such wave-packets or wave-functions has locally a wave character; however it too has classical aspects in the measure the wave-packet is localized in a finite region of space, which is the particle character. This is the wave-particle duality. Note that even a superconductor, if it is localized within a finite region of space, has classical aspects. For instance, a cold superconducting piece can move like a classical body. However, the volume of the HQS visibly has no limiting border, which eliminates totally the possibility of observing classical aspects in it. In quantum fluids the wave functions of the bosons are fully entangled. They have lost their individuality and are indistinguishable. The phases of the wave-functions of individual bosons are coherent with those of all the other bosons of the condensate. They are extended and have non-zero amplitude throughout the volume of the condensate. Within the quantum fluid there is nothing like a succession of positions of its parts as a function of time. Likewise the motion of electrons in atomic orbitals, the circulation in quantum fluids (probability currents) are created and governed by phase gradients of the order parameter and internally exhibit no classical aspects. Although perfectly real, the flow of quantum fluids is almost totally imperceptible. Only very specific fields, coupling to the quantum fluid are affected by this motion. If the circulation within the quantum fluid is along a closed loop, (analogously as in the atomic orbitals), the phase factor necessarily satisfies quantization rules. This is well known in superfluids and in superconductors and gives rise to the quasi-particles: Rotons, Maxons and Vortices.

If the Higgs mechanism creates the inertial mass of matter, it necessarily is responsible too for the gravitational dynamics, because it is mass that creates the gravitational fields. Without mass there are no gravitational fields and no gravitational dynamics. Likewise the usual quantum fluids move along phase gradients of the respective order parameter, the Higgs quantum fluid medium, too can itself move, in the ordinary space, along phase gradients according to a well-defined velocity field. If this velocity field has a velocity gradient, it creates inertial dynamics on matter-energy, which according Einstein’s principle of equivalence is gravitational dynamics. Actually, several experimental observations (please see the next Section 3), indicate that the HQS is moving round the sun according to a velocity field consistent with the orbital motion of earth. In such a velocity field earth is stationary with respect to the local HQS and is very
closely a proper reference (proper Lorentz frame) in which clocks show proper
time and light is isotropic.

The Higgs Quantum Space (HQS) is much more than simply a local ultimate
(locally absolute) reference for rest and for motions. It literally governs the iner-
tial motion of matter-energy (wave-packets). In the scenario of the HQS, the ve-
locity of light has a fixed value \( c \) and is isotropic with respect to the local HQS
and not with respect to every possible observer. This velocity \( c \) is the maximum
velocity at which the order parameter of the Higgs condensate (HQS) transmits
the phase perturbations. The HQS provides a *locally absolute meaning* to the
motions. On the other hand, the velocity of light is anisotropic in any reference
(LF) moving with respect to the local HQS. Moreover, all effects of motion on
particles, on light and on clocks are due exclusively and uniquely to velocity with
respect to the local HQS and not to relative velocity. The local HQS constitutes a
local absolute reference for rest and for motions and the velocity with respect to
the local HQS is absolute velocity, however only locally.

In the TR, the elementary particles are seen as existences in themselves, in-
nately having mass, charge, spin etc. They are intrinsically associated with fields.
According to this theory, their motion has no intrinsic meaning and only rela-
tive velocity is relevant to physics. In the Higgs theory the elementary particles
are seen as confined field (wave) objects, as local perturbations in the Higgs or-
der parameter. Their motion with respect to the local HQS has yes locally an in-
trinsic meaning. The HQS offers no mechanical resistance to the motion of these
particles because; 1) it is a perfectly conservative quantum fluid and 2) these par-
ticles propagate in it as localized wave mechanisms and hence cannot collide
with the local HQS. Likewise usual water and sound waves, these wave mechan-
isms, from the perspective of an observer moving with respect to the local HQS,
are affected by Doppler shifts. However, likewise usual quantum fluids the HQS
too can itself move according to a certain velocity field and distort it causing
wavelength stretching-contraction and refractions. Actually various experimen-
tal observations demonstrate that the HQS is moving round the sun and round
earth according to macroscopic Keplerian velocity fields, giving rise to the inge-
nious outside-inside centrifuge mechanism of gravity that is responsible for the
observed gravitational dynamics.

### 3. The Effects of Motion with Respect to the Local HQS in
Free-Space and within Gravitational Fields

In conventional physics, motion is change of position in the ordinary space as a
function of time. In order to describe motions, it is necessary to define first a
reference frame with space and time coordinates. A system of orthogonal Carte-
sian axes \( (x, y, z) \), scaled by units of length and a clock scaled by units of time \( t \)
is the most usual definition. The position and motion of a point can be made by
specifying the coordinates along the \( x, y \) and \( z \) axes as a function of time \( t \), or in
terms of the spherical coordinates \( (r, \theta, \phi) \) as a function of time \( t \). If this refer-
ence frame represents the absolute rest, velocities with respect to it are absolute velocities. In his Theory of Relativity (TR) Einstein rejected the possibility of an absolute reference and hence, from the view of the TR, absolute motions are a meaningless concept. Einstein insisted that only relative motions and relative velocities are relevant in physics. In this scenario, every observer can arbitrarily define his own proper reference and consider all the other references as moving references. However, all the proper references, defined by all the different observers are equivalent and none of them is preferable. This leads to the problematic reciprocal symmetry between inertial observers. Consider two observers A and B in motion with respect to each other. In the view of each observer, his clock shows proper time and his meter sticks have proper lengths. However, in the view of observer A, the clock of B runs slow and in the view of observer B, the clock of A runs slow. This is the famous twin paradox to which there is no possible solution. Many other unsolvable paradoxes can be found in the literature.

In the scenario of the HQS, the definition of references is radically different from that in the TR. In the scenario of the HQS, which is the local ultimate (locally absolute) reference for rest and for motion of matter-energy, Einstein’s inertial observer cannot anymore arbitrarily define his own proper reference. He only can consider him to be in a proper reference if he is stationary with respect to the local HQS. The Local HQS is the local proper (absolute) reference for rest and for motion. However, the HQS can itself move and, if this motion is non-homogeneous, the reference changes from point to point. Therefore, a universal absolute and proper reference is not possible. Only local absolute references can be defined, in which a stationary clock shows proper time and light is isotropic. Any local reference, moving with respect to the local HQS is not a proper reference. In this scenario, the references of two observers, at different points of space, can both be proper references. This however is possible only if both are stationary with respect to the local HQS. It will be seen that the planets of the solar system are all very closely stationary with respect to the local HQS and so implement very closely this situation.

Clocks count time with the help of a time standard that may be a classical or a quantum oscillator. Such oscillators are essentially wave-packets propagating in go-return round-trips within a potential well. In the case of the atomic clocks, the time standard is an electromagnetic (EM) cavity in which the oscillations of the EM field are tuned to the very stable frequency of the hyperfine transition of Cs atoms. These clocks can measure time within a precision better than 0.1 ns. However, such time standards are affected by velocity of the clocks with respect to the local HQS. The oscillation period of the time standard is ruled by the effective velocity of the wave-packets (Photons) in the go-return propagation within the cavity and within the atomic shells of the Cs atoms. Such effects are well-known from the Ives-Stilwell like experiments [18]. It however is important to note that in these experiments the Hydrogen atoms speeded at several thou-
sand km/sec. The experimental observations, to be discussed here, after the coming Equation (6) below, show that the earth-based laboratories do not achieve 8 km/sec, which certainly cannot introduce a detectable effect in the Ives-Stilwell experiments. The period \( T \) of the round-trip times of the time standards, moving at a velocity \( v \) with respect to the local HQS, is given by the well known equation:

\[
T(v) = T_0 \left(1 - v^2/c^2\right)^n
\]

where \( T_0 \) is the period of a Cs atom stationary with respect to the local HQS (the proper reference). The exponent is \( n = 1/2 \) for oscillations transverse to \( v \) and \( n = 1 \) for longitudinal oscillations. Hence, the clock rate depends on the value of the velocity \( v \) of the clock with respect to the local HQS and also on the direction of the oscillations of the time standard with respect to the velocity vector of the clock. Interestingly, the rate of clocks decreases in exactly the same proportion as the light go-return round-trip time between two mirrors. This is not a mere coincidence. In fact, the go-return light round-trips between two mirrors and the go-return of the electromagnetic field in the potential well of the time standard (oscillator) are affected in exactly the same proportion by motion with respect to the local HQS [18]. Therefore, measurements of the velocity of light, by the method of light go-return round-trips and clock, necessarily are independent from the velocity of the laboratory with respect to the local HQS. However, this invariance clearly is an experimental artifact and in no way proves that the one-way velocity of light really is an invariant.

Actually, several clear-cut experimental observations are in conflict with the relativistic conception. Clocks stationary within gravitational fields (on earth) show exactly the gravitational slowing predicted by GR (please see last term in Equation (3)). The GPS clocks, moving with earth round the sun, could easily detect the gravitational slowing by the solar field. They however show no any effect [19] [20]. Clearly the orbital velocity of earth cancels the gravitational slowing by the solar field, demonstrating that earth effectively is a proper reference (stationary with respect to the local HQS). Current theories explain this absence in terms of Einstein’s principle of equivalence. However, these same GPS clocks too are moving along circular orbits round earth and, according to this interpretation of the principle of equivalence, this orbital motion too should cancel the gravitational slowing be the earth’s field. However, the gravitational slowing by the earth’s field is well observed. References [4] [16] explain exactly why.

In the past century a large number of light anisotropy experiments, performed on earth, searching for light anisotropy, due to the orbital and cosmic motion of earth, gave null results. From the perspective of the present HQS, these observations consistently confirm that earth is stationary with respect to the local HQS and is a proper reference (a proper Lorentz frame). The absence of the gravitational slowing of the GPS clocks by the solar field and the absence of light anisotropy with respect to the moving earth, in reality are the signature of the true
physical mechanism of gravity, as will be shown hereafter. Einstein could have concluded from the observed null results of the light anisotropy experiments that earth is stationary with respect to the spatial medium propagating light. Rapidly he would have discovered the ingenious outside-inside centrifuge mechanism of gravity [4] [16]. He nevertheless had reasons to think otherwise.

Actually the atomic clocks in orbit can be synchronized by Einstein’s method to within a precision of 0.1 ns or better, time for light to travel 3 centimeters. For clocks moving in polar orbits, this synchronization method is especially favorable, because the go-return travel time between the earth-based station and the satellites is isotropic along the whole orbit (please see Equation (6) below). With the help of these tightly synchronized atomic clocks, the one-way velocity of electromagnetic signals (light) has precisely been measured. Such measurements are very helpful to define the characteristic form of the velocity field of the HQS.

The most precise measurements of the one-way velocity of EM signals (light) was achieved with the help of the atomic clocks in the robotic twin satellites of the GRACE project, moving at nearly 8 km/sec along a same polar orbit, at 500 km of altitude and separated by about 200 km. In the measurements of microgravity effects, EM signals are continuously exchanged forward and backward between these satellites. Moreover, their clocks need to be synchronized to better than 0.16 ns. In these experiments, the one-way velocity of the EM signals was measured in both senses. The results have shown a clear anisotropy of about 8 km/sec, backward to the orbital motion of the satellites. This value is exactly the orbital velocity of the satellites and corresponds to about 17 ns of excess or shortage of time of flight [3]. This observation unambiguously breaks the intrinsic isotropy of light and has the consequence that the null light anisotropy results, found in the past century, need a new interpretation. In fact the observed null results of the light anisotropy experiments are not due to the intrinsic isotropy of light, however to the fact that the moving earth is stationary with respect to the local HQS.

The above experimental observations all together demonstrate that earth is stationary with respect to the local HQS in the solar field and that the velocity of the HQS round earth (and round the sun) has no North-South component. However, earth obviously cannot be considered to be in a privileged kinematical condition in detriment to all the other planets. All the planets must equally be nearly stationary with respect to the local HQS. This is not difficult to accomplish as the planets move all along direct circular orbits that lie all closely within the plane of the solar system. The above described experimental observations can make a sense only if the HQS is circulating round the sun according to a Keplerian velocity field, consistent with the planetary orbital motions and round earth consistently with the orbital motion of the Moon. In spherical coordinates, the form of the velocity field \( V(r, \theta, \phi) \) is:

\[
V(r) = \left(\frac{GM}{r^2}\right)e_{\phi}
\] (6)

In this Equation, \( G \) is the gravitational constant, \( M \) is the mass of the gravita-
tional source (sun), $r$ is the radial spherical coordinate and $e_\phi$ is a unit vector along the azimuthal spherical coordinate $+\phi$. This is a very simple velocity field round the $Z$ axis. It has a non-null component only along the $+\phi$ spherical coordinate. In this velocity field the magnitude of the velocity is spherically symmetric. This Keplerian velocity field is responsible for the ingenious outside-inside centrifuge mechanism of gravity that is the quintessence of the gravitational fields. Section 4 will show that it accurately creates the observed gravitational dynamics, the orbital motions, the gravitational acceleration, the gravitational pull etc. Refs. [4] [5] [16] also show that it accurately produces all the observed effects of the gravitational fields on light and on clocks. It causes the observed gravitational slowing of the atomic clocks, stationary in a gravitational field, exactly as predicted by the GR. It predicts the absence of the gravitational slowing of the GPS clocks by the solar field. [4] It predicts the absence of light anisotropy with respect to earth. It precisely predicts the observed Shapiro effect [21] not as a result of the increased geometrical distances, due to the spacetime curvature, however as a result of the effective velocity of the radar signals $(c' = c \pm GM/r)$ in the the go and return travels in the solar Keplerian velocity field of the HQS. [4] [16] It also predicts all the other observed effects of the solar and the earth’s gravitational fields on light and on clocks. Sections 4 gives more details.

In the solar Keplerian velocity field Equation (6) that achieves 436 km/sec on the solar surface and about 30 km/sec at the earth’s orbit, earth is moving round the sun along a direct nearly circular equatorial orbit at a velocity very closely equal to that of the local HQS. The absence of the gravitational slowing of the GPS clocks by the solar field and the absence of light anisotropy, with respect to earth, show that earth effectively is very nearly stationary with respect to the local moving HQS. It is locally very closely a true proper and preferential reference, a local proper Lorentz frame. The velocity of light is isotropic with respect to earth, not because of the intrinsic isotropy of light, however because the velocity of light is fixed with respect to the local HQS and earth is stationary with respect to this locally moving HQS.

Earth has its own Keplerian velocity field of the HQS in the sense of the Moon’s orbital motion (toward the East). The earth’s velocity field achieves 7.91 km/sec on surface. However, earth rotates only very slowly. Therefore, the earth-based laboratories have a velocity with respect to the local HQS of nearly $V = 8$ km/sec, toward the West and are nearly, however not exactly proper references. The effect of this velocity on light and on clocks is extremely small and constant the whole day and the whole year, in the order of $V^2/c^2 = 10^{-10}$ and very difficult to detect by light anisotropy. Light anisotropy of about 8 km/sec has been detected by only some of the most sensitive genuine Michelson experiments [22]. Please see Figure 2.

The effects of this small velocity however are well detected by the gravitational slowing of atomic clocks on earth. [8] It also has been detected by Mössbauer effect in the atomic spectral red-shifts [23]. The HQS gravitational mechanism
Figure 2. The Nearly West-East anisotropy of light, with respect to the earth-based laboratories, constant the whole day and the whole year, by D. Miller.

too gives a simple explanation to the gravitational slowing of the GPS clocks by the earth field, that are moving round earth along non-equatorial orbits, making 55 deg with the earth’s equator [4]. It also predicts dragging of the Neutrinos along their path from CERN to Gran-Sasso IT Southeast, making 58 deg with the Meridians. The West-East velocity of the HQS in the earth’s Keplerian velocity field boosts up the velocity of Neutrinos as well as of light by 6.7 km/sec, causing them both to arrive 55 ns too early to Gran-Sasso. However, this too early arrival of the Neutrinos in no way proves that Neutrinos exceed the light velocity. In the mega-experiment, to be implemented in coming years, Neutrinos will be shot toward the West from Fermilab (IL) to Stanford (SD). In this case, the Neutrinos are predicted to reach Stanford too late by about 115 ns. Please see details in Ref. [24].

The theory of relativity (TR) has lead to a number of very important discoveries, like time dilation and the increase of mass with velocity. It provided the relation between mass and energy and has lead to the discovery of the gravitational time dilation etc. Actually, many experimental observations, realized in the earth-based laboratories, with particles speeding at very high velocities (comparable to the velocity of light), apparently corroborate the predictions of the TR. However, from the present HQS dynamics view, earth is very closely stationary with respect to the local HQS in the Keplerian velocity field of the HQS, creating the solar field. Moreover, the solar system is stationary in the Milky-Way galaxy etc. Earth is very closely a true and not a hypothetical proper reference. However, because of the bold assumption of the TR that the earth-based laboratories can be assumed by the laboratory observers to be hypothetically stationary references, the predictions of the TR, for experiments on earth, coincide very closely with the predictions in the scenario of the HQS dynamics. This coincidence however is true only in this specific and very particular circumstance. In other circumstances this coincidence is predicted to fail. In reality these experimental observations in no way corroborate the TR. They in fact simply show the effects of the high velocity with respect to the local HQS, in which the earth-based laboratories are nearly stationary. Earth is very closely a true proper reference. Saying
that these observations corroborate the TR is like assuming that the atmospheric pressure is a universal constant throughout the universe and claiming that precise measurements (of the atmospheric pressure) in the hold of a ship, navigating round earth, confirm this naif assumption.

In free space, the HQS is the local ultimate (local absolute) reference for rest and for motions of matter-energy. However, within gravitational fields, the HQS moves according to a Keplerian velocity field, given by (Equation (6) and can only locally be a proper (absolute) reference. Moreover, such local proper references are themselves moving and rotating round an over-head axis with the local HQS in the Keplerian velocity field. Therefore, within gravitational fields, it is impossible to define a universal proper reference in the sense of the conventional view. Only local proper references can be defined, which themselves are moving with the local HQS. In this scenario, the planets in the solar system that are moving with the local HQS along different orbits within the plane of the solar system, are each one locally very closely stationary with respect to the local moving HQS and are each one locally nearly a proper reference. Their slightly elliptic orbits give account that they have small velocities, with respect to the local HQS, only of hundreds of m/sec. Each planet is locally very closely (however not exactly) a proper reference, with respect to which the velocity of light is very nearly isotropic and clocks, moving with them, show very closely proper time.

The velocity of the planets can be measured from earth, using the spectral frequency shifts. In reality the planets are locally very closely stationary with respect to the local HQS and locally emit the radiation with proper frequency. These frequencies however are shifted by the time rate of stretching compression of the wavelengths by the velocity field of the HQS along the path of light, simulating Doppler shifts. It can be shown that the values of these frequency shifts are identical to the Doppler shifts, caused by their conventional relative velocities. The frequency of light, coming from the stars in the distant galaxies is shifted by the local wavelength stretching-compression within the velocity field of the local HQS, generating the respective galactic gravitational dynamics as well as by the cosmic expansion of the HQS, causing the recession between the galaxies. The isotropy of light, with respect to earth, is the most far-reaching evidence that earth is very nearly stationary with respect to the local HQS and is closely a proper reference. Visibly, the astronomical bodies throughout the universe are all very nearly stationary with respect to the local HQS in the respective gravitational fields and are nearly proper references. This entails the universality of the laws of physics without the need of the Principle of Relativity.

4. Origin of the Gravitational Dynamics in the Keplerian Velocity Field of the HQS

The present work associates the central idea of the Higgs theory, according to
which the HQS governs the inertial motion of matter, with the central idea of GR, according to which the gravitational dynamics is inertial dynamics and replaces Einstein’s spacetime curvature by a Keplerian velocity field Equation (6) of the HQS. In this Keplerian velocity field, the horizontal velocity of the HQS along the $+\phi$ increases with decreasing radial coordinates $r$ in the neighborhood of any point of space. This creates a rotation of the local HQS and thus of the local inertial references round an over-head axis. The idea that the local rotating HQS represents locally a rotating inertial reference may seem stupid. In fact however it is not stupid at all, because it is the HQS, ruling the inertial motion of matter-energy and is the local ultimate (proper) reference for rest and for motions that is itself locally so rotating. Hence, a body, stationary in the ordinary space within a gravitational field (within the Keplerian velocity field), is *implicitly moving oppositely along a circular path*, within de locally proper inertial reference, round the same over-head axis and necessarily under an *upward centripetal force*. In this scenario, *the gravitational pull essentially is a centrifugal pull toward the gravitational center*. This gives rise to the ingenious outside-inside centrifuge mechanism of gravity that Einstein has missed. It is a completely new and physically genuine gravitational mechanism that continuously pulls us against the ground. This ingenious outside-inside centrifuge mechanism resolves one of the most recurrent conundrums of fundamental physics. It fully and transparently elucidates the origin of the gravitational pull and of the gravitational dynamics. This Keplerian velocity field of the HQS is consistent with the planetary orbital motions and is the quintessence of the gravitational fields. It accurately creates the observed gravitational dynamics without the need of a central force field and also correctly generates all the effects of the gravitational fields on light and on clocks. A detailed description of all these effects is here impossible because it would take too many pages. The interested reader is advised to Refs. [4] [5] [16] were a detailed description is given. Here only some basic steps will be outlined.

The vorticity of the HQS in the Keplerian velocity field Equation (6) is intermediary between rigid-body rotation and the irrotational potential flow. Due to the increasing horizontal velocity of the local HQS with decreasing $r$ in this velocity field, the wave fronts of the matter waves of the particles, stationary in the ordinary space and thus moving with respect to the local HQS along $-\phi$ (wave fronts in the $[r,\theta]$ plane) are refracted at a locally well-defined time rate. Moreover, due to the characteristic Keplerian velocity field, the $\phi$ and the $r$ velocity components are refracted in opposite senses. While the $\phi$ component is refracted, due to the increasing (horizontal) velocity of the HQS along $+\phi$ for decreasing radial coordinate, giving rise to the rotation of the local inertial reference round the over-head axis, the $r$ velocity component (wave-fronts in the $(\theta,\phi)$ plane is refracted oppositely, due to the variation of the local velocity of the HQS round the gravitational center with decreasing $r$. The rotation of the $r$ component is a residual effect, reminiscent from the rigid-body rotation round
the gravitational center. The $\theta$ velocity component is not refracted at all, because the velocity of the HQS in the Keplerian velocity field Equation (6) has no component along the $\theta$ coordinate and because the velocity along $\phi$ is constant with $\theta$ (for fixed $r$). The opposite refraction rates of the $r$ and the $\phi$ velocity components constitutes not a trigonometric however a hyperbolic rotation. Figure 3 displays velocity diagrams along an elliptic orbit round the gravitational source with eccentricity $\epsilon = 0.5$. The diagrams show the precisely calculated orbital velocities $v_{\text{orb}}$ of the orbiting particle, the velocity of the local HQS and the effective velocity $v_{\text{eff}}$ of the particle with respect to the local HQS at a large number of positions along the orbit.

In this figure, the effective rotation rates of the $\phi$ velocity component (top) and of the $r$ velocity component (left) can precisely be read. The effective rotation rates $W$ of the $r$, $\phi$ and $\theta$ velocity components are given by the equations:

![Diagram of velocity components](image)

**Figure 3.** The figure is a very precise graphical representation, showing the velocity diagrams at a large number of positions along the orbit, where $v_{\text{eff}}$ (bulky arrows,) was obtained using the vector relation: $v_{\text{eff}} + v(r) = v_{\text{orb}}$. 
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These rotation rates depend only on the radial coordinate $r$, because the velocity gradient of the velocity field Equation (6) has only a radial component. These effective rotation rates include the effects of the wavelength stretching-compression. Note that these opposite rotation rates that are different for $r$ and $\phi$ components characterize a non-symmetric hyperbolic rotation. This is the characteristic that naturally accomplishes the Virial theorem.

A particle of mass $m$, stationary in the ordinary space, within the Keplerian velocity field, created by a mass $M$, has an implicit velocity (wave fronts in the $[r, \theta]$ plane) pointing along $-\phi$:

$$ V_{\text{impl}} = -(GM/r)^{1/2} e_\phi $$
(8)

This velocity is implicit because it cannot be described in the ordinary space. It is the negative of Equation (6). The refraction rate of this implicit velocity, according to Equation (7b), generates an instantaneous ordinary vertical downward acceleration given by:

$$ g(r) = W_\phi(r)e_\phi \times V_{\text{impl}}(r)(-e_\phi) = -GM/r^2 e_r $$
(9)

This expression is exactly the usual expression for centrifugal accelerations in a rotating reference. It describes a central field of centrifugal accelerations toward the gravitational center from the equator to the Poles. However, within the Keplerian velocity field Equation (6), the local non-inertial rotating reference, in which the particle is stationary, does not rotate in the ordinary space. Its rotation is implicit and opposite to the ordinary rotation of the local proper inertial reference. These opposite rotations cancel in the ordinary space.

The planets in the solar system are all moving very closely along circular orbits that lie all closely within the equatorial plane of the solar Keplerian velocity field (Equation (6)). This minimizes their velocity and kinetic energy with respect to the local HQS. The velocity of the planets with respect to the local moving HQS is very low, only of a few hundreds of m/sec. The planets thus are very closely proper Lorentz frames, in which all the effects of the solar field are locally very nearly canceled. Therefore, clocks, moving with the planets, show proper time, the velocity of light is isotropic with respect to them and the gravitational pull of the solar field on them is locally zero. All this is valid too for the Moon, which too is moving along a closely direct circular equatorial orbit round earth in approximately the equatorial plane of the earth’s Keplerian velocity field. The gravitational tides are residual effects, due to the mutual distortions in the respective Keplerian velocity fields of the HQS.

The expression Equation (9) is precise enough only as long as the vertical velocity is very low. In order to get a precise description for free fall along large
radial distances, it is necessary to solve the elementary linear differential equation:
\[
\frac{d\mathbf{v}(r(t))}{dr} = A\mathbf{v}_0
\]
where \(\mathbf{v}_0\) and \(\mathbf{v}\) are respectively the initial and the final column velocity matrices of the (ordinary) \(r\) and the (implicit) \(\phi\) velocity components of the effective velocity with respect to the local HQS:
\[
\mathbf{v}(t) = \begin{pmatrix} v_r(t) \\ v_\phi(t) \end{pmatrix}
\]
and \(A\) is the hyperbolic rotation matrix (a rank 2 tensor) defined in terms of the rotation rates, given in Equation (7) as:
\[
A = \begin{pmatrix} 0 & W_\phi \\ -W_r & 0 \end{pmatrix} = \begin{pmatrix} 0 & W \\ 1/W & 0 \end{pmatrix}
\]
where \(W = GM/r^3\) and the coefficient \(u = 2M/(M + m)\) accounts for the asymmetric distribution of kinetic energies between the interacting masses \(m\) and \(M\), that is approximately 2 for \(m \ll M\) and is 1 for \(m = M\). This matrix effectuates hyperbolic rotations round parallel axes of the velocity components in Equation (11).

Dividing both sides of Equation (10) by \(\mathbf{v}_0\), multiplying them by \(dt\) and integrating the left hand side from \(\nu_0\) to \(\nu\), develops into:
\[
\log{\frac{\mathbf{v}(t)}{\mathbf{v}_0}} = \int_{\nu_0}^{\nu} A(r(t'))dr'
\]
where \(A\,dr\) is an infinitesimal rotation round parallel axes. These successive infinitesimal rotations commute. Equation (13) can be re-written in the exponential form as:
\[
\mathbf{v}(t) = \exp\left[\int_{\nu_0}^{\nu} A(r(t'))dr'\right]\mathbf{v}_0
\]

Expanding the exponential in series and adding up the terms of the series from \(n = 0\) to \(n = \infty\) results in:
\[
\mathbf{v}(t) = \sum_{n=0}^{\infty} \frac{1}{n!} \begin{pmatrix} 0 & \Theta(t) \\ \Theta(t) & 0 \end{pmatrix} \begin{pmatrix} 0 \\ v_r(0) \end{pmatrix}^{n} + \begin{pmatrix} 0 \\ v_\phi(0) \end{pmatrix}
\]
\[
= \begin{pmatrix} \cosh \left(\frac{\Theta(t)}{\sqrt{u}}\right) & \sqrt{u} \sinh \left(\frac{\Theta(t)}{\sqrt{u}}\right) \\ \frac{1}{\sqrt{u}} \sinh \left(\frac{\Theta(t)}{\sqrt{u}}\right) & \cosh \left(\frac{\Theta(t)}{\sqrt{u}}\right) \end{pmatrix} x \begin{pmatrix} v_r(0) \\ v_\phi(0) \end{pmatrix}
\]
which is the general solution of Equation (10).

The value of \(\Theta(t)\) can be computed by integration, making use of the change of variable \(dt = dr\) method. Inverting the obtained result, gives:
\[
\cosh\left(\frac{\Theta(t)}{\sqrt{u}}\right) = \sqrt{r_0^CM \over r^{CM}} = \sqrt{r_0 \over r}
\]

(16a)

\[
\sinh\left(\frac{\Theta(t)}{\sqrt{u}}\right) = \sqrt{r_0^CM - r^{CM} \over r^{CM}} = \sqrt{r_0 - r \over r}
\]

(16b)

where \( r_0 \) is the initial radial coordinate. Using this result in Equation (15) the general solution takes the form:

\[
\begin{pmatrix}
\nu_r(t) \\
\nu_\phi(t)
\end{pmatrix} = \begin{pmatrix}
\nu_r(0) \\
\nu_\phi(0)
\end{pmatrix}
\begin{pmatrix}
\sqrt{r_0/r} - \sqrt{\mu(r_0 - r)/r} \\
\sqrt{(r_0 - r)/ur} - \sqrt{r_0/r}
\end{pmatrix}
\]

(17)

and the particular solution of Equation (10) for free fall of \( m \) in the field of \( M \) (\( m \ll M \)), on from initial rest at \( r_0 \), where \( \nu_r(t = 0) = 0 \) and \( \nu_\phi(0) = \nu_{\text{imp}}(r_0) = -\left(\frac{GM}{r_0}\right)^{3/2} e_\phi \) is:

\[
\nu_r(t) \approx -\left[\frac{2}{\left(\frac{GM}{r(t)}\right)^{3/2}}\right] e_r
\]

(18a)

\[
\nu_\phi(t) = -\nu_{\text{imp}}(r_0)\left[\frac{r_0}{r}\right]^{3/2} = -\left[\frac{GM}{r(t)}\right]^{3/2} e_\phi
\]

(18b)

Equation (18a) is just the well known expression for the observed vertical free-fall velocity on from rest at \( r_0 \). It directly shows that the kinetic energy \( \frac{1}{2}mv_r^2 \) is equal to the difference between the final and the initial potential energies. Equation (18b) is just the implicit (imaginary) velocity as a function of the radial position \( r \). It shows that the refraction rate of the radial velocity component just compensates for the increase of the velocity field as a function of the decrease of the radial coordinate. This assures that free-fall of the particle, on from rest, goes along a vertical (radial) path and hence assures conservation of the angular momentum about the gravitational center. Please observe that, for free-fall on from infinity (\( r_0 = \infty \)), the vertical velocity \( \nu_r(r(t)) \) is exactly \( \sqrt{2} \) times larger than the \( \phi \) velocity, which arises directly from Equation (18) and accomplishes the Virial theorem.

The full steps of the solution of Equation (10) are given in Ref. [4]. This Reference too shows that the gravitational mechanism, created by the Keplerian velocity field of the HQS (Equation (6)) is perfectly symmetric with orbital motions. In fact, the Keplerian velocity field simulates the effects of a central field of gravitational accelerations, while the orbital motions simulate the outward centrifugal effects, exactly as conceived in Newtonian gravity. It also is shown that the Keplerian velocity field correctly predicts all the actually known experimental observations. It in particular causes very precisely the observed gravitational light lensing effect, due to the differentiated refraction times by Equation (7b) for prograde and retrograde light path. Section 5.5 of Ref. 4 and Section 8. A2 of Ref. 16 show the details. However, some other effects too are predicted, for which actually there are no experimental data to confront with.
5. Concluding Comments and Considerations.

According to the STR, the velocity of light has the same value in any inertial reference and in a reference moving at a relative velocity $v$ with respect to the hypothetically stationary reference, the time axis has a different direction. It has a space like component $v_x$, so that, from the view of the stationary observer, its component along the time axis in his own reference is shorter and the rate of time evolution of all physical processes in the moving reference seems reduced to $t = t_0 \left(1 - \frac{v^2}{c^2}\right)^{\frac{1}{2}}$. In their turn, the space-like distances, in the moving reference, have a time-like component and seem to be shorter. However, an observer in the moving reference can say the same about the times and distances in the hypothetically stationary reference, which is the problematic reciprocal symmetry problem of the STR. In the present scenario of the HQS, the velocity of light has a fixed value $c$ with respect to the local HQS. In a reference moving at a velocity $V$, with respect to the local HQS, the velocity of light is anisotropic and the time evolution of all the physical processes is lowered because of the effective velocities $\left(c^2 \pm V^2\right)^{\frac{1}{2}}$. The time evolution is given by $T = T_0 \left(1 - \frac{V^2}{c^2}\right)^{\frac{1}{2}}$ where $n = 1/2$ for transverse oscillations and $n = 1$ for longitudinal oscillations. The spatial distances are not altered and the reciprocal symmetry does not exist.

According to GR, from the view of an external observer, the rate of the time evolution $t'$ of the physical processes (clocks), in a laboratory stationary within a gravitational field, is lower as indeed observed, given by $t' = t'_0 \left(1 - GM/r c^2\right)^{\frac{1}{2}}$, where $2GM/r$ is the local escape velocity. GR explains this in terms of space-time curvature, in which the time axes have different directions inside and outside the field. Within the field, it has a component along $r$. The problem with GR is that it cannot explain why the gravitational slowing by the solar field is absent on the GPS clocks, moving with earth round the sun. It cannot, because the orbital velocity of earth cannot cancel the space-like velocity component along $r$. It in fact adds a new component. In the scenario of the present HQS dynamics gravitation, a body (clock), stationary in the ordinary space within a gravitational field, has an implicit velocity $V(r) = -(GM/r)^{\frac{1}{2}} e_\phi$ with respect to the local HQS, due to the Keplerian velocity field of the HQS along $+\phi$, creating the gravitational field. This implicit velocity of the body is a true velocity with respect to the local moving HQS. For longitudinal oscillations of the clock’s time standard, the clock rate is $T(r) = T_0(r) \left(1 - GM/r c^2\right)^{-1}$, which causes exactly the same clock slowing as predicted by GR. In the language of GR, the time axis of this stationary clock has a space-like component along $-\phi$ (not along $r$). In this situation, the orbital velocity of earth along $+\phi$ naturally cancels the implicit velocity (and the space like component of the time axis) and thereby cancels the gravitational slowing of GPS clocks, due to the solar field. However, only orbital motions along direct circular equatorial orbits can cancel this implicit velocity. Any different orbital velocities do not cancel the gravitational slowing, as demonstrated by the GPS clocks in the non-equatorial orbits round earth. The orbit-
al motion of earth gives in addition a natural explanation to the absence of light anisotropy with respect to earth; because the orbiting earth is stationary with respect to the local moving HQS.

Also, according to GR, from the view of an external observer, the velocity of a light pulse, propagating, toward the gravitational center, will seem to gradually reduce its velocity. GR explains this reduction in terms of a time like (implicit) component of the radial distances (stretching of the radial distances), due to spacetime curvature, which the external observer cannot see. From the view of the HQS dynamics gravitation the radial velocity component of light $c' \approx (c^2 - GM/r)^{1/2}$. It decreases because the light pulse necessarily develops a lateral velocity component $(GM/r)^{1/2}$ along $-\phi$, which is due to the refraction rate (Equation (7a)) of the light velocity component along $r$. This component too is not seen by the external observer.

From the view of the present HQS dynamics, the absence of the gravitational slowing of the GPS clocks and the absence of light anisotropy with respect to earth are both due to the fact that earth is very closely stationary with respect to the local HQS in the Keplerian velocity field creating the solar gravitational field. Moreover, all the experimental observations with particles, having very high velocities within the earth-based laboratories that apparently corroborate the predictions of the TR, do not corroborate them at all. These observations simply are the effects of the very high velocities with respect to the local very slowly moving HQS. All these observations are the obvious signature of the ingenious outside-inside centrifuge mechanism of gravity, created by the solar Keplerian velocity field of the HQS.

The concern of the present work has not been simply constructing mathematical models that can simulate the observations, however to get understanding for these observations in terms of real and genuine physical mechanisms. This has largely been achieved. The HQS, retrieves locally an absolute (however non-universal) reference for rest and for motions, recovering locally an intrinsic meaning for motions. In the present view, the local HQS plays a fundamental role in the microscopic world of quantum physics as well as in the macroscopic world of gravitation, opening a way toward the unification of the fundamental forces.
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Abstract

This work investigates the nature of the empty space and of the energy accelerating expansion of the universe, within the context of the Higgs theory. It is consensus among the cosmologists that dark energy, accelerating the expansion of the universe, is energy of the empty space (vacuum) itself. According to the Higgs theory, empty space (vacuum) is filled up by a real quantum fluid medium, closely analogous to the superconducting condensate, giving mass to the elementary particles by the Higgs mechanism. This spatial medium is the holder of the vacuum energy. Current theories describe the empty space (vacuum) in terms of the stress-energy tensor of a perfect fluid and estimate the vacuum energy density in terms of zero-point energies of the various force fields. They come to the scandalous conclusion that the vacuum energy density is 120 decimal orders of magnitude larger than shown by the observations. In the context of the Higgs theory, empty space, far from a perfect fluid, is a very strongly correlated boson condensate, a perfect quantum fluid ruled by the principles of quantum physics and governed by a powerful order parameter. This order parameter is stabilized by a huge energy gap that, according to the Glashow-Weinberg-Salam electroweak model, achieves more than 200 GeV. This huge energy gap very strongly suppresses the quantum fluctuations and the zero-point energies. This lets clear that estimating the vacuum energy density in terms of the zero-point energies cannot be correct. The expanding universe does not create more and more vacuum energy and does not expand against a negative pressure. The universe is an adiabatic system that conserves the total mass-energy and expansion only reduces the vacuum energy density. Calculations within this context show that the vacuum energy density converges closely to the observed value.
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1. Introduction

When Friedman [1] discovered that the solution of Einstein’s field equations [2] [3] of General Relativity (GR) in a Robertson-Walker universe, [4] [5] leads to an expanding universe, Einstein immediately has included a cosmological term to get solutions for a static universe, because, in his view, only a static universe could be reasonable. The field equations, including the cosmological term took the form:

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = 8\pi G T_{\mu\nu}, \]

This is an equation for the four components of the metric tensor of a curved spacetime, in which, \( R_{\mu\nu} \) is the Ricci curvature tensor, \( R \) is the scalar curvature, \( g_{\mu\nu} \) is the metric tensor of the space-time geometry, \( G \) is the gravitational constant, \( T_{\mu\nu} \) is the stress-energy tensor of the matter universe and \( \Lambda \) is the well known cosmological constant with dimension of \( (\text{length})^{-2} \). However, when Hubble discovered that the universe effectively is expanding, Einstein considered the inclusion of the cosmological term as his biggest blunder.

In the Friedmann-Lemaître-Robertson-Walker universe, the effect of the local gravitational sources can be seen as local perturbations. Such a universe usually is modeled in terms of the four-dimensional energy-momentum tensor of a homogeneous and isotropic perfect fluid (uncorrelated particles), with a spatially constant vacuum energy density \( \rho_v \) and an isotropic negative pressure \( p \):

\[ T_{\mu\nu} = (\rho_v + p) U_\mu U_\nu + p g_{\mu\nu} \]

where \( U_\mu (U_\nu) \) is the local four-velocity of the perfect fluid and \( g_{\mu\nu} \) is the metric tensor.

In the absence of ordinary matter-energy (empty and static universe), \( T_{\mu\nu} \) in Equation (2) reduces to \( T_{00} \), which is interpreted as the energy density of the vacuum \( \rho_v \). From the perspective of the elementary particle physics, the cosmological constant is proportional to the energy density of the vacuum and, importantly, the local density of this vacuum energy remains constant during the expansion of the universe [6] [7]. Therefore, expansion creates additional vacuum energy, which leads to the odd negative pressure of the perfect fluid. The vacuum of elementary particle physics usually includes the zero-point energies, associated with the various force fields. Altogether, these contributions lead to the theoretical vacuum energy density \( \rho_v^{th} \), given by:

\[ \rho_v^{th} = 10^{10} \text{erg/cm}^3. \]

However, the experimental observations, with the help of \( I_a \) supernovae, [8] [9] as well as with the help of cosmic microwave background radiation, [10] showed that the universe is not only expanding. The expansion rate is acceler-
ing. The big question then is: What causes the accelerating expansion of the universe? These experimental observations also have provided approximate values for the actual vacuum energy density \( \rho_{\text{obs}} \) given by:

\[
\rho_{\text{obs}} \sim 10^{-30} \text{ erg/cm}^3
\]  

(4)

The gap between the theoretical estimation in Equation (3) and the experimental observations in Equation (4) amounts to the scandalous 120 decimal orders of magnitude [6] [7] and decreases not much, even with the most favorable estimates. This enormous difference has revived Einstein’s dilemma about the cosmological constant. It lets clear that something very fundamental is wrong with the assumption of particle physics about the nature of empty space (vacuum). The Robertson-Walker universe cannot be described in terms of a perfect fluid and the vacuum energy is not the zero-point energy of the ground states of the various force fields. This makes the discussion about the vacuum energy density and the cosmological constant more actual than ever.

The accelerating expansion of the universe is actually a well established observational fact. The consensus among the cosmologists is that dark energy is not ordinary mass-energy, however is energy of empty space (vacuum) itself. It also is consensus that the energy of the vacuum distributes it very homogeneously throughout the universe. The goal of the present work is showing that all these features arise naturally and appropriately within the context of the global Higgs Quantum Space (HQS) dynamics.

It is totally clear that within the current view about the nature of empty space, a solution of the vacuum energy density problem is well out of reach. Only radical changes can open the way to a solution. The present work challenges this impasse within the new scenario of the Higgs theory [11] [12]. Recent experimental observations in the LHC in Geneva CH give support to the Higgs theory. According to this theory, empty space (vacuum) is not empty at all. It is filled up by a quantum fluid medium, a quantum condensate or Higgs condensate (HC) that is analogous to the superconducting condensate (SCC). However, while the condensation of the SCC occurs only at very low temperatures and is stabilized by an energy gap of only 1 meV, the HC is believed to have initiated condensation at 10^{15} K and is stabilized by a huge energy gap that, according to the Glashow-Weinberg-Salam electroweak model, achieves more than 200 GeV.

The current theories describe empty space in terms of a perfect fluid and the zero-point energy of a huge (almost infinite) number of uncorrelated oscillators. However, quantum condensates and in particular the HC, far from a perfect fluid of uncorrelated particles, are strongly correlated and highly phase coherent macroscopic quantum states of bosons with broken \( U(1) \) symmetry and ruled by a very strong order parameter (collective wave-function). While in perfect fluids the particles respond individually to a perturbing field, in quantum condensates, the response always is collective involving all the particles of the condensate, through their order parameter. This turns the quantum condensate able to develop a screening velocity field, confining the perturbing field by effects like
the well-known Meissner effect in superconductors. This is believed to take place too in the HQS and is known as Higgs mechanism. Quantum condensates are like an army company, in which any attack always is an attack against all the members and has the coordinated response of the entire company.

The huge energy gap of the HC or Higgs Quantum Space (HQS) turns its order parameter extremely stable and rigid. It behaves like one unique entity (one unique oscillator) the size of the universe. Due to this huge energy gap, the order parameter of the HQS very strongly suppresses local quantum fluctuations and the zero-point energies. Therefore, the usual estimates of the vacuum energy density, in terms of quantum fluctuations and the zero-point energies of a perfect fluid, cannot be correct. On the other hand, local steady state excitations (local Goldstone modes) of the HQS require high energies, in the order of MeVs. However, the HQS at the same time is perfectly conservative. Therefore, excitations once created, automatically become indefinitely persistent.

The vacuum fluctuations causing the Casimir effect and the Lamb shift in Quantum Electrodynamics are often claimed to corroborate the correctness of the methods of particle physics to estimate the vacuum energy density. However, both these effects are of electromagnetic (EM) nature. The EM field has its $U(1)$ symmetry preserved and is long-range. It is not a quantum fluid. Moreover, the contribution of the zero-point fluctuations of the EM field to the vacuum energy density is very low. Contrarily, the Higgs Quantum Space (HQS) is an integrated entity, ruled by a very strong and rigid order parameter, which means wave lengths of the Higgs modes tending to the infinite and to zero frequency.

The next Section 2 outlines with more details the nature and physical properties of the HQS filling up the empty space. As the properties of the HQS are closely analogous to the well-known properties of the superfluids and the superconducting condensates, the well-known properties of these quantum fluids can be used as paradigm. Many of these properties are generic to all quantum condensates. The coming Sections 3 and 4 will discuss the origin of the accelerating expansion of the universe from the perspective of the theoretical and experimental knowledge respectively, showing that within the scenario of the HQS, the vacuum energy density naturally approaches the observed value.

2. The Nature of the Empty Space

According to the Higgs theory, immediately after the big-bang, when the temperature fell through $10^{15}$ K a scalar field, present throughout space, has caused the breakdown of the electroweak symmetry into the weak force doublet $SU(2)$ and the electromagnetic (EM) field. While the EM field remained with its $U(1)$ symmetry unbroken, the weak force doublet has spontaneously broken its $U(1)$ symmetry and given rise to the Higgs condensate (HC). The HC is stabilized by a huge energy gap, which, according to the Glashow-Weinberg-Salam electroweak model, achieves more than 200 GeV...
The condensation energy of the HC plays the role of the vacuum energy and of the cosmological constant in Equation (1). It will be seen to be ultimately responsible for the accelerated expansion of the universe. The present work will not discuss details of the Higgs theory; however will rather implement its important practical consequences and the role of the HQS in the life of the universe.

Bose-Einstein (BE) phase correlation between the wave functions of the bosons enforces phase coherence and breakdown of the \( U(1) \) symmetry, because this lowers the energy of the boson system. In this phase transition all the bosons condense into the same quantum ground state, in which they all assume the same phase, thereby forming a highly coherent quantum fluid state. Their wave-functions entangle, turning the bosons indistinguishable. This condensation is a second order phase transition that involves no latent heat. The condensation energy is released gradually down to absolute zero temperature. The Higgs condensate is a quantum fluid medium, ruled by the principles of quantum physics and with properties closely analogous to the superconducting condensate. It fills up the whole of space and is the quintessence of the empty space (vacuum). Likewise the conventional quantum condensates, the HQS too is intrinsically highly homogeneous throughout the universe.

Analogously as the superconducting condensate (SCC), the Higgs condensate too can be described by a Ginsburg-Landau like [13] complex order parameter \( \Phi(r, \theta) = \phi(r)e^{i\theta} \), a collective wavefunction in which \( \phi(r) \) is the amplitude and \( e^{i\theta} \) is the phase factor. \( \Phi(r, \theta_0) = \phi(r)e^{i\theta_0} \) is the resting condition, the ground state of the condensate and \( \rho = \Phi^*\Phi \) is the local condensate density that intrinsically is constant throughout the volume of the condensate.

BE phase correlation between the boson wavefunctions gives rise to a negative potential energy (bonding) term, the value of which increases linearly with the condensate density \( \rho \). Another positive potential energy (anti-bonding) term arises from repulsive core interaction between the bosons that increase with the squared density \( \rho^2 \) and prevents collapse of the system. The effective potential is:

\[
V(\rho) = -n\rho + m\rho^2
\]

where however the negative coefficient \( -n \) of the bonding term is considerably larger than the positive coefficient \( m \) of the anti-bonding term. Because of the negative coefficient \( -n \), the minimum of the effective potential occurs not for \( \rho = 0 \), however for a finite value \( \rho = n/2m \). This is known as a non-zero vacuum-expectation-value that is homogeneous throughout the volume of the condensate. In terms of the components of \( \Phi \) the Higgs potential energy well has the form of a Mexican sombrero. Figure 1 depicts the form of this potential well in terms of the Real and Imaginary components of the order parameter. This form of the potential is characteristic of all quantum condensates.

The deepness of the potential well depends on the strength of the phase correlation between the bosons as well as on the phase coherence length. While in the conventional quantum fluids (superfluids and SCC) the coherence length is...
Figure 1. Characteristic potential well created during Bose-Einstein Condensation. The figure depicts locally the form of the Mexican sombrero potential in terms of the Real and the Imaginary components of the order parameter, where the given energy scale is for the Higgs condensate. A red arrow indicates the transition toward the lower energy phase coherent state with the well-defined phase $\theta_0$. The figure also indicates the low volumetric density ($\rho^-$) and the high volumetric density ($\rho^+$) situations. While $\rho^-$ drives accelerating contraction, $\rho^+$ drives accelerating expansion of the condensate. This is related with the Higgs mode. The global Goldstone mode is indicated along the blue bottom circle.

rather short (tens of Angströms) and the deepness of the potential well is of only 1 meV, in the Higgs condensate it achieves hundreds of GeV and its phase coherence may be very long-range. The fact that the phase of the condensate ($\theta_0$) can take any value between 0 and $2\pi$, without changing the energy, proves that the spontaneous breakdown of the $U(1)$ symmetry preserves the gauge symmetry of the Lagrangian.

The Higgs theory introduces profound changes in Einstein’s view about the nature of empty space (vacuum). Being responsible for the inertial mass, the HQS is not only a local ultimate reference for rest and for motions of matter-energy, however literally governs these motions. The HQS, giving mass to the elementary particles, too is responsible for the gravitational dynamics; because it is mass that creates the gravitational fields. The Higgs theory provides by the first time a scientifically sound explanation for the origin of inertial mass of the elementary particles. The origin of the inertial mass is intimately related with the persistence of all excitations in the HQS. The Higgs theory pictures to us a universe in which the HQS plays a fundamental role both in the microscopic world of quantum physics as well as in the macroscopic world of gravitation. The HQS thus links together the physics of the quantum world and the physics of gravitation, which opens the way for their unification [14].

The nature of the HQS is profoundly different from that a perfect fluid. In a perfect fluid the particles are all independent, well localized and have their $U(1)$ symmetry preserved. In such a perfect fluid the particles are uncorrelated and respond individually to any perturbing field. This turns this perfect fluid
unable to develop collective and cooperative effects and is why these perfect fluids cannot confine, quantize an interacting field, nor can it develop a mechanism creating inertial mass for it. Contrarily, quantum fluids are formed by strongly correlated bosons with spontaneously broken $U(1)$ symmetry and condensed into a unique long-range phase coherent macroscopic quantum state. Such a quantum fluid is an integrated system, ruled by a complex order parameter. The HQS is governed by an extremely strong and powerful order parameter, which means that Higgs modes have extremely long wavelength tending to infinity. Only high energies can excite local (Goldstone like) modes with shorter wavelengths. They however automatically become persistent and are not virtual particles, because the HQS strongly suppresses quantum fluctuations and is perfectly conservative. The amplitude of the Higgs order parameter is highly uniform throughout the volume of the universe. This can solve the horizon and the flatness problems.

3. Nature of the Energy Accelerating the Expansion of the Universe

On spontaneously breaking down the $U(1)$ symmetry, the spin zero Higgs particles create a deep potential energy well of the form depicted in Figure 1. They condense into a negative energy state liberating the corresponding energy difference. In this process the total energy is conserved. Nothing is created from nothing. As Stephen Hawking liked to say, in order to create a mountain, it is enough to excavate a big hole. If the universe is an adiabatic system the energy liberated during the condensation remains within the universe in various forms. Such a behavior is well-known from the condensation of the usual $^4$He into a superfluid, in which the condensation energy can in part be converted into quasi particles (Rotons, Maxons and vortices). In the condensation of superfluids and superconducting condensates a considerable amount of heat energy is liberated, which normally is removed by efficient cryogenics. Insufficient removal or dissipation of the condensation energy necessarily slows down or even stops the condensation rate.

The Higgs condensate (HC) fills up the space of the whole universe. To now, nothing indicates that an external world exists that can remove and absorb the very huge amount of condensation energy. Therefore, the only possible way to the universe reducing its energy density and temperature is by adiabatic expansion, converting its energy into kinetic energy of expansion and into confined mass-energy particles. The condensation of the Higgs condensate necessarily is an adiabatic process, analogous to the condensation of clouds, during the ascension and adiabatic expansion of warm and humid air. In the Higgs boson condensation however no external pressure opposes the expansion. Therefore, the expansion rate is free and accelerated. In this adiabatic process, the total energy must be conserved. The only way to lower the energy density and the temperature of the HC and of the universe is by volumetric expansion. Along this
process, a large part of the condensation energy is converted into mass-energy and kinetic energy of the expanding universe. This expansion stretches the wavelengths of the particles and of radiation as a function of time, thereby reducing the momentum and kinetic energy of the particles, according to the de-Broglie equation \( \rho = \frac{h}{\lambda} \) with respect to the local HQS. This is why actually all matter in the universe is very closely stationary with respect to the local moving HQS and the temperature is close to zero. It also lowers the frequency and the energy of the radiation from distant sources (Hubble red-shift) and has shifted the frequency of the primordial Hydrogen radiation to the microwave frequency.

The presence of the ordinary fermion matter (concentrated mainly in stars and galaxies) represents a source of persistent phase perturbation and phase disorder of the Higgs order parameter. This holds back the advance toward the fully broken \( U(1) \) symmetry and to the minimum of energy in the HC in the potential well Figure 1. The actual low temperature of the universe, of about 2.7 K, indicates that the universe lies deeply, near to the bottom of the Higgs potential well.

From the perspective of the present work, the total energy \( E \) of the universe may be calculated by the equation:

\[
E = \int_{V(t)} \rho \, (t) \, dV = \rho \, (t) \int_{V(t)} dV = \rho \, V(t) = E_0 = \text{Constant}
\]

(6)

In this Equation, \( V(t) \) is the total volume of the universe as a function of time, \( \rho \, (t) \) is the time dependent vacuum energy density that is highly uniform (constant) over the volume of the universe and \( E_0 = 200 \text{ GeV} \times V_0 \) is the total initial energy of the universe with respect to the bottom of the potential well at the epoch of the electroweak break-down, which must be conserved.

The energy of the HC within the Higgs potential well depends on the volumetric density \( \rho = \Phi \, \Phi = |\Phi|^2 \). If \( \rho > n/2m \) or \( \rho < n/2m \), the energy of the HC is not minimum. Please see Figure 1. If \( \rho > n/2m \) and the number of Higgs particles is fixed, the universe can lower its energy by accelerated expansion. The Higgs condensate (HC) and with it the matter-energy universe lie deeply within the Higgs potential energy well Figure 1, however not at the minimum of energy. The matter fields, perturbing the order parameter and causing phase disorder of the Higgs order parameter, hold back the advance toward the minimum of energy. The situation is analogous to that of a superconductor below the transition temperature, however under a strong applied magnetic field. The phase perturbations of the magnetic field on the superconducting order parameter too hold back the advance of the SCC toward its minimum of energy. It can even destroy superconductivity for sufficiently high fields. Observations show that actually the expansion rate of the universe is accelerating. This indicates that \( \rho > n/2m \). However, if \( \rho < n/2m \), the HC can lower its energy by accelerated contraction. Apparently the universe can cycle between periods of free expansion and of free contraction.
Due to the very strong suppression of the fluctuations and of the zero-point energies of the various force fields by the HQS, all these contributions to the vacuum energy density are negligibly low. The only relevant vacuum energy is the condensation energy liberated during breakdown of the \( U(1) \) symmetry. However, to parameterize the vacuum energy density as a function of the volume of the universe is difficult, because the size of the universe at the epoch of the electroweak symmetry and the \( U(1) \) symmetry breakdowns is not well known. Moreover, this condensation energy was liberated only gradually as the temperature fell. The temperature of the universe is a better parameter. The electroweak symmetry break-down is believed to have initiated closely after the big-bang, when the temperature fell through temperatures between \( 10^{15} \) K and \( 10^{12} \) K. On from the recombination epoch and formation of the Hydrogen atoms, the temperature gradually fell down to the actual 2.7 K, known from the cosmic-microwave-background radiation. However, the average temperature of the universe certainly is a little bit higher, because of the hot stars and galaxies. Maybe 3 K is a good guess.

\[
\rho_v = 200 \text{ GeV} \times \frac{3}{10^{12}} = 0.6 \text{ eV} \sim 2 \times 10^{-10} \text{ ergs/cm}^3
\]  

This result is equivalent to about \( 10^{-29} \text{ g/cm}^3 \) (about 6 Hydrogen atoms per cubic meter). However, although this mass-energy density is very low, it is constant over the entire space of the universe. Integrating it, gives a value about 14 times that of the visible mass-energy in the universe. This last however is confined in the astronomical bodies. On the other hand, the well known relation between the vacuum energy density \( \rho_v \) and the cosmological constant \( \Lambda \) is:

\[
\Lambda = \frac{8\pi G \rho_v}{c^2} \sim 10^{-52} \text{ m}^{-2}
\]

where \( G \) is the gravitational constant and \( c \) is the velocity of light in the vacuum.

The present calculation of the vacuum energy density, while giving values close to the observations, also helps to understand the intriguing coincidence problem of cosmology. Why are actually the values of the vacuum energy and of the visible ordinary matter-energy so closely similar? The actual small residual vacuum energy density consists of two parts: The condensation energy that still has not decayed because the temperature of the universe is not absolute zero (bare cosmological constant). According to the present work, the phase perturbation of the Higgs order parameter by the ordinary (visible) matter-energy in the universe is responsible for the major part of the residual vacuum energy density. This explains why actually the total vacuum energy and the total visible matter energy are so closely similar. On the other hand, the only relationship of the HQS, with ordinary matter-energy, is giving mass to the elementary particles and ruling their inertial motion. In this scenario, the only way of the HQS-dynamics (vacuum energy) to affect the motion of ordinary matter-energy is by inertial dynamics effects, which after Einstein’s principle of equivalence are gravitational effects.
4. Experimental Evidence That the Accelerating Expansion of the Universe Keeps to the Accelerating Expansion of the HQS Itself

Clocks, stationary within gravitational fields, are well known to show exactly the gravitational slowing predicted by GR. However, the GPS clocks moving with earth round the sun show no sign of the gravitational slowing by the solar field predicted by the GR. This observation, together with the null results of the Michelson light anisotropy experiments, demonstrates that the HQS, ruling the motion of matter-energy, is circulating round the sun according to a Keplerian velocity field, consistently with the planetary motions. It certainly is also moving round every other astronomical body consistently with the local main astronomical motions and generating the respective gravitational fields. The HQS materializes the local Lorentz Frames (LFs) turning them into local proper LFs. This Keplerian velocity field of the HQS is the quintessence of the gravitational fields and is shown in Refs. [14] [17] to accurately create the observed gravitational dynamics on earth, in the solar system and also to create the observed non-Keplerian rotation of the galaxies without the need of dark matter. It moreover produces correctly all the observed effects of the gravitational fields on light and on clocks. In the Keplerian velocity field of the sun, earth and all the other planets of the solar system are closely stationary with respect to the local moving HQS and thus with respect to the local proper LFs. The planets simply are carried round the sun by the solar Keplerian velocity field of the HQS. The solar system too is stationary with respect to the local HQS in the galactic velocity field and carried around the center of the Milky-Way galaxy. The observed absence of the gravitational slowing of the GPS clocks by the solar field and the isotropy of light with respect to earth are both obvious signatures of the physical mechanism of gravity in action in the solar field.

The Keplerian velocity field of the HQS round the sun and the velocity field round the galactic center properly explain the isotropy of light with respect to earth. It however cannot explain why the recession between the galaxies too causes no light anisotropy. The fact that the velocity of light is isotropic with respect to earth, despite its orbital motion round the sun and despite the orbital motion of the solar system in the Milky-Way galaxy and also despite the relative motion and recession between the galaxies, demonstrates that the accelerated recession between the galaxies too lets earth stationary with respect to the local moving HQS. Despite the accelerated expansion of the universe, our Milky-Way galaxy remains stationary with respect to the local HQS. It certainly would not be reasonable to assume that our galaxy is in a privileged kinematic circumstance with respect to the HQS in detriment to all the other galaxies in the universe. All the galaxies must equally be closely stationary with respect to the local moving HQS. These facts entail the conclusion that the HQS, governing the inertial motion of matter and propagating light, besides moving round earth, round the sun and round the center of the Milky-Way galaxy, according to ve-
locity fields, consistent with the local main astronomical motions also is expanding consistently with the recession between the galaxies.

Within this scenario, the Hubble spectral red-shifts of light from distant galaxies are not usual Doppler shifts and the red-shift of the cosmic microwave background radiation are due to the time-rate of stretching of the wavelength, due to the expansion of the HQS, their medium of propagation and the ultimate reference for rest and for motions. It is easy to show that this stretching of the wavelength, as a function of time, causes exactly the same red-shift as the usual Doppler shift, due to conventional recession. The expansion of the HQS, stretching the wavelength of the particles and of light, reduces the kinetic energy of the particles with respect to the local HQS and the energy of the radiation. Moreover, the velocity of oppositely moving matter bodies is averaged down and converted into heat during the gravitational agglomeration into the large astronomical bodies. These observations naturally explain why the velocity of all the large astronomical bodies with respect to the local HQS is actually so small (only hundreds of meters per second) throughout the universe.

In summary, the HQS, ruling the inertial motion of matter and the propagation of light, is circulating round earth, round the sun and round the galactic center, consistently with the local main astronomical motions. These velocity fields are the quintessence of the gravitational fields. In the local HQS-dynamics round the sun and round the galactic center, earth is very closely stationary with respect to the local moving HQS, so that the orbital motion of earth and the motion of the solar system within the galaxy cause no relevant light anisotropy with respect to earth. The observed absence of the gravitational slowing of the GPS clocks by the solar field perfectly corroborates this conclusion. The null light anisotropy results however demonstrate in addition that the accelerating expansion of the universe too lets earth, the solar system and the Milky-Way galaxy and all the other galaxies stationary with respect to the local HQS. This concomitant expansion of the HQS and of the matter universe ultimately explains the observed isotropy of light with respect to earth and shows that the accelerated expansion of the visible universe keeps to the accelerating expansion of the HQS itself. The fact that all the astronomical bodies throughout the universe are very closely stationary with respect to the local HQS predicts the universality of the laws of physics.

Dark energy is not ordinary mass-energy, but is energy of the HQS itself, energy of the vacuum. The total vacuum energy is closely similar to the total visible matter-energy, because it is the visible matter-energy that holds back the HC from its minimum of energy. Also, due to the fact that the HQS is a quantum fluid, ruled by an order parameter, this energy necessarily distributes it very homogeneously throughout the universe. Moreover, the HQS, ruling the inertial motion of matter-energy, interacts with ordinary matter-energy only by inertial effects, causing inertial dynamics, which, according to Einstein’s Equivalence Principle, are gravitational effects. This shows that the HQS-dynamics naturally
meets all the characteristic properties of dark energy that are consensual among the cosmologists. It however entails a fundamental additional feature: The accelerating expansion of the universe perfectly keeps to the accelerated expansion of the HQS itself.

5. Conclusion

The Higgs Quantum Space (HQS) is a very strongly correlated quantum fluid medium, ruled by an order parameter and stabilized by a huge energy gap. This order parameter very strongly suppresses the local quantum fluctuations and the zero-point energies of the weak and strong nuclear fields, turning their contribution to the vacuum energy density irrelevant. Therefore, the estimate of the vacuum energy density, in terms of the zero-point energies leads to a completely wrong value. On the other hand, the universe is an adiabatic system. The only possible way of it reducing its energy density and temperature is by expansion, converting its energy partly into kinetic energy of expansion and partly into confined mass-energy. The fact that the actual residual energy is mostly due to the phase disorder, created by the presence of the ordinary mass-energy, explains the actual similarity of the total vacuum energy and of the totally visible matter-energy. Finally, the zero light anisotropy on earth demonstrates that, in the accelerated expansion of the universe, the visible matter universe keeps to the accelerated expansion of the HQS itself.
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Abstract

Intrinsic time quantum geometrodynamics is a formulation of quantum gravity naturally adapted to 3 + 1 dimensions. In this paper we construct its analogous 2 + 1 formulation, taking note of the mathematical structures which are preserved. We apply the resulting construction to convert the BTZ black hole metric to ITQG framework. We then modify the BTZ black hole in order to investigate the existence of the P-V criticality in ITQG theory.
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1. Introduction

P-V criticality of a modified BTZ black hole was recently studied by Kubeka and Sadeghi in [1]. They introduced some anstaz that gives a modified BTZ black hole and then showed that this modified BTZ black hole is satisfied by the equation of state of Liquid-gas phase transition. Also Sadeghi [2] studied the P-V criticality of Logarithmic corrected Dyonic charged AdS black hole by considering a charged AdS black hole which is in fact a holographic dual of a van der Waals fluid. They showed that the holographic picture is still valid. The logarithmic corrections arise due to the fluctuations in thermal properties which are important when the black hole is small and these fluctuations are interpreted as quantum effects.

The theory of quantum Gravity that encompasses the notion of intrinsic time...
(Intrinsic Time Quantum Geometrodynamics, ITQG) was recently formulated by Ita et al. [3]. The foundational work for the theory was laid down in [4]-[10]. In [11], Ita et al. solved the long outstanding Wheeler-DeWitte equation in Quantum Geometrodynamics and derived cosmological exact solutions that are characterized by the Schrodinger wave functionals that in turn have two physical degrees of freedom in accordance with the Yamada problem in quantum gravity. The theory seems to resolve all the outstanding problems in quantum gravity that have been highlighted by other prominent theories of quantum gravity like Loop Quantum Gravity (LQG) in one single stroke and in clean manner Ita et al. [12]. The success and validity of this theory will be tested by future research.

In this paper we study the transform of the modified BTZ black hole into the ITQG formalism and then establish the existence of the P-V criticality as done in the literature. The paper is structured as follow: In Sec. 2, we reformulate the ITQG formalism in 2-dimension, and in Sec. 3, we reformulate the BTZ black hole within the context of ITQG. In Sec. 4, we study and establish the existence of the P-V criticality of a modified BTZ black in ITQG theory, and then lastly in Sec. 5 conclude the paper.

2. Quantum Gravity in 2 + 1 Dimension

In [3] a formulation of intrinsic time quantum geometrodynamics (ITQG) is presented, which is applicable to 3 + 1 dimensional spacetime. We would like to study an analogous 2 + 1 formulation corresponding to two spatial and one temporal dimension. There are a few similarities and differences which will be noted in this paper. Let us start off by taking, as the basic variables, a unimodular spatial two-metric \( \bar{q}_{ij} \) with \( \det \bar{q}_{ij} = 1 \) and a mixed-index, traceless, momentum variable \( \bar{\pi}^i_j \) with \( \delta^i_j \bar{\pi}^j_i = 0 \). For index conventions in this paper, lower case Latin symbols \( i, j, \cdots \) will denote spatial indices in two-space, taking values 1 and 2. Upon these variables let us confer the following commutation relations

\[
\left[ \bar{q}_{ij}(x), \bar{q}_{k\ell}(y) \right] = 0; \quad \left[ \bar{q}_{ij}(x), \bar{\pi}^i_j(x) \right] = i\hbar \mathcal{E}^{i}_{(ij)} \delta(x-y); \\
\left[ \bar{\pi}^i_j(x), \bar{\pi}^k_l(y) \right] = \frac{i\hbar}{2} \left( \delta^i_k \bar{\pi}^l_j - \delta^i_l \bar{\pi}^k_j \right) \delta(x-y),
\]

where \( \delta(x-y) \) denotes the two dimensional delta function, and

\[
\mathcal{E}^{i}_{(ij)} = \frac{1}{2} \left( \delta^i_j \bar{q}_{kl} + \delta^i_k \bar{q}_{jl} - \delta^i_l \bar{q}_{kj} \right)
\]

is a traceless projector, with

\[
\delta^i_j \mathcal{E}^{k}_{(ij)} = \bar{q}^{ij} \mathcal{E}^{k}_{(ij)} = 0, \quad \text{and} \quad \mathcal{E}^{i}_{(ij)} = \frac{3}{2} \bar{q}_{ij}.
\]

Let us define generators

\[
T_a(x) = \frac{1}{i\hbar \delta(0)} \left( \sigma_x \right)_a \bar{\pi}^i_j(x), \quad \text{where} \quad \left( \sigma_x \right)_a \quad \text{for} \quad a = 1, 2, 3 \quad \text{denote the Pauli spin matrices. Then contracting the middle relation of (1) with} \quad \left( \sigma_x \right)_a \quad \text{we get the following relation}
\]

\[
\left[ \bar{q}_{ij}(x), T_a(y) \right] = i \left( \sigma_x \right)_a \delta(0) \frac{\delta(x-y)}{\delta(0)},
\]

(2)
namely that the two-metric \( q_{ij} \) transforms in the spin-two irreducible representation of \( SU(2) \). Contracting the last relation of (1) with \( \sigma^a \) yields the relation

\[
\left[ T_a(x), T_b(y) \right] = \frac{i}{2} \epsilon_{abc} T_c \frac{\delta(x-y)}{\delta(0)},
\]

which is the \( SU(2) \) Lie algebra with structure constants \( \epsilon_{abc} \). Hence the momentum variables in the \( 2 + 1 \) formulation of ITQG transform, as a triplet of \( SU(2) \) generators, in the adjoint representation of \( SU(2) \).

Having conferred upon the fundamental variables a \( SU(2) \) Lie-algebraic interpretation, it is next of interest to determine the \( SU(2) \) invariants and their physical interpretation. From the Fierz identity for \( SU(2) \)

\[
(\sigma^a)^i_j (\sigma^a)^j_i = \frac{1}{2} (\delta^i_k \delta^j_l - \frac{1}{2} \delta^i_l \delta^j_k),
\]

we have, upon carrying out a contraction with \( \pi^a / \pi^a_k \), the following relation

\[
(\hbar \delta(0)) \left[ T_a(0), T_b \right] = \frac{1}{2} \pi^a / \pi^a_k = \Delta,
\]

namely that the quadratic Casimir invariant for \( SU(2) \) is proportional to the traceless modes of the Wheeler-DeWitt kinetic operator, forming the Hamiltonian for the free theory.

The dynamics of the evolution of the basic variables of the theory with respect to \( T \) and the gauge invariant part of the intrinsic time \( t \) are encoded in the Physical Hamiltonian which we define as

\[
H_{\text{phys}} = \frac{1}{\beta} \int d^3x \sqrt{\Lambda},
\]

and a unitary evolution operator

\[
U(T, T') = T \exp \left[ \frac{i}{\hbar} \int_{T}^{T'} H_{\text{phys}}(T') \delta T' \right].
\]

This acts on a basis of states forming a separate \( SU(2) \) multiplet at each spatial point \( \prod_y \gamma[m, l] \), satisfying the \( SU(2) \) angular momentum relations

\[
T_y(x) \prod_y \gamma[m, l] = m \prod_y \gamma[m, l] ; \quad \sqrt{\Lambda} \prod_y \gamma[m, l] = \hbar \delta(0) \sqrt{l(l+1)} \prod_y \gamma[m, l].
\]

One can construct from this a basis of \( SU(2) \) spin-network states, with the \( SU(2) \) singlets being diffeomorphism invariant. In this analogy to Loop Quantum Gravity, these states must be deemed to be in a momentum space representation.

### 3. The BTZ Black Hole in Intrinsic Quantum Gravity

Let us consider the metric for a BTZ black hole

\[
ds^2 = g_{00} dr^2 + g_{rr} dr^2 + g_{\phi\phi} \left( d\phi + N^\phi dt \right)^2,
\]

where we have defined

\[
g_{00} = -N^2 = -\left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right) ; \quad g_{rr} = \frac{1}{N^2} ; \quad g_{\phi\phi} = r^2 ; \quad N^\phi = -\frac{j}{2r^2} ; \quad N = 0.
\]
We will now put the metric (8) into the language of ITQG by calculating the fundamental basic variables of the theory. From the determinant of the spatial two-metric \( q = q_{rr}, q_{\phi\phi} = \frac{r^2}{-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}} \), we can construct the unimodular spatial two-metric

\[
\bar{q}_{ij} = q_{ij} q^{\frac{1}{2}} = \begin{pmatrix}
\frac{1}{r} \left(-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}\right)^{-\frac{1}{2}} & 0 \\
0 & r \left(-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}\right)^{\frac{1}{2}}
\end{pmatrix}
\]  

with \( \det \bar{q}_{ij} = 1 \). Next, we will construct the momentric variables \( \pi^i \). The extrinsic curvature is given by \( K^i_j = \left(-\bar{q}_{ij} + \nabla_i N_j + \nabla_j N_i\right) \). We will need the lowered index form of the shift vector

\[
N_r = q_{rr} N^r + q_{r\phi} N^\phi = 0; \quad N_\phi = q_{\phi r} N^r + q_{\phi\phi} N^\phi = r^2 \left(-\frac{1}{2r^2}\right) = -\frac{j}{2}.
\]  

Since the three-metric is time independent, then \( \dot{g}_{\mu\nu} = 0 \) and only the covariant derivatives of the shift vector components will contribute

\[
K_{\nu r} = \frac{1}{N} \nabla_r N_\nu = 0, \quad K_{\nu \phi} = \frac{1}{N} \nabla_\phi N_\nu = 0.
\]  

For the covariant derivatives we have

\[
\nabla_r N_\phi = \partial_r N_\phi - \Gamma^r_{\rho\phi} N_\rho - \Gamma^\rho_{\phi r} N_\rho = \partial_r \left(j/2\right) - 0 - \frac{\partial_r q_{r\phi}}{2q_{\phi\phi}} N_\phi = \frac{\partial_r r^2}{2r^2} \frac{j}{2} = \frac{j}{2r};
\]

\[
\nabla_\phi N_r = \partial_\phi N_r - \Gamma^r_{\phi\rho} N_\rho - \Gamma^\rho_{\phi r} N_\rho = 0 - 0 + \frac{j}{2r};
\]  

Using \( N = \sqrt{-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}} \) and substituting (13) and (12), we have

\[
K_{\nu r} = \frac{j}{2N^r} \quad \text{with the following representation}
\]

\[
K_{ij} = \frac{j}{2r} \left(-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}\right)^{-\frac{1}{2}} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}.
\]  

The contravariant form is given by

\[
K^{ij} = q^{im} K_{mj} q^{nj} = \frac{j}{2r} \left(-M + \frac{r^2}{l^2} + \frac{j^2}{4r^2}\right)^{-\frac{1}{2}} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix},
\]  

which after the matrix multiplication yields the same components as \( K_{ij} \). To get the momentric variables we must first compute the traceless form of \( K^{ij} \), which is already traceless. In the ADM metric theory, we denote spatial 3-metric and its barred conjugate momentum on a spatial slice \( \Sigma \) of four dimensional spacetime of topology \( M = \Sigma \times R \) by \( q_{ij} \) and \( \bar{\pi}^i \) respectively. The ADM conjugate
momentum is given by \( \vec{\pi}^\mu = \frac{1}{2} \sqrt{q} (K^\mu - q^\mu K) = \frac{1}{2} \sqrt{q} K^\mu \). These leads to the barred momentum
\[
\vec{\pi}^\mu = q^{\mu/2} \left( \vec{\pi}^\mu - \frac{1}{2} q^\mu \vec{\pi} \right) = \frac{q}{2} K^\mu,
\]
with matrix representation
\[
\vec{\pi}^\mu = \vec{q}_\mu \vec{\pi}^\mu
\]
\[
= \frac{j r}{4} \left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right)^{\sqrt{2}} \left( \begin{array}{cc} 0 & \frac{1}{r} \left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right)^{\sqrt{2}/2} \\ r \left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right)^{\sqrt{2}/2} & 0 \end{array} \right) \times \frac{1}{r} \left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right)^{\sqrt{2}/2}
\]

4. P-V Criticality in Modified BTZ Black Hole in Intrinsic Quantum Gravity

To modify the BTZ black hole metric, we have from (10), \( \vec{q}_\mu = \frac{1}{g(r)} \) where
\[
g(r) = r \left( -M + \frac{r^2}{l^2} + \frac{j^2}{4r^2} \right)^{\sqrt{2}} + h(r, p)
\]
and \( h(r, p) \) is function that must be determined. After differentiation and further simplification we get
\[
g'(r) = -M^{\sqrt{2}} + \left( \frac{M^{-\sqrt{2}} r^2}{2} - M^{\sqrt{2}} r^2 \right) \frac{1}{l^2} + \left( \frac{M^{-\sqrt{2}}}{2} + M^{\sqrt{2}} \right) \frac{j^2}{4r^2}
\]
\[
- \frac{M^{\sqrt{2}}}{2} \left( \frac{r^2}{l^2} \right)^2 + \frac{M^{-\sqrt{2}}}{2} \left( \frac{j^2}{4r^2} \right)^2 + h'(r, p)
\]

But the position of the black hole event horizon is determined by the larger root of \( g(r) = 0 \), and by using the Euclidean trick we have the black hole temperature given by
\[
T = \frac{1}{\beta} = \frac{g'(r_+)}{4\pi}
\]
\[
= -\frac{M^{\sqrt{2}}}{4\pi} \left( \frac{M^{-\sqrt{2}} r^2}{2} - M^{\sqrt{2}} r^2 \right) \frac{8\pi}{3} P + \frac{1}{4\pi} \left( \frac{M^{-\sqrt{2}}}{2} + M^{\sqrt{2}} \right) \frac{j^2}{4r^2}
\]
\[
- \frac{1}{4\pi} M^{\sqrt{2}} \left( \frac{8\pi}{2} \right)^2 P^2 + \frac{M^{-\sqrt{2}}}{2} \frac{1}{4\pi} \left( \frac{j^2}{4r^2} \right)^2 + h'(r, p)
\]

where in the case of the asymptotically BTZ black hole the pressure \( P \) is
\[
P = \frac{-1}{8\pi} \Lambda = \frac{3}{8\pi} \frac{1}{l^2},
\]
\[
\Rightarrow \frac{8\pi}{3} P = \frac{1}{l^2}.
\]
with
\[ v = 2r, \]
we have
\[ T = 2Pr - Pb + \frac{a}{2r} - \frac{ab}{4r^2}. \]  
(24)

Now in order to find \( h(r, P) \) we use the ansatz
\[ h(r, P) = A(r) + PB(r, P), \]
(25)
with
\[ h'(r, P) = A'(r) + PB'(r, P). \]
(26)

So from (20), (24) and (26) we have
\[ \begin{align*}
&-\frac{M^{1/2}}{4\pi} + \left( \frac{M^{1/2}}{2} - \frac{M^{1/2}r_s^2}{2} \right) \frac{2P}{3} + \frac{M^{1/2}}{2} + \frac{M^{1/2}r_s^2}{2} \left( \frac{j^2}{4\pi} \right) \frac{1}{4\pi} - \frac{2Pr}{4\pi} + \frac{P'(r)}{4\pi} + \frac{P'B(r)}{4\pi} \\
&= -2Pr + Pb - \frac{a}{2r} + \frac{ab}{4r^2} = 0.
\end{align*} \]
(27)

From which we have the following two independent equations
\[ \begin{align*}
&\left( \frac{M^{1/2}r_s^2}{2} - \frac{M^{1/2}r_s^2}{2} \right) \frac{2P}{3} - \frac{M^{1/2}r_s^2}{2} \left( \frac{8\pi}{3} \right) \frac{2P^2}{4\pi} + \frac{P'B(r)}{4\pi} - 2Pr + Pb = 0, \\
&\frac{M^{1/2}}{4\pi} + \frac{1}{4\pi} \left( \frac{M^{1/2}}{2} + M^{1/2} \right) \frac{j^2}{4\pi} + \frac{M^{1/2}}{2} + \frac{P'B(r)}{4\pi} + \frac{A'(r)}{4\pi} - \frac{a}{2r} + \frac{ab}{4r^2} = 0, \tag{28}
\end{align*} \]

for which we are able to solve for \( A(r) \) and \( B(r) \) as follows
\[ \begin{align*}
A(r) &= 4\pi^2 \ln(r) + \pi ab + M^{1/2}r_s + \left( \frac{M^{1/2}}{2} + M^{1/2} \right) \left( \frac{j^2}{4\pi} \right) \frac{1}{2}\pi, \\
B(r) &= 4\pi r^2 - 4\pi br - M^{1/2}r_s^2 \left( \frac{8\pi}{3} \right) \frac{2P}{10} - \left( \frac{M^{1/2}r^3}{6} + \frac{M^{1/2}r^3}{3} \right) \frac{8\pi}{3}. \tag{29}
\end{align*} \]

But putting the above results for \( A(r) \) and \( B(r) \) into (25) and then put the resulting explicit expression for \( h(r, P) \) into (18), and using (22) we get the modified expression for \( g(r) \) given by
\[ \begin{align*}
g(r) &= r \left[ -M + \frac{r^2}{4\pi} + \frac{j^2}{4\pi} \right] + 2\pi a \ln(r) + \pi ab + M^{1/2}r_s \\
&+ \left( \frac{M^{1/2}}{2} + M^{1/2} \right) \left( \frac{j^2}{4\pi} \right) \left( \frac{j^2}{4\pi} \right) + 3r^2 - 3br - 3r^2 \left( \frac{3}{4\pi} \right) + \frac{M^{1/2}r^3}{10} \left( \frac{M^{1/2}r^3}{6} - \frac{M^{1/2}r^3}{3} \right) \frac{1}{2\pi}. \tag{30}
\end{align*} \]
which gives us the modified BTZ black hole from which

\[ T = \frac{1}{4\pi} g'(r) \bigg|_{r=r_+} \]

\[ = \frac{M^{-\frac{1}{2}} r^2 P}{3} - \frac{2M^{\frac{3}{2}} r^2 P}{3} + \frac{a}{2r} - \frac{ab}{4r^2} + 2Pr - bP - \left( \frac{M^{-\frac{1}{2}} r^2}{2} - \frac{M^{\frac{3}{2}} r^2}{2} \right) \frac{2P}{3} \]  

(31)

thus solving for the pressure \( P \) and further simplifications we get

\[ P = \frac{1}{[-b + 2r]} \left( T - \frac{a}{2r} + \frac{ab}{4r^2} \right) \]  

(32)

From the above, we observe that Equation (32) was also derived in [1] in another different formalism of quantum gravity. Thus we have shown that Equation (32) must be universal for the modified BTZ black hole irrespective of the formalism used. Thus continuing further we are then able to find the BTZ black hole critical points \( T_c, \ P_c, \) and \( V_c \) as

\[ V_c = 3b, \]

\[ P_c = \frac{a}{27b^2} \]

and

\[ T_c = \frac{8a}{27b} \]  

(33)

using the conditions

\[ \frac{\partial P}{\partial V} = 0 \quad \text{and} \quad \frac{\partial^2 P}{\partial V^2} = 0. \]  

(34)

Then finally from (33) we are able to find an interesting relation which is exactly the same as for the Van der Waals fluid called the thermodynamic critical compressibility factor and it is universal number predicted for the modified BTZ black hole [1].

\[ \frac{PV}{T_c} = \frac{3}{8}, \]  

(35)

Therefore from above results, we conclude that the modified BTZ black hole also exhibit the thermodynamic \( P-V \) criticality behavior in ITQG framework.

5. Conclusion

It is a well known fact that usual BTZ black does not have the critical behavior in \( P_c, \ T_c, \ V_c \). But in order for the black hole to have these behaviors, it needs to be modified and we do the transformation by using a suitable anstaz as function \( h(r, p) \). In our case, we modified the BTZ black hole within the frame work of ITQG formalism and we showed that indeed the modified BTZ black hole exhibits the \( P-V \) criticality and thus the results are the same as that of the Van der Waals fluid.
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Abstract
This study deals with Peak of electron density in F2-layer sensibility scale during quiet time on solar minimum. Peaks of electron density in F2-layer (NmF2) values at the quietest days are compared to those carried out from the two nearest days (previous and following of quietest day). The study uses International Reference Ionosphere (IRI) for ionosphere modeling. The located station is Ouagadougou, in West Africa. Solar minimum of phase 22 is considered in this study. Using three core principles of ionosphere modeling under IRI running conditions, the study enables to carry out Peak of electron density in F2-layer values during the quietest days of the characteristic months for the four different seasons. These parameters are compared to those of the previous and the following of the quietest days (the day before and following each quietest selected day) at the same hour. The knowledge of NmF2 values at the quietest days and at the two nearest days enables to calculate the relative error that can be made on this parameter. This calculation highlights insignificant relative errors. This means that NmF2 values at the two nearest days of each quietest day on solar minimum can be used for simulating the quietest days’ behavior. NmF2 values obtained by running IRI model have good correlation with those carried out by Thermosphere-Ionosphere-Electrodynamics-General Circulation Model (TIEGCM).
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Ionosphere, Peak of Electron Density in F2-Layer, Solar Cycle, Quiet Day, International Reference Ionosphere Model

1. Introduction
Ionosphere layer is an important site for radio waves reflection because of its
composition in particles. This layer moves like a plasma and so, is electrically neutral. Solar radiations hit the particles in this layer and causes ionization. Ionization of particles in ionosphere layer due to solar radiations creates electrons and ions in the layer. Ionosphere composition in particles enables to determine the critical frequency of radio waves frequency of transmitters. Critical frequency of radio waves is closely linked to the density of electron in the F2-layer. Many works about ionosphere parameters determining have been done during these last years [1]-[10]. The main purpose of these different studies is to carry out ionosphere parameters for telecommunication, navigation, electrical disturbance predictions. Several models have been developed for ionosphere investigation. In previous studies, we used International Reference Ionosphere model, Thermosphere-Ionosphere-Electrodynamics General Circulation Model, and data [11]-[17] to carry out ionosphere parameters. The present study is focused on the calculation of relative error on Peak of electron density in F2-layer values at the limits of the quietest days for different seasons during solar minimum, compared to those of the quietest days. In this work, we calculate the relative error value on NmF2. The study is based on quiet time variation of solar cycle 22 at Ouagadougou station and uses International Reference Ionosphere (IRI) model for ionosphere investigation. 2012-version of IRI is used to run the model.

2. Methodology—Fundamentals

In this study, the minimum year (1985) of solar cycle 22 is considered for Peak of electron density in F2-layer behavior. Ionosphere modeling using IRI study is focused on the following three core principles: 1) The characteristic months are March, June, September and December for spring, summer, autumn and winter respectively. 2) The five quietest days of each characteristic month are used. 3) Solar minimum is characterized by sunspot number Rz < 20 and Aa ≤ 20 nT. During quiet time conditions, the five quietest days characterize the whole month in each season. We consider the two nearest days (previous and following) of each quietest day in the characteristic month as the boundaries. Ouagadougou is located in West Africa. The following input parameters are used for running IRI model during solar minimum at the station: Year = 1985, Longitude = 358.5˚E, Latitude = 12.5˚N, Height = 500, Stepsize = 1. With above input parameters, NmF2 time values are obtained on “List Model data”. These values are exported in an Excel file for plotting.

Table 1 highlights the five quietest days selected in each season on solar minimum.

3. Results and Discussion

Figures 1-4 present NmF2 time variation carried out by running IRI model under

<table>
<thead>
<tr>
<th>March</th>
<th>June</th>
<th>September</th>
<th>December</th>
</tr>
</thead>
<tbody>
<tr>
<td>9, 13, 21, 22, 25</td>
<td>3, 14, 16, 18, 19</td>
<td>2, 3, 4, 5, 29</td>
<td>8, 9, 21, 23, 29</td>
</tr>
</tbody>
</table>
Figure 1. NmF2 time variation on March 1985.
Figure 2. NmF2 time variation on June 1985.
Figure 3. NmF2 time variation on September 1985.

Figure 4. NmF2 time variation on December 1985.
its 2012-version for the retain days previously found in Table 1. On each figure, we present NmF2 time profiles on five different panels. Each panel highlights NmF2 time variations for three days that are the quietest day, the previous and the following day.

Relative error on Peak of electron density parameter in F2-layer is calculated by the following Equation (1):

$$\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i} = \frac{\text{NmF}_2_i(D) - \text{NmF}_2_i(D \pm 1)}{\text{NmF}_2_i(D)}$$  \hspace{1cm} (1)

In Equation (1), NmF2(D) is the Peak of electron density value at i hour for D-day. D-day is the quietest day. \((D \pm 1)\) are respectively the previous \((D - 1)\) and the following \((D + 1)\) day of the quietest day. \(i \in [0, 24]\). The step for i values variation is 1.

Calculating the relative error on Peak of electron density in F2-layer for Figures 1-4 corresponding to March (spring), June (summer), September (autumn) and December (winter) gives the following ranges:

On March 1985:

$$\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i} \in [0\%, 4\%]$$  \hspace{1cm} (2)

On June 1985:

$$\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i} \in [0\%, 2\%]$$  \hspace{1cm} (3)

On September 1985:

$$\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i} \in [0\%, 4\%]$$  \hspace{1cm} (4)

On December 1985:

$$\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i} \in [0\%, 1\%]$$  \hspace{1cm} (5)

The range of \(\frac{\Delta \text{NmF}_2}{\text{NmF}_2_i}\) variation given by (2), (3), (4) and (5) is inferior to 4%. Peak of electron density in F2-layer values vary slightly from the quietest day to its two nearest selected days. This means that NmF2_D-1 ~ NmF2_D ~ NmF2_D+1 at the same time Calculated relative error at each hour between the quietest day and its two nearest days is inferior to 4% for NmF2. However, NmF2 value is a multiple of 10^5 cm^{-3}. In each panel, a variation of 4% is insensible on NmF2 value. This enables to conclude that a 4% variation on NmF2 does not influence measurably Peak of electron density in F2-layer. So, using NmF2 value at the nearest days of quietest day doesn’t introduce a sensitive error on this parameter.

4. Conclusion

In this study, Peak of electron density in F2-layer parameter is carried out by the
use of IRI model. The study highlights insignificant relative errors on NmF2 carried out from the quietest days on solar minimum of phase 22 at Ouagadougou station. This means that using NmF2 values at the nearest days of each quietest day instead of those of the quietest day doesn’t introduce significant error. The contribution of this study is the possibility to neglect the relative error on Peak of electron density in F2-layer parameter due by considering the value of this parameter at the limits of each quietest day on solar minimum at low latitudes. This means that we can use either NmF2 carried from the quietest day or those from the nearest days to characterize the quietest day behavior. For a next study, this method will be applied to NmF2 variability on solar maximum.
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Abstract

A new equation is found in which the concept of matter-space-time is mathematically connected; gravitation and electromagnetism are also bound by space-time. A mechanism is described showing how velocity, time, distance, matter, and energy are correlated. We are led to ascertain that gravity and electricity are two distinct manifestations of a single underlying process: electro-gravitation. The force of gravitation arises from electromagnetism—inherently much stronger—divided by the cosmological space-time. The radius of space-time belongs to the family of electromagnetic waves: the wavelength is the radius (10^{26} m) of the universe and the period (10^{17} s) is its cosmological age. For the first time, the cosmological time, considered as a real physical object, is integrated into a “cosmological equation” which makes coherent what we know regarding the time (its origin, its flow ...), the matter, and space. It sets up a mathematical model allowing us to interpret dark energy (or cosmological constant) as being both “negative” and “tired” energy. After an introduction with a brief history of unifications and the presentation of two roughly equal ratios arising out from Dirac’s large-number hypotheses which relate to the ratio of electric force to gravitational force and the ratio of the age of the universe to the atomic time unit associated with atomic processes, we present in §2 this new equation of quantum cosmology which operates the reconciliation between the macrocosm and the microcosm. In §3 and §4, we discuss the irreversible cosmological time resulting from the equation, as well as the role of the mass (heavy) relative to the gravitational constant G. In §5 we discuss the links that the equation establishes between gravitation (structure of condensation) and electromagnetism (structure of expansion), between relativity and quantum theory. We apply the formula to Planck’s time. We speak of the new essential variable \( M_{\text{ip}}^2 \), and briefly of a new principle, the principle of compensation. In §6 we discuss the negative energy solutions banned by physics, and we deplore that half of the universe escapes us. We present the electro-gravitation in §7, from the equation which repre-
sents a super hydrogen atom. In § 8 we show that the global mass (gravitation- al) is variable: it increases during the expansion while the mass of the elementary particles decreases. In §9 we approach the spontaneous symmetry breaking; when it occurs, the arrows of the equation are momentarily reversed: such a mechanism would apply to the Allais effect, also mentioned in §6.4. §10 and §11 deal with the energy linked by the equation to matter through expansive space-time. The equation transforms electromagnetic kinetic energy into a gravitational mass, considered as a potential energy. Entropy increases according to the arrow of time towards the future. In §12 we discuss of the prevailing theory of inflation. We note the similarity between the proclaimed acceleration of current expansion and inflation. Physicists have interpreted the positive cosmological constant in terms of vacuum energy which would be $10^{120}$ times higher than the dark energy density deduced from the astronomical measurements. However, the high theoretical value of the vacuum energy (and the cosmological constant) has no observable pendency in the cosmos. In §13 we suggest that these several orders of magnitude difference problem are solved by the theory of relation, which indicates a deceleration of the expansion. Finally, in § 14, we close by speaking of a model of cyclic universe and about the object of this paper, a dynamic equation that allows to build a quantum cosmology.
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1. Introduction
1.1. History of Unifications

Historically [1], Newton’s discovery of the law of gravitation can be appreciated as the first “unification”, combining the laws of heaven and earth. The next great leap took place in the mid 1860’s with Maxwell’s theory of electromagnetism uniting electricity and magnetism. In 1905, Einstein created the special theory of relativity connecting space and time and associating the concepts of matter and energy. In 1915, he proposed general relativity, which explained gravitation as the marriage of space-time and matter-energy. In the 1960’s, the works of S. Weinberg, A. Salam and S. Glashow led to the unification of the electromagnetic interaction and the weak nuclear interaction. The next step, namely the unification of the electroweak and strong interactions, drove to the electronuclear theory (GUT) whose predictions were the object of no conclusive result. As for the ultimate synthesis—the unification of gravitation and GUT—it has defied all attempts.

1.2. Dirac’s Conjecture

More than seventy years ago, Paul Dirac suggested that more than a coincidence was at work between the age of the universe in atomic time units and the ratio of
the electric force between an electron and a proton to the gravitational force between the two \( \frac{ke^2}{(GM_pM_e)} = 10^{40} \) [2] [3]. The most fundamental unit of time would be one associated with atomic processes, because it would depend only on basic natural constants, such as the electric charge \( (e) \), the mass of the electron \( (M_e) \), or the speed of light \( (c) \). This time unit, which appears throughout physics as the basic time scale for atomic and nuclear processes, is roughly the time required for light to travel the electron radius: \( 10^{-15} \, \text{m} / 10^9 \, \text{s} = 10^{-23} \, \text{s} \). Thus the evaluated age of the universe \( (10^{17} \, \text{s}) \) in atomic time units is \( 10^{17} \, \text{s} / 10^{23} \, \text{s} = 10^{60} \).

Dirac postulated that the near equality of these two numbers was a manifestation of some as yet the unknown deeper law of nature that required them to be nearly equal for all time. The problem is that the age of the universe is increasing. If the quantity between the two \( 10^{40} \) is to be maintained, then one of the other numbers must change with time. For many physicists, the gravitational constant \( (G) \) seems the only plausible candidate which can vary in spite of general relativity, which states that \( G \) is a physical constant whose numerical value is fixed.

Our reflections and insights on this issue have made us discover the theory of Relation (let us understand well: the word “relation” means connection, link, and it is not excluded that it means “unification”) whose mode of action decrypts the order of the cosmos. It proposes a model of quantum cosmology through an equation that builds a relationship between electromagnetism, Newtonian gravitation, special relativity, quantum physics and general relativity.

2. Equation of the Theory of Relation

2.1. The Equation

Let us compare the electrostatic and the gravitational forces between two protons in the same nucleus, with a distance of 0.2 nanometers [4]. We will use the MKS system which has the advantage of incorporating the constants of the permittivity of free space and of permeability of free space. The value of the Coulomb constant \( k \) is \( 1/4\pi \varepsilon_0 = 8.9875 \times 10^9 \, \text{N} \cdot \text{m}^2/\text{coul}^2 \). The value of the constant \( \varepsilon_0 \), called permittivity of free space, is \( 8.8542 \times 10^{-12} \, \text{coul}^2/\text{N} \cdot \text{m}^2 \). According to Coulomb’s law, the electrostatic repulsive force is \( F_e = q^2 / (4\pi \varepsilon_0 R^2) = 5.775 \times 10^9 \, \text{N} \);

\[ e^2 / [4\pi (8.8541878 \times 10^{-12}) (0.2 \times 10^{-9})]^2 \]. The attractive Newtonian force is \( GM_p / R^2 = 4.666 \times 10^{-45} \, \text{N} \). The ratio is \( F_e / F_g = ke^2 / GM_p^2 = 1.23 \times 10^{16} \).

Let us pursue Dirac’s suggestion on the time, and replace the ratio by a universal time factor with the constants \( G \) and \( c \): \( F_e / F_g = t_c / G \); \( F_e = F_g t_c / G \). And suppose we relativize the masses of the protons, in accordance with special relativity, as if they were moved with a speed of 200,000 km/s, we would obtain

\[ \frac{ke^2}{R_e \left(1 - v^2/c^2\right)^{1/2}} ]^2 \]

\[ = G \left[ M_p / \left(1 - v^2/c^2\right)^{1/2} \right] / \left[ R_e \left(1 - v^2/c^2\right)^{1/2} \right] \left[t_c / G\right]. \]
thus we would have

\[ ke^2 = M_{vp}^2 t_c. \]  

(2)

[ \( M_{op} \) is rest-mass; \( M_{op} \left( \frac{1}{\sqrt{1-v^2/c^2}} \right)^{\frac{3}{2}} \) gives \( M_{vp}, i.e., \) rest-mass + kinetic energy \( \mathcal{T} \); \( v = 200,000 \text{ km/s} = 2/3c \).]

Note that in this model, the speed of the relativized protons is identified with the estimated speed of the recession of galaxies and that it determines all other variables. We found reasonable to adopt the speed \( 2/3c \). Since this is dependent on astronomical observations which are constantly evolving, the speed will be adjusted accordingly.

Particles come in pairs, each with a counterpart antiparticle

\[ \pm ke^2 = \pm \left( M_{op} / \left( 1 - v^2 / c^2 \right)^{\frac{3}{2}} \right)^{\frac{3}{2}} t_c. \]  

(3)

\[ 2.3 \times 10^{-28} \text{ kg} \cdot \text{m}^3 \cdot \text{s}^{-2} = \left( 1.672 \times 10^{-27} \text{ kg} \right) / \left( 1 - 4/9 \right)^{\frac{1}{2}} \left( 1.528 \times 10^{17} \text{ s} \right) \left( 3 \times 10^4 \right) \]

\[ 2.3 \times 10^{-28} \text{ kg} \cdot \text{m}^3 \cdot \text{s}^{-2} = \left( 2.2439 \times 10^{-27} \text{ kg} \right) \left( 1.528 \times 10^{17} \text{ s} \right) \left( 3 \times 10^8 \right). \]

We ascertain that the link between the charge squared and the relativized proton’s mass squared confers a universal time of \( 1.5283 \times 10^{17} \text{s} \) multiplied by \( c \). That time gives 4.84 billion years \( \left( \frac{1.5283 \times 10^{17}}{365.24 \times 24 \times 60 \times 60} \right) \).

### 2.2. Linear Time and Transverse Time

This time for a speed of 200,000 km/s gives a time well below the 13 to 15 billion light-years expected. Relativized protons should be with a much lower rate to obtain these ages. Therefore, the radius \( t_c \) of about 15 billion light-years could be confused with both an electromagnetic wave and a gravitational wave. The two are transverse. However, since we assimilate the speed of the relativized protons to the velocity of recession of galaxies and that the latter is not evaluated less than \( 2/3c \), we exclude this possibility.

The other alternative is to consider that the cosmological time of Equation (2) is a mathematical “linear time” that evolves as a “longitudinal” ray of light. A point particle on a cosmological space-time ray will go straight ahead, such as a Euclidean space-time line, from one point to another. It will cross the radial radius \( t_c (=A-Z) \), in 4.84 billion light-years. This radius can then become confused with a longitudinal gravitational wave or a longitudinal electromagnetic wave. Although we do not know these waves, they cannot be forbidden in theory. We believed for a long time that sound waves were exclusively longitudinal while they are also transverse.

Linear time, that is to say, the time required for a particle to travel a distance \( A-Z \) in a straight line as would make a longitudinal wave, matches with 15.21 billion years in circular time, or linear time multiplied by \( \pi \). The circular time expresses the required time for a particle can travel the same length in rotating around the line, as would a transverse wave [5].
One can imagine that a wave rolled up around the radial line A-Z would travel it in the 5.21 billion years, which is linear time multiplied by \( \pi \). It fits a transverse electromagnetic wave

\[
k\epsilon^2 = M_{\text{tp}} (\pi)t_{e.c.}.
\]  

Of this expression, one must keep in mind that \( \pi \) is used for winding the particle spirally around the radial length \( t_{e.c.} \). It could be a transverse electromagnetic wave but it could also be a transverse gravitational wave. Mathematically, the equation should be

\[
(\pi)k\epsilon^2 = M_{\text{tp}} (\pi)t_{e.c.}.
\]  

From a physical point of view, we prefer however the Equation (4), because it allows highlighting, for the same distance, the transverse character (and thus electromagnetic) with respect to the linear character. It can be said that the second of the longitudinal wave is worth the second of the transverse wave divided by \( \pi \). It means that a particle will browse transversely a distance A-Z while in the same time another particle will cover a radial distance A-Z \( \times \pi \). We estimate that it is adequate and corresponds roughly to the observations. The photon is the boson of the transverse electromagnetic wave of space-time.

It has been shown that space-time is electromagnetic (vacuum minimum energy, etc.). So, using the basic unit of time, the second, considered electromagnetic, the universe was estimated at about 15 billion light-years. Our equation, calculated for a relativistic velocity of \( 2/3c \) for the protons, gives 15 billion light-years using \( \pi \). We estimate that it is adequate and consistent with the observations. The photon is the boson of the transverse electromagnetic wave of space-time.

If this transverse electromagnetic wave was unfolded into a longitudinal electromagnetic wave, the distance A-Z would be multiplied by \( \pi \), what would give 47 billion longitudinal light-years. We would have, always at the speed of light, distances at least three times the length of the distances presently estimated. The seconds of this longitudinal electromagnetic wave would have a time three times shorter than the seconds of the transverse wave.

The particles that may be associated with longitudinal electromagnetic waves and longitudinal gravitational waves could be the neutrino and the graviton. The longitudinal electromagnetic wave already exists. The gravitational wave, which has always been considered to be transverse, would have been captured in 2015. This does not exclude the existence of a longitudinal gravitational wave [6].

### 2.3. Formula of the Expansion

We know that nucleons are forming 99.97% of the known matter. Neutron and proton are two states of the nucleon. Suppose that the protons of our equation are galaxies which move away at \( 2/3c \), then we get a “cosmological equation” that determines the age and distance of the universe in relation to the speed of recession of galaxies. The more the speed of recession of distant galaxies de-
creases (velocity $\sim c^2/c^2$ at the beginning toward lower speeds: $v^2/c^2$), the more they move away from the Earth and the more the age of the universe increases. Velocity, distance, and age are correlated for the first time in an equation. The flight of the galaxies at $2/3c$ corresponds to 15 billion years. Both numbers are roughly consistent with the real estimates of science.

The Equation (4), in the form
\begin{equation}
\pm (\pi) ke^2 = \pm M_{pp}^2 (\pi) t_c
\end{equation}
is the equation of the expansion. It establishes a clear mathematical link between electromagnetism and gravitation. The term “$(\pi)t_c$” corresponds to the radius of the universe. To the right-hand side, matter ($M_{pp}^2$), space and time ($t_c$) are mathematically related into one whole.

It can be seen in the Equation (1) that the expression
\begin{equation}
C \left[ M_{pp} \left( 1 - v^2/c^2 \right)^{1/2} \right] \left[ R_g \left( 1 - v^2/c^2 \right)^{1/2} \right]
\end{equation}
links Newtonian gravitational force and relativity. We get a relativized Newtonian gravitation, which means, firstly, that gravity is a reality everywhere and, secondly, that special relativity is not only a mathematical utility, not just a Galilean reference frame without gravity. Both are linear theories applied to a tri-dimensional Euclidean geometry with linear-plan space-time. These are applied to a linear two-dimensional Euclidean space-time with flat linear theories. In addition, electromagnetism is also a linear theory.

In Newton’s theory of gravitation, the force $GMm/r^2$ transmits instantaneously an energy or a signal. Newton was unhappy with the instantaneous or “action at a distance” phenomenon associated with gravity. Poincaré (1904), Minkowski (1908), and de Sitter (1911) agreed that gravity must propagate with the speed of light. For according to special relativity nothing moves faster than light, not even gravity. None of the several gravity theories—even from Einstein, that was consistent with special relativity in that the speed of the propagation of gravity was the speed of light—was satisfactory. In the proposed equation, the combination of the Lorentz transformation and $t_c$ ensures that the velocity of light or gravity does not go faster than the velocity of the universal constant $c$ [7].

According to the theory of Relation, gravity is not a separate force, but an aspect of electromagnetism. Both forces are joined by the four-dimensional space-time. In fact, the gravity results from the dissolved energy of the expanding electromagnetism which does not stop creating the space-time. Deep down, electric and gravitational forces are part of a common superforce: electro-gravitation. Like magnetism and electricity are two sides of electromagnetism [8]. In subatomic particle physics, electro-gravitation takes the aspect of the electrostatic force, and the gravitation force, $10^{36}$ weaker, plays no direct role there. When the pair of particles with both positive electric charges which repel and move away at nearly the speed of light, creating the “space-time” between them, electromagnetism decreases with distance and takes the name gravity. On the large scale, electro-gravity becomes gravity. We are led to think of the gravi-
tational forces as being electromagnetic forces with attractive charges acting in space-time instead of in the subatomic world. The driving force of expansion, caused by the initial explosion, would result from the repulsive charges of the electromagnetic forces operating in the universe [9].

2.4. Other Relativistic Expressions

Here are other relativistic expressions that express the mass variation of a moving proton as a function of velocity and cosmological time. They do not take account here of π as if \( t, c \) was longitudinal and not transverse. The same applies to the rest of the paper.

\[
M_{\text{op}} \quad \text{(is the rest mass; } M_{\text{op}} \left( \sqrt{1 - v^2/c^2} \right)^{1/2} \text{)} \), or \( \Delta M_p \quad \text{(is the kinetic energy) } T; \ M_{\text{vp}} \quad \text{(is the relativized mass with kinetic energy; } v = 2/3c) \)
\]

\[
ke^2 = M_{\text{op}} + \left[ M_{\text{op}} \left( \sqrt{1 - v^2/c^2} \right)^{1/2} - 1 \right]^2 t, c \tag{7}
\]

\[
2.3 \times 10^{-28} = \left[ (1.6725 \times 10^{-27}) + (5.71 \times 10^{-28}) \right]^2 \left( 1.52 \times 10^{17} \right) \left( 3 \times 10^8 \right),
\]

or

\[
ke^2 = \left( M_{\text{op}} \times \Delta M_p \right)^2 t, c \tag{8}
\]

\[
2.3069 \times 10^{-28} = \left[ (1.6725 \times 10^{-27})(1.3416) \right]^2 \left( 1.5283 \times 10^{17} \right) \left( 3 \times 10^8 \right).
\]

Relativistic expression for kinetic energy of a moving proton (quantum mass)

\[
T = M_{\text{op}}c^2 - M_{\text{op}}^2c^2 = M_{\text{op}}c^2 \left[ \left( \sqrt{1 - v^2/c^2} \right)^{1/2} - 1 \right]. \tag{9}
\]

Potential energy for the electrostatic field of point charges united to potential energy for the gravitational field

\[
-ke^2 \left[ R_g \left( 1 - v^2/c^2 \right)^{1/2} \right]^2 \]

\[
= - \left[ G \left[ M_{\text{op}} \left( 1 - v^2/c^2 \right)^{1/2} \right] t, c \right] / \left[ R_g \left( 1 - v^2/c^2 \right)^{1/2} \right] G. \tag{10}
\]

Formula of the total energy of the proton in function of \( e, c, \) and \( t, c \)

\[
ke^2 = M_{\text{op}}^2 c^2; \quad M_{\text{vp}} = \left( ke^2/t, c \right)^{1/2}; \quad M_{\text{op}} = \left( 1 - v^2/c^2 \right)^{1/2} \left( ke^2/t, c \right)^{1/2}
\]

\[
E = M_{\text{op}}c^2 + T = M_{\text{op}}^2c^2 = \left( ke^2 \right)^{1/2} \left( t, c \right) \tag{11}
\]

\[
E = M_{\text{op}}c^2 = \left[ \left( 1 - v^2/c^2 \right) \left( ke^2 \right)^{1/2} \right)^{1/2} \left( 1 - v^2/c^2 \right) \left( ke^2 \right)^{1/2} \left( t, c \right). \tag{12}
\]

This is for the fermion. New formula of energy for the boson (\( m_\nu \)) is

\[
E = m_\nu c^2 = M_{\text{vp}}^2 h/c \tag{13}
\]

\[
ke^2 = M_{\text{vp}} \left( 1 - v^2/c^2 \right)^{1/2} \left( 1 - v^2/c^2 \right) \left( t, c \right). \tag{14}
\]

This means that electricity is a manifestation of energy like energy and matter are equivalent. Proton (and neutron) and electron are grains of electricity. The masses of proton and electron have EM origin: \( M_{\text{op}} = \left( ke^2/t, c \right)^{1/2}, \) and the mat-
ter is composed of grains of electricity. Matter atom is done of a multitude of elementary particles that are electricity, so properties of matter must be explained by properties of electricity.

On the basis of \[ ke^2 = M_{\text{yp}}^2, c = M_{\text{yp}}^2 2GM^2 \sqrt{c^2} = M_{\text{yp}}^2 2GM^2 c^2 \sqrt{c^2} \], the new formula of the energy of the ordinary matter of the universe will be

\[ E = M^2 c^2 = ke^2 c^2 \sqrt{(M_{\text{yp}} 2G)}. \] (14)

3. Cosmological Time

The Equation (2) \[ ke^2 = M_{\text{yp}}^2, c \] is written with a real and cosmological time (neither relative nor absolute) that governs the infinitely small and the infinitely large. It allows considering time as a real entity which contains in itself the difference between the past and the future. It can open a new chapter of the physics because so far, the more the physical theories have been developed, the more the notion of time has become evanescent. First with the introduction of relativity in 1905 which made it lose its absolute character; the notions of present or of duration turning dependent on the observer; an overt indifference where time becomes intimately linked to space for which this distinction has no meaning. Then with quantum mechanics, two decades later, who dived in the “fuzzy” the idea of time. The laws of microphysics show no preferred flow direction. At such an extent that for physicists if a broken glass is never spontaneously repaired, it is not because we cannot go back in time, but simply because the configuration “repaired” is less probable than “broken” [10].

Nevertheless, in the cosmological theories of Einstein, de Sitter and Lemaître, new ideas related to the character of universal space had been introduced, but no corresponding progress was achieved regarding the idea of time, except to the extent that the phenomenon of expansion tended to suggest a finite past, rather than an infinite past. Just as Einstein did make the progress that is known by analyzing concepts like that of simultaneity, similarly the next progress of physical theory will be obtained by taking again the analysis of time to the point where he left it.

The cosmological time found in the equation would be the age of the universe. The reference is the beginning of space-time from the Planck time. It would recover a character not absolute as before the relativistic revolution, but universal that would integrate the difference between the past and the future with the acquirments of this revolution that unites time and space. The energy associated with the immateriality and the mass associated with ordinary matter could be stored in two opposite and complementary structures. This “new” time and this new energy and mass ratio would redefine general relativity, making it global and compatible with the quantum rules [9].

If we admit that the universe is a kind of expanding super-atom that gives the age of the universe, then we have an arrow to the future which is the same of at least three arrows of time that distinguish the past from the future: thermodynamics (disorder increases) cosmological (universe expansion rather than contraction), psychological (we remember the past, not the future) [11]. The flat
space-time, *i.e.*, zero curvature, makes the universe seem as being very close to the special case, intermediate between open and closed universe. The closed universes collapse eventually, and may then undergo further cycles of expansion and collapse, like a bouncing balloon. A universe closed by gravity is the equivalent of a black hole. We assume that the universe is at the highest of his jump and is about to plunge forward, which means that the cosmological time continues by orienting towards the big crunch, while the thermodynamic time passes from cold to hot.

In any event, the colossal amount of kinetic energy contained in the original proton varies with time. In fact, energy relieved by two energetic protons which move away from each other engenders the radius of the universe. The term “$t_c c$” corresponds to the radius of the universe and represents the cosmological time linked to the universal thermodynamics. We say that this cosmo-thermodynamics time, that shapes the radius of the universe, stems from two charges in the form of relativized protons which run away from each other creating so the space-time of this universe. One could say that the pairs of protons go away simultaneously from the center in all directions and two opposite directions constitute geometrically the diameter. This simultaneity suggests another time behind the thermodynamic time that we could call “duration”. The velocity $v$ of the Lorentz transformation indicates both the speed of the proton which decreases with expansion and its remaining mass (rest + kinetic energy). The released energy is propagated with velocity $c$, as an electromagnetic wave, which suggests that the frequency decreases with time [12].

### 4. The “Flow” of Time and the Universal Constant $G$

Lancelot L. Whyte in a short essay, *Archimedes or the Future of Physics* (1927) [13], pointed out that in each of the two major physical theories of the twentieth century, the fundamental role was played by a particular natural constant: In relativity by $c$, the velocity of light in vacuum, and in quantum theory by $h$, the Planck constant. He suggested that the next progress would be associated with a new fundamental constant that would concern the flow of time. The idea that time can be an active factor of causality means from the mathematical point of view that $t$ must appear in the expression of the law. Such a law would express the fact of the historical and irreversible duration, or the “flow”. The irreversible flow of time (cosmological time), linked to the irreversible phenomenon of expansion and our consciousness of the one-way flow of time, becomes a necessary element of any theory of the structure of nature. Thus, while the first principle of thermodynamics, that of conservation of energy, concerns time only as a simple “duration,” the second principle implies the idea of flow. This notion of flow is fundamental and we consider that the expansion of the universe is its supreme manifestation.

Based upon the fundamental unit of time and on the fundamental physical constants, this cosmological time confirms the intuition of Paul Dirac, namely
that the dimensionless number $10^{40}$ is not a constant but a variable of time in relation to the age of our universe. He thought that this number was determined by particle physics and also by the gravitational influence of the entire universe. In 1937 and in 1938, he proposed that $G$ varies like the inverse age of the universe, so as the universe expanded from the big bang, the gravitational constant, or force, became weaker and weaker as time passed until today when we experience the present very weak force of gravity. But he was unable to apply it to Einstein’s gravity theory [14].

For our part, we postulate that the gravitational mass of the universe varies proportionally to the age of the universe [7] [15]. If we assert that the electric forces and the gravitational force which are exerted between two particles of identical mass are disproportionate, the gravitational interaction is reduced to almost nothing. We have previously (section 2.1) replaced the numerical difference $10^{36}$ (for protons) by the factor $(t_c/G)$. Although Dirac has concluded that it is $G$ which varies with time, we note that $G$ is excluded from the equation, just like for special relativity: 

$$
\frac{ke^2}{r^2} = \left( \frac{GM^2_{vp}}{r^2} \right) \frac{(t_c/G)}{(t_c/G)} = ke^2 = M^2_{vp} t_c c.
$$

It is the mass $M_{vp}$ which varies rather than the constant $G$. In fact, even if $G$ retains its status of an invariable constant of nature, as for general relativity, it turns out to vary through his substitute, the mass, which is amended from time. This confirms the intuition of Dirac and entails a modification of the gravity leading to a new kind of cosmology in which it is as much the mass of the particles as the mass of the whole universe which changes with time.

Ultimately, the theory of Relation considers that the mass of elementary particles changes with time (we do not speak here of the naked mass which remains invariant), that $G$ is a fixed constant of the nature and that the space-time of the theory of Relation $(t_c)$ is almost the same as that of special relativity $(tc)$: a four-dimensional Euclidean space-time continuum [11], except that he contains an electromagnetic aspect.

5. Link between Quantum Mechanics and General Relativity

5.1. Theory of Relation

According to the theory of Relation [16], the classical gravitation is almost zero at the Planck time because its energy is entirely in the potential state, the inverse of the kinetic energy of the electromagnetic interaction. Thus in equation

$$
ke^2 = M^2_{vp} t_c c = 2GM^* / c^2,
$$

the kinetic energy of the squared mass of the relativized proton $(M^2_{vp})$ decreases in an inversely proportional way to the time and to the mass of the ordinary matter $(M^*)$. The time generated by the expansion is inversely proportional to the quantum mass which decreases and proportional to the ordinary mass which grows, while we keep $G$ of general relativity as a fixed constant of nature. Although $t_c$ looks like the Euclidian four-dimensional space-time continuum of special relativity [11], it is dissociated by its irreversibility and its electromag-
netic aspect.

If we write \( ke^2 = M_{vp}t,vc = M_{vp}^2 h / m_c \), the cosmological time which extends from \( 10^{-43} \) s to \( 10^{17} \) s, associated with \( h \) and \( c \), reveals the quantum structure of space-time itself, which means a limit to the divisibility of space and above all to the divisibility of time.

One can imagine big implications if we write

\[
22 2 2 2 2 \text{v.o. v.o. v.o. k.e. M.v.c.M.h.m.c.M.G.M.c} = = = = 0 \tag{16}
\]

5.2. Structure of Expansion and Quantum Theory

In this proposed model of quantum cosmology, there are two associated structures (expansion and condensation) of the world and a time scale incorporated into two different theories, quantum mechanics and relativity, each of which is of fundamental importance. In

\[
±k e^2 = ±\left[ M_{vp} \left( 1 - v^2 / c^2 \right)^{1/2} \right]^2 h / m_c = ±\left[ M_{vp} \left( 1 - 2^2 / 3^2 \right)^{1/2} \right]^2 h / m_c \tag{17}
\]

or

\[
±ke^2 = ± M_{vp}^2 h / p, \tag{18}
\]

we associate electromagnetism, Newtonian gravitation, special relativity and quantum physics. The formula \( t_c c = h / m_c \) expresses the electro-gravitational field bound to \( M_{vp} \).

Protons (\( M_{vp}^2 \)) represent the stable particles of matter of the expanding universe. They move in every given direction at a speed less than \( c \). So at any epoch posterior to the Planck era, the system fills the inside of a Euclidian sphere of radius \( t_c c \). The nearest particles from the center, which emerge from the Planckian era, seem to move away with a speed \( v \) very close to \( c \). At the beginning, their rest mass is covered with a huge kinetic energy. The speed of the expansion decreases and the kinetic energy of protons are subject to a transformation into a sort of frozen energy, in bodies with mass. We suppose arbitrarily that the speed of the particles of the current universe is \( 2/3c \) [17]. The proton—likened to a galaxy because it consists of protons—will be livened up at the most in a uniform motion at a constant speed when he will have exhausted almost all its kinetic energy and will be close to its rest mass (\( 1.6725 \times 10^{-27} \) kg). It is a “zero” speed motion and this could mean that the expansion will be replaced by a contraction into a new region that did not exist before and that the universe will go towards a new space-time bounce [18].

By uniting \( E = m_e c^2 \) of the relativity with \( E = h v \) of the quantum theory, we obtain \( t_c c = h / m_c \). This field produces energy packets which are bosons. The particle mediator \( m_p \) represents as much the quanta-photon as the quanta-graviton. The latter (we are talking about the graviton from the big bang) carries the gravity and is similar to the photon of electromagnetism. Both are moving at the speed of the light, have energy but no rest mass. Their paths can be represented by straight lines in Euclidean space. If we talk of an electromag-
netic field for the photon, we speak of an electro-gravitational field for the graviton. The electro-gravitational wave “$t_c$” could belong to the family of electromagnetic waves. A de Broglie wave is associated with their motion and is affiliated with the speed of the proton.

5.3. Structure of Condensation and General Relativity

The term $GM^o/c^2$ represents the structure of condensation, and general relativity in a more global than local aspect. Einstein saw a possibility to obtain a geometrical interpretation of gravitational forces analogous to centrifugal forces. Centrifugal forces and gravitational forces are proportional to the mass of the body which they are applied [19]. The equivalence between inertial, gravitational and centrifugal forces is $F = ma = GMm/r^2 = mv^2/r$. Radius is $GM^o/v^2$. With velocity $c$, $r = GM^o/c^2$. This expression of the radius of general relativity is, in fact, the Schwarzschild radius. In Equation (4), we said that $t_c$ was the radius of the universe. So $R = t_c = GM^o/c^2$. For reason of symmetry, we will take $2\pi GM^o/c^2$ as the relevant universal radius. Assuming a relativistic cosmic speed of $2/3c$, the mass of the present universe will be

$$\pm ke^2 = \pm M_{vp}/\left[\left(1 - v^2/c^2\right)^{1/2}\right]^{2} 2\pi GM^o/c^2$$

$$= \pm 2.3069 \times 10^{-28} \text{ kg} \cdot \text{m}^3 \cdot \text{s}^{-2} = \pm \left(2.2439 \times 10^{-27} \text{ kg}\right)^2 2\pi GM^o/c^2.$$  

We then obtain $M^o = 9.82 \times 10^{51} \text{ kg}$. Because the mass is related to $t_c$, and that $t_o$ is a “linear time”, the mass is $9.82 \times 10^{51} \text{ kg} \times \pi = 3.08 \times 10^{52} \text{ kg}$. This is approximately the estimated mass of the universe, which tends to confirm the version of Mach’s principle incorporated into Einstein’s theory [20].

According to this, the structure of space-time depends on the average distribution of all matter in the universe. And inertia of an object depends on the structure of space-time. Einstein’s equations produce the adequate Machian influences in a closed universe in which there is enough matter to gravitationally bend space on itself.

The expression $2\pi GM^o/c^2$ means that the radius of the universe must be compressed so that the escape velocity is equal to the speed of light [21].

5.4. Planck Time

At Planck time ($h/c = 3.5177 \times 10^{-43} \text{ s}$), if we apply

$$\pm ke^2 = \pm M_{vp}t_{c} = \pm M_{vp}h/m_{vp}c = \pm M_{vp}^{2} 2GM^o/c^2,$$

the mass of the “baryon-proton” $M_{vp}$ will be $1.479 \times 10^4 \text{ kg}$ ($2.3069 \times 10^{-28} = M_{vp}^{2} 3.51 \times 10^{-43} \text{ c}$).

The wavelength $\lambda = t_c = R = h/2\pi = h = 1.05458 \times 10^{-34} \text{ m}$. We use $h$ with the Planck time and the Planck length: this is consistent with $t_o/c$, which is linear, not circular.

With the de Broglie wave that travels at the speed of light as that of the particle $m_o$, the boson $m_o$ gives $2.09 \times 10^{-8} \text{ kg}$ ($ke^2 = M_{vp}^{2} h/m_{o}c$). We employ
\( h/m_c \) because quantum mechanics describes a particle, not a radius.

With \( ke^2 = M^2 \), general relativity determines the mass of the universe at Planck time, \( M^o = 2.26 \times 10^{-8} \text{ kg} \). We utilize \( 2\pi GM^o/c^2 \) (not \( GM^o/c^2 \)), considering that the term describes a mass with a circumference, not a radius.

Instead of having \( M_{\text{planck}} = (hc/2\pi G)^{1/2} = 2.1768 \times 10^{-8} \text{ kg} \), which seems to be one of two similar masses, we have \( M^o m_o = hc/2\pi G \), which are two different masses: \( m_o = 2.09 \times 10^{-8} \text{ kg} \) of quantum theory and \( M^o = 2.26 \times 10^{-8} \text{ kg} \) of general relativity. The Planck mass \( 2.1768 \times 10^{-8} \text{ kg} \) is actually the average of these two distinct masses \( (M^o m_o)^{1/2} \). Their numerical value corresponds to Planck mass and that makes think of the famously hidden variables.

5.5. New Variable: \( M^2 \)

The new parameter \( M^2 \), or \( [M^2/(1-v^2/c^2)]^{1/2} \), is an essential element. Its value changes throughout the expansion. It can be suspected of being the non-zero mean value in the vacuum of the Higgs field. It would be the scalar field of the Higgs ocean at the origin of the inertia of matter which measures the force that must be applied to an object to provide it a given acceleration. One can also conjecture that it is a hidden variable in the sense that Einstein understood it: the mass of the particle associated with the wave that would commit a serious infringement of Heisenberg’s principle of uncertainty [22] [23]. It would then be possible to predict with precision any future state of the universe; the associated wave would say more than the probabilities of the particle found in different places. It could also be a mathematical tool to grasp what was really under Planck’s values; at microsecond \( 10^{-43} \), the universe is thought to have had a size close to zero and to have been infinitely hot [11] [24]; it is the birth of the universe, but it is not the zero point of the singularity.

The Lorentz transformation of this variable [12] inscribes the equation in a relativistic cosmology (although our mathematical model is central and global whereas general relativity is above all peripheral and local). The velocity \( v \) of this transformation, starting from the speed of light and moving towards 0 (it would be about \( 2/3 c \) today), constitutes a variable velocity of light. Thus the limit of a signal it was thought up till now to be that first measured with the light waves was much greater at the beginning of the history of the universe. The exchanges of heat could, therefore, be made much faster, which would have led the cosmos to have the same temperature everywhere. This would explain the remarkable precision with which the spectrum of fossil radiation appears to us today as that of a quasi-perfect black body. And that’s what we are observing today. The measurements made by the COBE, WMAP and Planck satellites show that the cosmic background radiation is rather homogeneous and isotropic from the point of view of its temperature on the sky, which implies that it is the same for the density of matter. And if one attempts to understand these observations in the classical models of the expansion of the universe discovered by Friedmann,
5.6. Principle of Compensation

The important point is that by virtue of the principle of Compensation of the theory, \( m_\omega \) and \( M^\omega \) are related. When \( m_\omega \) decreases (as well as \( M^\omega \) on whom \( m_\omega \) depends), \( M^\omega \), which represents the global mass of the universe, increases. \( M^\omega \) and \( m_\omega \) form the kinetic energy of the universe which decreases, whereas \( M^\omega \) constitutes the potential energy that grows as heavy weight.

5.7. A time Scale Associated with the Clocks of Two Opposing Spacelike Theories

The cosmological time \( t_\omega \) does not stop growing at the speed of rays of light and it is interpreted as the “age” of the system. The term \( t_\omega \) is at the same time the radius of the expansion and the wave of the expansion. Its metric yields the clock of the universe. It indicates that contrasting energies of particles follow the same course of time (order of \( 10^{60} \) between \( 10^{-43} \) s and \( 10^{17} \) s, between \( 10^{-35} \) m and \( 10^{25} \) m). The different speeds \( v \) of \( M^\omega \) correspond to various values of \( t_\omega \).

One can find a mathematical relation binding the times that the quantum clock and the clock of general relativity assign respectively to a series of events. This relationship can be used to compare, or convert, the epochs in one scale in epochs in the other. Unlike those who think that these two clocks have no common point, that anyway we need “mass” to build a clock by pointing out that \( m_\omega \) has no mass, we believe we can build a clock universal without necessarily needing a rest mass [17].

You can take the content of the energy of \( m_\omega \), by converting into a no rest mass or a virtual mass [18]. In this respect, we got \( t_\omega = h/m_\omega c \); \( m_\omega = 4.824 \times 10^{-68} \) kg = \( 2.7 \times 10^{-32} \) eV. The moving mass (\( m_\omega c \)) pilots an associated wave, also at the speed of light (\( t_\omega c = 4.58 \times 10^{25} \) m) with a period of \( 1.5283 \times 10^{17} \) s. Or (\( \pi t_\omega c = 4.58 \times 10^{25} \) m) with a period of \( \pi \times 1.5283 \times 10^{17} \) s. The specific frequency will be \( v = m_\omega c^2/h \). Even if their frequencies will be below zero, and that the time between two beats of the current clock in the vacuum is as long as the age of the universe, it does not prevent building a cosmic clock that will be as significant than a clock within the ordinary matter according to the relation \( t_\omega c = GM^\omega/c^3 \).

These two clocks are interconnected due to the principle of Compensation. Thus, the particles which weigh \( 10^{-58} \) kg are the photon or the graviton of the empty space-time grafted to the mass of the current universe (~\( 10^{52} \) kg). At the Planck epoch, the ordinary mass of relativity and the quantum mass of the photon (or graviton) had substantially the same value, about \( 10^{-8} \) kg.

6. Negative Energy

6.1. Ocean of Negative Energy of the Theory of Relation

In the theory of Relation, there are more than two interconnected clocks (4) that

Lemaître, Robertson, and Walker in relativistic cosmology, one cannot succeed.
allow us to speak of the universe as a sort of universal metronome. Always by
tongue of the principle of Compensate, there is a transformation of so-called
“negative” energy into “positive” energy. The flat space-time ocean of special
relativity merges here with Higgs ocean, also assimilated with Dirac ocean,
themselves amalgamated with “ether” ocean (minimal energy of the vacuum).
Even if each ocean retains its specificity, misunderstood, it is part of a vast ocean,
the matrix of atom and vacuum. According to our equation, there would be a
transformation of a space-time more and more flat into space-time more and
more locally curved. (Einstein gave his power to the idea of local curvature of
space by postulating that the geometry of the universe was curved by the masses
it contained and that this geometry determined the movement of material
objects within it).

It is presumed that at the beginning, as much matter as antimatter were
created. Why has matter triumphed? Almost all of the specialists believe that a
dissymmetry would have tipped in favor of matter. We do not believe that a
surplus generated by the asymmetrical reaction of the particles, during a great
annihilation, would have made a tiny difference favoring a bit of matter that
would have structured itself to become our world [25]. We also adopt the hy-
pothesis of an originally symmetrical universe, but we differ on the mechanism
that would have favored matter. According to us, from the initial spark, there
would have been a universe shared in equal parts between positive and negative
matter, but part of positive matter would have taken the direction of the nascent
universe, while the negative counterpart would return to the sea of negative en-
ergy. And this progressively throughout the expansion, even today, though fee-
ibly. This transformation of negative energy into positive energy is a long quiet
river and not a titanic flash of light of a fraction of a second. The universal dy-
namic is that energy is transformed into matter, under the impulse of a decel-
erating expansion that began with a speed close to that of light. The universal dy-
namic is that energy is transformed into matter under the impulse of an expan-
sion which decelerates with time and which began with a speed very close to that
of light. Particles and antiparticles from negative energy (Dirac sea, Higgs ocean)
materialize. A separation mechanism allows antiparticles of negative energy to
go in the opposite direction to the ocean to form the lands (matter), thus be-
coming particles of positive energy, while the positive energy antiparticles
plunge into the ocean of negative energy. In conclusion, the sea of negative en-
ergy ebbs and the islands of positive matter rise. One could imagine lands that
emerge while the ocean level drops.

But if it does not look that way and physicists seem to want to impose a viola-
tion of the CP symmetry which would leave an excess of matter, it is precisely
because they have suppressed the negative energy.

6.2. Invalidation of Negative Energy

We are thus at the heart of a problem which goes back to the conflict of ether in
the nineteenth century. Einstein stopped this war in 1905, declaring that the “luminiferous aether,” the supposed carrier of light, to be unobserved, hence nonexistent. Around 1930, Dirac pointed out that the energy-momentum-mass relation

$$E^2 = c^2 p^2 + m^2 c^4,$$  \hspace{1cm} (21)

associated with special relativity, has two roots. It calls for both positive and negative energy:

$$E = \pm \left( c^2 p^2 + m^2 c^4 \right)^{1/2}. \hspace{1cm} (22)$$

He asked himself what to do with the negative energy solutions

$$E = -\left( c^2 p^2 + m^2 c^4 \right)^{1/2}. \hspace{1cm} (23)$$

Since all negative-energy states have lower energy than any positive-energy state, Dirac wondered why there were any filled positive states, since according to Hamilton’s law all entities tend to seek the lowest-energy state. He suggested that all of the negative energy states must be filled, like the filled electron shells in the Pauli exclusion scheme. Then, unless a “vacancy” occurred, positive energy particles would “float” on the surface of the negative-energy “sea” and stay positive.

Dirac’s “sea” of filled negative energy states, while it satisfied the equation, did not satisfy the physics community. Heisenberg, Pauli, Jordan and others excluded those solutions that have a negative $E$ to get over the difficulty in the classical theory. They refused the requirement of a sea of negative-energy states, insisting that theory should be based on observables alone.

### 6.3. Principle of Causality Preserved with the Commutation of Spacelike Particle and Antiparticle

It has been decreed that only positive energy is real. This certainty has been mathematically padlocked with the positive energy theorem. Rules have been established not to violate the principles of Relativity (not to exceed the speed of light) as well as the principle of causality (not to allow travel in time that would authorize backward causation on a cause that has already produced its effects), and which are compatible with quantum theory (by adding “constraints” to its formalism which guarantee that the creation of a particle necessarily precedes its annihilation). Thus, causality is expressed by means of rules of commutativity of fields operators. We speak of particles and antiparticles which must have the same mass and opposite electric charges. A creation operator $\phi^+(x)$ of a particle at the space-time point $x$ and the annihilation operator of this same particle $\phi(y)$ at the space-time point $y$ must commute to a separation of $x$ and $y$ of the spacelike and not commute for a timelike separation. These rules prevent a particle from propagating on a spacelike line (which would mean that the particle would propagate faster than light) and, for propagation on a timelike line, that the creation of the particle preceded its annihilation. These rules can be
satisfied only if the decomposition in plane waves of the field operators has
negative frequency modes. And what do we do with these modes which, in
quantum physics, correspond to negative energies, i.e., the particles that go back
in time? They are reinterpreted as positive energy antiparticles that follow the
normal course of time [26]. The final argument is always that negative energy is
impossible, with no imaginable physical meaning.

6.4. Validation of Negative Energy

We believe that this is how Physics has missed half of reality. Although it seems
that we live in a universe of matter without constituted antimatter, there is no
reason to eliminate solutions with negative energy in quantum mechanics [27].
Furthermore, negative mass is natural in the general theory of relativity and one
can exclude it only by an ad hoc assumption extraneous to the Einstein’s theory.

We specify that the relation electrostatic charge-gravitational relativized mass,
which is associated with a cosmological and thermodynamics time, has two roots
\[
[ke^2] = \left[ M^2_{\text{rel}} (t, c) \right].
\] (24)

It calls for both positive and negative universe:
\[
\pm ke^2 = \left[ M^2_{\text{rel}} (t, c) \right]^{1/2}.
\] (25)

We are convinced that the recognition of the negative energy solution can find
mathematical rules in the quantum theory of fields that allow the concept of an-
tiparticle, and that of antimatter in general, to be compatible with relativity and
causality [26]. Like the solution of positive energy where the principle of causality
is preserved with the commutation of “spacelike” particles and antiparticles.
The original theory of Dirac would be valid. His model, according to which
space is not at all empty but occupied by an infinite sea of invisible particles of
negative energy, constitutes a necessary physical theory. Positive energy matter
lies above this bottomless sea of negative energy states. This is in consonance
with the theory of Relation, which encompasses the atom and the vacuum, and
in line with its “principle of Compensation”—similar to Pauli’s exclusion
principle—which would greatly prohibit transitions to the sea, but would favor
the transition of negative energy antiparticles from the sea towards the positive
energy emerged lands.

6.5. Allais Effect and Negative Energy

The idea of negative mass must be taken seriously because of the desperate
theoretical situation into which physics has been thrust by the anomalous be-
havior of discovered phenomena which cannot be explained by Newtonian
gravitation and general relativity. The Allais eclipse effect is one of those. In the
1950s, Maurice Allais, interested in the influence of gravitational and magnetic
fields on the movement of the paraconical pendulum, detected an exceptional
deviation of the pendulum movement during the solar eclipses of 30 June 1954
and 2 October 1959. Allais, Saxl, and Jeverdan carefully observed the behavior of three types of pendulums during solar eclipses. The pendulums exhibited significant abnormal behavior at the beginning of the phenomenon, indicating that the Moon strongly interfered with the gravitational connection between Earth and Sun at that moment. This physical anomaly, dubbed Allais effect, linked to perturbations of motion of pendulums or instruments of gravitational measurement, was also observed with varying degrees of success by others during solar eclipses [28].

The pendulums detected disturbances that sometimes indicate a drop in gravity sometimes an increase. Either a kind of antigravity, as if the involved celestial bodies lost positive energy-mass (mass \( M^o \) decreases) or a kind of over-gravity as if they were impregnated with an increased gravity (the mass \( M^o \) increases) [5] [29] [30]. To explain the antigravity phase, one can say that the body which is eclipsing breaks symmetry and adopts a code of behavior that belongs to a negative mass. In principle, positive mass attracts negative as well as positive mass, while negative mass repels both types of mass [31]. If masses of negative energy existed, they would behave as unexpected way as the Moon during a solar eclipse.

During the eclipse, the Moon interferes strongly with the Earth-Sun gravitational connection. In an unstable equilibrium on the point of conjunction between the curvature of the Earth which makes it its satellite and the curvature of the Sun which would make it its satellite, the Moon would then act as a negative mass. It would repel the Earth and the Sun which attract it: an anti-gravity disturbance detected by the pendulum on Earth. This conclusion could be erected as a principle that we will call the “macroscopic exclusion conjecture”: The bodies which improvise themselves as a satellite around the central celestial body can only provoke repulsion, comparable to the principle of exclusion concerning the atom.


The equation

\[ ke^2 = M_{ep} m_{ev} \cdot 1836.1 \cdot t_{e} c \]

(26)

represents the super-hydrogen atom of the universe. The proton is contained in the nucleus, while the electron rotates around the nucleus at very high velocity in a circular orbit [19] [23]. \( M_{ep} \) is 1836.1 times more massive than \( m_{ev} \). The number 1836.1 indicates that the fundamental level of the hydrogen atom is in precarious equilibrium above a well of negative energy states. Dirac proposed that the principle of exclusion of Pauli forbid to an electron any transitions below the fundamental state because states were occupied by an infinite sea of invisible particles of negative energy. The empty space (1836.1 \( t_{e} c \)) is not empty. Dirac asserted that if the Pauli principle forbade transitions to the sea, nothing prevented an upward transition of the electrons from the sea to a positive energy level. This implies that particles and antiparticles can be created from an infinite
and invisible reservoir of negative energy. There may be annihilation (the energy of their mass is conserved and transformed into photon), but it may also be that the negative energy particle returns to the sea, while its antiparticle would go in the opposite direction, so becoming a positive energy particle. There would be a continuous creation effect of positive energy. The matter would thus be incessantly created throughout the expansion [32],

\[
\left\{ \frac{M_{\text{op}}}{(1-v^2/c^2)^{\frac{3}{2}}} \right\}^2 \left( \frac{R_\text{e}}{R \text{c}} \right)^2 1836.1 \ G \left( \frac{1}{(1-v^2/c^2)^{\frac{1}{2}}} \right)^2
\]

\[
eq ke^2G/R_\text{c}^2 \ t_\text{c} = m_{\text{ve}} \nu^2 r_\text{ve} G/(R_\text{c}^2 \ t_\text{c}).
\]

The gravitational force exerted by the proton on the electron of a hydrogen atom has the same magnitude as the electrostatic force of the super-hydrogen atom, in which the attraction between the positive charge of the proton and the negative charge of the electron keeps the electron in orbit around the nucleus at a distance of the order of the radius of the universe.

The two equations, \(ke^2 = m_{\text{ve}} \nu^2 r_\text{ve}\) and \(ke^2 = h^2/(m_{\text{ve}} r_\text{ve})\), are for a hydrogen atom, with an electron that moves around a proton at an average distance of 5.29177 \times 10^{-11} \text{ m} and at a speed of \(c/137.036\). We write

\[
ke^2 = M_{\text{op}} m_{\text{ve}} 1836.1 \ t_\text{c} = m_{\text{ve}} \nu^2 r_\text{ve} = h^2/(m_{\text{ve}} r_\text{ve}).
\]

Classical gravitational charge is \(m_{\text{ve}} = M_{\text{op}} m_{\text{ve}} 1836.1 \ t_\text{c} = \nu^2 r_\text{ve} \).

Relativistic gravitational charge is \(m_{\text{ve}} = ke^2/(M_{\text{op}} 1836.1 \ t_\text{c})\).

By substituting, \(m_{\text{ve}} = m_{\text{ve}} \nu^2 r_\text{ve} / (M_{\text{op}} 1836.1 \ t_\text{c})\), and then using \(m_{\text{ve}} = h^2/(ke^2 r_\text{ve})\), we obtain \(m_{\text{ve}} = h^2/(ke^2 M_{\text{op}} 1836.1 \ t_\text{c})\).

Here we have a new aspect of gravitation. In electro-gravitation, the gravitational mass is also called gravitational charge and proves to be the same thing as the inertial mass, within the principle of equivalence of general relativity [19]. Consequently, the gravitational masses have signs, as for electric charges: attraction between opposite charges and repulsion between same charges. Thus, gravitational force is not exclusively an attraction. Gravitation would be the electromagnetic force diluted by space-time. Two repellent protons in a helium nucleus, separated by a fermi [33]

\[
\text{Em force} = ke^2/\left( R_\text{e} \left( 1-v^2/c^2 \right)^{\frac{1}{2}} \right)^2
\]

\[
= \left\{ G \left[ M_{\text{op}}/\left(1-v^2/c^2\right)^{\frac{3}{2}} \right]^2 \ t_\text{c} \right\}/\left\{ \left[ R_\text{e} \left( 1-v^2/c^2 \right)^{\frac{1}{2}} \right]^2 G \right\}
\]

\[
\text{Grav. force} = G \left[ M_{\text{op}}/\left(1-v^2/c^2\right)^{\frac{3}{2}} \right]^2 = ke^2 G/t_\text{c} c. \quad (29)
\]

If we replace in the macrocosm the proton by a star and the electron by a body which orbits in a circle around, we obtain the Newtonian formula of the universal gravitation in relation to electromagnetism. Theoretical heresy? Einstein tried in vain to unify gravitation and electromagnetism because the electromagnetic forces are proportional to the charge and not to the mass. By assuming that
gravitation is a manifestation of electromagnetism, maybe it will be easier to bridge the gap with general relativity, which gives a geometrical interpretation of force mathematically consistent with gravitation.

8. Variable Global Mass during the Great Expansion

8.1. Cyclic Universe

The theory of Relation advocates the concept of a cyclic universe at variance with the “increase of entropy forever”, while it does not dispute that the present stars are melting away into radiation [34]. After a sufficient time, the total entropy would reach a maximum and the universe would be “heat death” [35], Electro-gravitation should then pull the entire universe back towards a final “big crunch,” which is the mirror image of the initial big bang in reversed time [36]. But it is actually a forward descent that happens, like a balloon that makes leaps. In this way, the macroscopic laws would not be a reversal of the invariant time but a reversal of the thermodynamic time which would go from the cold to the warm. The story of the universe would then consist of a long journey from a big repulsive “singularity” to a big attractive “singularity”. A closed universe that would have undergone a series of alternating cycles of compression and expansion.

8.2. Variable Mass of the Universe. As the Expansion Expands, The Overall Mass of the Universe Increases While the Mass of the Elementary Particles Decreases

The ordinary mass of the universe increases with expansion. $M^o$ of $GM^o/c^2$ increases on a cosmological timescale oriented towards the future. On the other hand, the mass of the elementary particles decreases [37]. We have seen in 5.1 that the classical gravitation is almost null at the time of Planck because its energy is entirely at potential state, in opposition to the kinetic energy of the electromagnetic interaction. And in 5.5, that when $M_{vp}^2$ and $m_o$, which form the kinetic energy of the universe, decrease, then $M^o$, which constitutes the potential energy, grows as a gravitational mass.

With $ke^2 = M_{vp}^2 c = M_{vp}^2 2\pi GM^o/c^2$, general relativity determines the mass of the universe at Planck time; $M^o = 2.26 \times 10^{-48} \text{kg}$. With $ke^2 = M_{vp}^2 c = M_{vp}^2 h/m_o c$, the de Broglie wave which travels at speed of light, like its particle $m_o$, determines the boson “intrinsic” mass (or the non-rest mass corresponding to kinetic energy or energy of motion): $m_o = 2.09 \times 10^{-8} \text{kg}$. The mass of Planck $2.1768 \times 10^{-48} \text{kg}$ is, in fact, the average of these two distinct masses $\left(M^o m_o\right)^{1/2}$; the former grows with the expansion to become the mass of the current universe, while the latter diminishes to become the boson of the present space-time. It is quite clear that during the expansion the mass of the elementary particles decreases in an order of magnitude $\sim 10^{60}$ and that the global mass of the universe increases by the same order of magnitude.

At Planck’s time ($h/c = 3.5177 \times 10^{-43} \text{s}$), the mass of the “baryon-proton”
$M_{p}$ is $\sim 1.479 \times 10^{3}$ kg. $M_{\nu}^{2}$ shapes a boson worth $\sim 2.17 \times 10^{6}$ kg. The inverse of this number gives $\sim 4.608 \times 10^{-7}$ kg, which is near the mass ($M^{o} = 2.26 \times 10^{-8}$ kg) of the universe at Planck time. The assessed mass of this boson for the current universe is worth $\left(2.2439 \times 10^{-57} \text{kg}\right)^{3} = 5.035 \times 10^{-34}$ kg. The inverse of this number gives $\sim 1.986 \times 10^{53}$ kg, which is close to the overall mass of the current universe ($\sim 3.08 \times 10^{55}$ kg). Some will see a coincidence in these numbers, where we see a connection, i.e., a coincidence that is not a coincidence.

Let us stress that the mass of the proton (or electron) is a universal constant which remains invariant whatever the epoch. What changes with expansion is not the naked mass, it is the electromagnetic energy that forms a solid mantle; this mantle gets rid of his threads throughout the time to wrap and increase the gravitational mass. In Equations (7) and (8), \[M_{\nu} \left(1 - \frac{v^{2}}{c^{2}}\right)^{2} - 1\] and $\Delta M_{\nu}$ represent the kinetic energy which envelopes the rest mass of the elementary particle.

8.3. As the Expansion Progresses, the Atomic Dimensions Raise at the Rate of the Mass of the Elementary Particles Which Diminishes

On a cosmological time scale from the beginning towards the current age, the masses of all the elementary particles would have decreased while the atomic dimensions would have enhanced. The mass of an atom decreases with time, but its electric charge remains the same. As a result, electrons should orbit farther and farther from the atomic nucleus. The electrons would reach lower energy levels, which would require a lower energy input to dislodge them; conversely, a smaller amount of energy would be released when an electron falls into an internal orbit. The radiation emitted by a current atom would be less energetic and would have a wavelength longer than that of an atom of the past.

A body traveling a spatial length in the empty space would undergo this effect coming from that electromagnetic space itself whose wavelength increases with distance. And paradoxically, according to the principle of Compensation of the theory of Relation, this same body would undergo the effect of the global increase of the universe. This is what would explain the Pioneer anomaly. The difference between the observed trajectory and the expected trajectory of a number of not piloted space probes traveling outside the solar system or on its margins, especially the Pioneer 10 and 11 probes, would be caused by the space-time which undergoes inertia (decrease of vacuum energy) for the benefit of an increase in classic gravitation. This has allowed measuring a tiny but constant deceleration of the order of $(8.74 \pm 1.33) \times 10^{-10} \text{m/s}^{2}$, as a blue-shift for probes [9].

8.4. Cosmic Past

Within a great contraction, the galaxies approach each other by accelerating. Inside the galaxies takes place the phenomenon of the shrinkage of the atomic di-
dimensions while the masses of the elementary particles increase. The electrons should orbit more and more near the atomic nucleus and attain higher energy levels, which would require a higher energy input to expel them. More energy would be released when an electron falls into an internal orbit; the radiation emitted by such an atom would be more energetic and would have a wavelength shorter than that of a current atom.

With the equation

\[ \lambda \rightarrow \frac{\hbar}{M_p c} t_c \]  

we can have a mathematical look back into the cosmic past. If the universe was contracting, the velocities of the protons-galaxies \( (M_p) \) would be reversed, so that the wavelength of the space-time wave \( (t_c c) \) would decrease and mass of the protons-galaxies would increase. Particle and wave are equivalent and interchangeable, as are mass and energy \[20\] \[38\]. The gravitational energy is then transformed into an electromagnetic energy.

This suggests that in distant galaxies, presumed old, the atoms that emitted light would have been smaller than the atoms of the present galaxies. The wavelength of this light would be shorter and this light would be less red than that produced by the same atoms in a terrestrial laboratory. The cosmological redshift could be explained in terms of shrinkage of atoms and of the ensuing weaker reddening of light \[37\].

In 1998, two independent teams of astrophysicists, relying on the observation of distant type 1a supernovae, announced that the expansion of the universe did not slow down as previously thought, but was accelerating. We have already expressed our disagreement with this interpretation \[9\] \[39\]. Firstly because the determination of spatial distances in the universe is extremely imprecise. In fact, it is inconsistent to establish a link between the analysis of supernovae observations that belong to galaxies animated by movements governed by unknown equations (galaxies sometimes attracted to a galactic center, others towards the outside) and an acceleration of the expansion of space that cosmologists are unable to describe. Secondly because it could quite possibly be a case involving the assumption of temporal distances. Seeing far into space still means seeing early, according to the theory of Relation, these supernovae turned out to be less luminous and more distant than what could be deduced from their redshift because they accelerate towards the origin.

9. Spontaneous Breaking of Symmetry and Variation of Masses

In the equation

\[ ke^2 \rightarrow M_p^2 t_c \rightarrow M_p^2 h/c^2 \rightarrow M_p^2 2\pi G M^*/c^2, \]  

the arrow indicates the direction towards the future of the great cosmic expansion. The global mass \( M^* \) grows while the mass \( M_p^2 \) and \( m_o \) of the particles lessen.

This relation between the standard model of cosmology (that of the big bang)
and that of particle physics gives close exchanges between these two models, what establishes a maximum fundamental state of matter counterbalanced by a fundamental state of minimum energy for space-time. The boson \( M_{\nu}^2 \) can be amalgamated to a scalar boson of zero mass of a scalar field forming part of a global symmetry of the space-time continuum. The bosons would be like marbles in the channel (the bottom) of a Mexican hat. It is the true vacuum, that of the fundamental state of minimum global energy in which the field of matter does not nullify: the marbles can roll into the trench without energy spending \[40\].

But this symmetry at the level of the equation can sometimes be broken at the level of the solutions. Under the effect of uncontrollable fluctuations (thermal, quantum, etc.), the dynamics of a system with some symmetry temporarily reaches a state that does not have this symmetry. One can invoke this spontaneous symmetry breaking mechanism as well at the microscopic level—such as the Higgs mechanism in electro-weak unification—than at the macroscopic level, like the Allais anomaly.

When the broken symmetry is a local symmetry, the arrows in the equation are momentarily inverted

\[
ke^2 \leftarrow M_{\nu}^2/t_c \leftarrow M_{\nu}^2 h/m_o \leftarrow M_{\nu}^2 2\pi G M^o /c^2 ,
\]

which implies a drop in energy in the form of matter (gravitational) in favor of energy in the form of radiation. The particles of \( M^o \) become null while the boson \( M_{\nu}^2 \) and \( m_o \) behave like marbles in the channel which are going to settle down at the top of the hat in unstable equilibrium. They are in a state of false vacuum with a higher local energy, which causes the emergence of the masses of the intermediate bosons of the electroweak unification. \( M^o \) takes back its mass when the marbles run in the continuum of stable minimum state of energy.

A similar mechanism would apply to the Allais effect, discussed in section 6.4. The eclipse acts as an intermittent cosmological constraint that triggers a phase transition mechanism. The pendulum detects disturbances that sometimes indicate a drop in gravity sometimes a rise. Either a kind of antigravity, as if the marbles were hoisted at the top of the hat (mass \( M^o \) decreases) in unstable equilibrium; Or a kind of over-gravity, as if they were descending to a lower level by piercing the channel, with lower energy and more gravity (mass \( M^o \) increases) \[5\] \[29\] \[30\].

10. Energy, Matter and Expansion

The cosmological time of this space-time is coming from the kinetic energy of protons. It is an indicator of the energy propagated at the speed of light. The element “\( t_o c \)” refers to a radius from the center point of a sphere created by the initial great boom (in this case, the Planck length of the Planck sphere, but it may shrink going towards the absolute zero.) Probably due to an earlier big crush, the universe began in a “cosmic fireball” and the proton was nothing else
than a gigantic kinetic energy. This garnered energy is electromagnetic and by parting from the barrier $c$, the inertia of the particle began to fall vertiginously. When the speed went down to 99.999% of the speed of light, its mass was not more than the rest mass multiplied by 500. The decreased speed of a thousandth entailed a division by two of the kinetic energy, and the expansion of the latter served more and more to decrease the speed. The proton, as a grain of quantum matter, is quickly emptied of most of its kinetic energy, and its rate of expansion for the present universe would be rendered to $2/3c$ or 200,000 km/s. Its relativized mass is $2.2439 \times 10^{-27}$ kg. The deceleration decreased inertia and moves closer to its rest mass.

The equation theoretically binds energy to matter via the expansionist space-time at the speed of light. It transforms electromagnetic kinetic energy into gravitational mass, by considering the latter as a potential energy. Such a transformation, inconceivable in the modern physics, tidies up in two well-separated categories, the mass connected to the material world and the energy associated with the immateriality. According to the equation, the same quantity of energy which decreases since the era of Planck, on one side, and the same quantity of matter which increases by the other one. Such a dichotomy is made in the context of two structures: the structure of the expansion for the kinetic energy which decreases with cosmological time, and the structure of condensation which increases over the same cosmological time to become the present universe [16].

Thus in Equation (4) $\left[\pm ke^2 = \pm M_{rp}^2 \left(\pi \right) t, c \right]$, $M_{rp}^2$ decreases and $t, c$ increases. In the equation written in the form (3) $\left[\pm ke^2 = \pm M_{rp}^2 \left(1 - v^2/c^2\right)^{1/2} \left(\pi \right) t, c \right]$, the increase of quantum mass obtained by the relativization, or the Lorentz transformation, going from $v^2$ to $c^2$, is nothing else than the huge kinetic energy of the universe when it began in a “cosmic fireball.”

The energy expanded creating space-time, and cooled. We can see this freezing in the formula in two ways because there are two speeds. First, the decrease of the speed of “$M_{rp}^2$” cause a gradual drop in the temperature and a slowing down of the rate of expansion falls, and a concomitant increase in the gravity. These fermions, a priori in a state of radiation, were at their maximum speed until around 300,000 years. The decoupling of matter from radiation took place when the velocity passed under $c$. Second, the velocity $c$ of the electromagnetic wavelength of space-time: When the universe became the one of today, $T$ and density of radiation were reduced; “$t, c$” transports some less energetic bosons, each second contains less energy-event, and the universe as a whole does not significantly change at every second.

Our model is able to give regions of the observable universe the time to exchange heat since the big bang. Thermal equilibrium would have had time to settle and temperatures to become uniform. This allows us to refute the inflation
phase at the beginning (with a factor of expansion and contraction of space of at least $e^{55}$), the proposed solution to solve the problem of causally separated regions.

According to the equation, the kinetic energy can be converted into time. Conversely, time can become kinetic energy. With relativity, mass and energy have been found to be interchangeable; now mass, energy and time can be considered as different manifestations of the same physical quantity. In this regard, time is a container of energy and has a mass. The electro-gravitational wave carries energy.

This radial movement is an electromagnetic wave. We can say that the radius of space-time belongs to the family of electromagnetic waves; the wavelength is the radius ($\sim10^{26}$ m) of the universe and the period ($\sim10^{17}$ s) is its age. Like in Maxwell’s electromagnetic theory of light, the wave of space-time is a wave of oscillating electric and magnetic fields propagating in space [41]. We can call it an electro-gravitational wave or electromagnetic wave of space-time. It carries energy and momentum. In fact, it is the stationary electromagnetic wave, or the “background” radiation at $2.7K$, or the energy of the empty space. The ratio between space-time wavelength and cosmic gamma rays wavelength is $(10^{26} m/10^{40} m) \approx 10^{46}$.

11. Electromagnetic Energy, Space-Time and Entropy

The idea embodied in the equation $\sqrt{2} \frac{P}{\sqrt{M_\text{tot} c}}$ is that the energy-mass is transformed in space-time. Space-time becomes a part of physics based on the conservation of energy, rather than an arena in which that physics takes place. The way in which the transformations work in the equation reveals that electricity, energy-matter, space-time, are inextricably linked, and should be regarded as forming our universe in a four-dimensional continuum. It implies that the principle of conservation of electricity is as important that the principle of conservation of energy [42]. The charges keep always their contents during the transformation energy-matter-space-time.

The first law of thermodynamics, the conservation of energy, is quantitative and considers the time as a simple “duration”, while the second principle is qualitative and involves the flow idea. The passage of time is irreversible as much as the expansion is irreversible and suggests a finished past [17]. The second law of thermodynamics says that entropy never decreases for an isolated system. The universe as a whole has the character of an isolated system, and the law of entropy which grows in the time provides the arrow toward the future.

The growth of entropy characterizes the degradation of energy. The processes transformers of one form of energy into another are also irreversible (we are always going from “hot” to “cold”). Entropy can be written in the thermodynamic form $S = Q/T^o$ (Q: quantity of heat given to a system; $T^o$: absolute temperature) [38] [43] [44]. If a quantity of heat does not change, and $T^o$ decreases, $S$ increases, meaning that the preservation of the quality of the energy quantities is
not preserved.

We can make the equivalence with our equation:

$$ke^2/dM_p^2 \rightarrow dt_c$$

$$Q/dT^o \rightarrow dS.$$  \hspace{1cm} (33)

The term $ke^2$ contains the quantity of heat, the total energy of the isolated system; $M_p^2$ is rest mass + $T$, and $t_c$ contains entropy of the empty space-time. The latter is not a vacuum but actually a plenum of particles and antiparticles being created and annihilated [32].

With time, the total entropy of the isolated system goes up moving toward a state of maximum probability. The variation of entropy is positive because the system receives heat. If we take the relation $Q = Mc^o T^o$ (Q: quantity of heat. M: mass. $c^o$: specific heat. $T^o$: temperature),

$$S = Q/T^o = Mc^o T^o/T^o = Mc^o = t_o c.$$  \hspace{1cm}

We may say that space-time $t_o c$ possess a mass with a specific heat $Mc^o$.

However, the energy cannot come down indefinitely. It will reach the last level of the availability and will have no more transformation capacity [34] [43]. The universe would then undergo a re-contraction in accordance with the closed model of Friedmann-Lemaître in which space is finite and of positive curvature, and in which the expansion is decelerating.

12. Inflationary Aberration

12.1. Accelerated Expansion

The observation says that the expansion of the universe is almost offset by the gravity exerted by all matter. The universe dilates at a singular speed close to the critical line that separates the big freeze universe of the big crunch universe. We are very close to a point of balance between expansion and gravity. If all the energy released by the big bang was lower of a tiny fraction, the matter would return back and would collapse into a giant black hole. If it were slightly stronger, the matter would disperse so quickly that galaxies could not even form.

Although the world seems near its critical point, making it impossible to determine with certainty what will be its evolution, the provisional consensus is that the universe will end in big freeze, because it was found that the expansion was going by accelerating. It is postulated that there is some unknown energy that annoys gravity and causes the accelerated expansion of the universe. Einstein called the “cosmological constant” that element which could counteract the contraction caused by gravity. Rejected, then restored it is now called “dark energy”. One might think officially, since 1998, that dark energy exerts a negative pressure which has the effect of causing the acceleration of the universe. But it turns out that the interpretation as much as the facts are inconclusive.

12.2. 1a Supernovae

We have questioned (section 8.4) the interpretation of observational data in mid-1990 of type 1a supernovae (SNe 1a). By measuring with unequalled preci-
sion the remains of fourteen supernovae at distances varying between 7 and 10 billion light-years, astronomers discovered that the light coming from them was 50% dimmer than it should have been according to the estimates of their distances. They interpreted the dimness as evidence that the supernovae were 10 to 15% farther away than they should have been if the expansion of the universe was slowing down. [7] The calculations obtained by the Hubble space telescope, then by telescopes located in Hawaii, Australia and Chile, were published in 1998 [45]. They too easily ruled out the criticisms which underline the decrease of the radiant energy by absorption (interstellar dust absorbs light that becomes bland), or something of the evolutionary process of the supernovae that has been misunderstood [39]. It has been suggested that the “inflection point” where the rate of expansion has ceased to decline and begin to rise under the effect of dark energy would have occurred some 5 to 8 billion years ago. Others believe that the expansion has started to speed up over 1.5 billion years ago. The acceleration of the universe has been confirmed as were the Ptolemy epicycles in the past.

12.3. Cosmological Blunder

We believe that the basic rules of cosmology were truncated to the point of creating a cosmological anachronism. Previous to the estimation of recessions exceeding c, the radial flight of the galaxies was interpreted as a process translating a general expansion of space. It has often been proposed as an example of the expansion of the space that of a rubber balloon on the surface of which are stuck confetti which represent the galaxies.

If the balloon is inflated, its surface is stretched and the confetti is moving away from each other with an apparent speed which is increased in so far as the radius of the balloon is growing. In space-time, “length” may refer to temporal length as well as spatial length. So we can receive the radiations emitted in the distant past by a system that reached speeds close to c, to which the expansion of space-time gives an apparent flight velocity greater than c. This way of thinking seems long gone because it involves the center the universe [7] [43]. However, our equation claims this center of the universe. In the expression \( M_{\text{vp}} \), or \( \frac{M}{\left(1 - v^2/c^2\right)^{1/2}} \), of our equation, the speed \( v \) is almost c, if not c, at the beginning, then decreases as the space-time is created. There is not an alternative. The expansion continues, the clusters of galaxies into which “matter” is distributed, are becoming more widely separated, but the rate of expansion also continues to decline from c towards 0.

In astronomy, telescopes are machines to go back in time. To see far into space, we must see far in time. Further we see, weaker we see. The more a galaxy is distant, the more it moves quickly toward the big bang, primordial explosion which gave rise to the expanding universe [7]. Conversely, it decelerates as it gets closer to us [46]. But since 1998, the film of the history of the universe upside down until his first picture seems an anachronism. See far, which means see “sooner”, became “later” with the telescopes. The cosmologists concluded that
the more supernovae appear pale, the more galaxies recede from each other and accelerate towards tomorrow, towards the big freeze.

With this different astronomical vision, fundamentally spatial, whose velocity $v$ starts from 0 to increase towards $c$, the flight of galaxies is today construed as a process of acceleration of isolated systems relative to other isolated systems. For theorists, it is as if, undeniably, the galaxies were moving away from each other with speeds which are all the greater in that the distance between them is itself larger. There are galaxies which recede from us at a speed close to ninety-five percent of that of light. Based on the Doppler effect of emission-line quasars, some redshifts are so important that in applying the Hubble formula, they display some radial velocities such as our galaxy and the quasars seem to be moving apart from each other at speeds exceeding the speed of light. No matter if, in the first place, a source of radiation that would exceed the speed of propagation of light, would necessarily be invisible since, in second place, the farce of the epicycles of inflation, that continues to accelerate the universe, will necessarily render it hyperbolic [43].

12.4. Relativity with Inflationary Sauce

With relativity, the center is everywhere in the universe, which means that there is no real center. Strong with this a priori which excludes the irreversible time (and sometimes time itself), the reasoning of the modern astronomers led to this: the observer that I am and that I perceive as being at rest on Earth is part of a galaxy is, from that point of view, also in movement with a speed of expansion where there comes a time when it will be higher than the speed of light [18]. No matter the objection in principle of special relativity.

Since there is no center of the universe, one would think that the explanation according to which the radial escape of galaxies is the consequence of the initial explosion could not be retained. To explain the big bang, on the contrary, one will become Copernican again, and one will make general relativity to assert that space expands faster than light, because space represents neither matter nor energy. Which is senseless, because to explain the flatness of the present universe, Alan Guth suggested that the universe had ended up in a “false vacuum” at the time of the era of G.U.T. ($10^{-35}$ s), and this excited state would look like an empty space, but filled with energy. In general relativity, the energy and pressure are sources of gravitation, and a negative pressure causes a gravitational repulsion. This repulsive effect would have provoked a period of exponentially accelerated expansion. The universe would have swollen to the size of the present universe. Around $10^{-32}$ s, the false vacuum would de-excite towards the true vacuum, the flatness, and all the energy of the false vacuum would have been released in the form of particles and heat. The universe would have restarted with a dark energy that would have made the flat space [32].

Apart depreciate relativity by making it appear that the false vacuum energy did not contain energy whereas the high expansion rate of the latter exceeded
the speed of light, the theory of inflation brings an insoluble problem for the multiple theories of inflation: a dark energy that would contain the infinite kinetic energy, essential to the evolution of the hyperbolic universe, and that would have a density of $10^{122}$ times greater than that found in the empty space [45].

12.5. Cosmological Constant: $10^{122}$ or $10^0$

The experimental indications of a positive value for the cosmological constant also come from independent measurements of primordial density fluctuations observed in the Cosmic Microwave Background (CMB). The raw data from the experiences of scientific teams WMAP, COBE, Boomerang, and Maxima which have performed measurements on the fluctuations of CMB radiation favor the model of inflation. Inflation is a model produced from the high-energy physics, according to which the universe would have recorded, in the first fractions of a second of its evolution, a wildly high expansion rate, so that space would have become flat [45]. The teams concluded that the total density parameter ($\Omega_m$) was $\Omega = 1$ for a Euclidean universe. Both methods (supernovae and CMB) suggest that $\Omega_m$ (matter) is close to 0.3 and that it is needed to get to a flat universe, to add a contribution $\Omega_\Lambda = 0.7$, coming from a cosmological constant with a positive value. The cosmological constant plays the role of an energy density. Its value can be expressed in the same units as the density of matter, for example in grams per cubic centimeter. The $\Omega_\Lambda$ factor is convenient for assess the contribution of the cosmological constant to the total density of the universe.

However, in the present situation, even though everyone seems to agree on the existence of a cosmological constant, its value deducted from astronomy is absolutely not compatible with that calculated by theoretical physicists. Several models are possible to calculate the value of $\lambda$ within the framework of the theories of unification, but the predicted value in most cases is $10^{122}$ times superior to the limits prescribed by astronomical observation. Dark energy should be very dense, which is the opposite of the density of the vacuum.

12.6. Astrophysical Calculations Just for Laughs

The dominant cosmology, starting from the cosmic microwave background radiation, considers that the big bang occurred about 13.8 billion years ago. That is an obvious dilemma since astronomers observe stars older than the universe [46]. In 1995, they had already observed them with the Hubble Space Telescope. Estimates from observations dating back to 2000 placed the star HD 140283, which lies a mere 190 light-years from Earth in the constellation of Libra, as old as 16 billion years. In 2013, it seems this star, nicknamed Methuselah, was 14.46 billion years old. Astronomers (Howard Bond, of Pennsylvania State University and the Space Telescope Science Institute in Baltimore) were puzzled because it seems the star was still older than the universe itself. Of course, they add a margin of 800 million years, meaning that the star might actually be 13.7 billion years old, barely
younger than the universe as it is currently understood. If that pattern continues, we can expect to observe some clusters of “galaxies older than the universe” to complete the picture of the problem of “stars older than the universe” [47].

12.7. Inflation Lobby

There is no question to minimize the importance of data collected by the experiments since never observational cosmology has reached such precision. But the bundle of more or less plausible assumptions to extract the cosmological parameters from observational data, error bars to calculate a range of angular spectra of CMB fluctuations which are then compared to the observed spectrum, the adjustment “at best” of various parameters that can be deduced, have left the door open to biased analyses and interpretations that should have been taken with much more caution.

For some silent scientist, the fine analysis of the angular fluctuation spectrum rather suggests that the maximum likelihood is 1.2 $\Omega$. The experimental balance would tip in favor of a spherical space, finite volume, although in a large radius of curvature, and ever expanding thanks to the cosmological constant. However, the lobby of inflation, strengthened by the fact that $\Omega = 1$ is consistent with the data of four scientific teams, focused its efforts towards the scenario of a spectrum of fluctuations caused by inflation. The goal is to find the worst adjustments between various cosmological parameters which would give $\Omega < 1$. The model of inflation has played in cosmology for over half a century the role of an original concept which became an orthodox thought. Disguised under the noble term of paradigm, it would have exercised a real intellectual terrorism to any opposite thought [45].

13. Energy, Velocity and Cosmological Constant

According to the theory of Relation [9] that we stand for, based on the dynamic equation of quantum cosmology, and consistent with the big bang and the scenario of the decelerated expansion, the kinetic energy of the beginning (amalgamated with negative energy and dark energy) creates not only space-time but also ordinary matter, and therefore the macroscopic gravity. Given the brute force of the big bang, the energy released at the time of creation of the universe was immeasurable. Given the brute force of the big bang, the energy released at the time of creation of the universe was immeasurable. From the first minutes, the expansion quickly converted most of this energy into ordinary matter. The energy of the primordial proton was at first moved at speed of light which has the value $c$. With speeds approaching that of light, we get a Planck time ($10^{-43}$ s) and a relativized proton has a mass of $10^3$ kg, which is a fundamentally new value in physics. Then the speed decreased gradually as the energy spread and turned into matter as we know it.

Since galaxies are moving away at a constant speed estimated 200,000 km/s, the cosmological time is about 15 billion light-years and the relativized proton
weighs \(2.2439 \times 10^{-27}\) kg, according to results given by the formula above. It appears that \(2/3c\) is the speed where there is no longer a deceleration (from \(c\) to \(2/3c\)) observable. It would be close to the critical point where there seems to be an extraordinary coincidence between gravity and expansion. A speed of 100,000 km/s would give about 26 billion light-years. The proton would then have exhausted its kinetic energy, reached its rest mass and the universe would seem moved by a movement at zero speed.

Certainly, a general dilation of the space-time would be unverifiable because we undergo it ourselves. Unless the solution is included in the cosmological constant (density measurement), the kinetic energy of the proton, which poured his energy into creating the space-time of our universe, is assimilated to a negative cosmological constant and a dark energy. It comes into play in larger scales and affects the expansion of the universe. It decreased by nearly 100%, from \(10^{122}\) to around \(10^5\) at the present time. Because of the decreasing rate of speed, the universe expands more slowly. The kinetic energy acts as a positive pressure gas that binds the galaxies and slows the expansion. It exercises a tension which retains and brings things together, at the same time it spreads in the manner of a stretched elastic. It causes the deceleration of the universe [16] [18].

Our equation is the first to include the irreversible time. During this time, energy constitutes a variable field, very high in the phases of the primordial universe, in agreement with the calculations of physicists, but which falls very low during cosmic evolution, in accordance with the value now measured by astronomers. Dark energy (or cosmological constant) would be a “tired” energy. Bear in mind to not confuse the tired dark light with the tired white light, which stipulates that the light could have been energetically degraded and thus redshifted, during his trip through space intergalactic. However, although the light undergoes the redshifts under the influence of the Doppler effect due to the recession velocity of distant galaxies, there is no evidence that today allows to permanently eliminate the theory of tired light [37]. The theory of Relation, which combines the degraded dark light of the structure of the expansion with the shifted white light of the condensation structure, is part of the big bang theory.

We get a model of the universe that has the “temporal” behavior of closed models (in expansion-contraction), and which has the “spatial” behavior of spatially finite models. It can be likened to the oscillatory universe of Einstein-Tolman (1931), the Euclidean model of Einstein-de Sitter (1932), or the closed Friedmann-model (1922) [45] [48].

14. Conclusions

The equation \(ke^2 = M^2_{\text{IP}}(\pi)\) of the theory of Relation gives the impression of being the mathematical confirmation of the standard big bang theory, in which all the energy-matter began in an instant of time in a colossal explosion. The universe first spread to its maximum rate, then it was gradually slowed down by gravitational attraction, which now gives a sphere with a radius that is
nearly 15 billion light-years. Deceleration can be represented by an electromagnetic space-time wave, assimilated to a negative cosmological constant, which acts at the cosmos scale as an engine of expansion (the lost energy is transformed into a gravitational matter that tends to regroup). Electricity, energy-matter and space-time are linked in a four-dimensional continuum.

We envisage cosmological history from the perspective of a cyclical universe. We saw in a previous article [9] that everything happens as if there are two universes in one. It is like if, in spite of the matter and radiation created at the big bang, there is enough excess of kinetic energy left for the pre-universe, which is slowly and automatically converted into our universe gravitation energy. Because of the inversion of the arrow of cosmological time, based on the laws of thermodynamics, the energy of the world that has contracted is negative compared to the positive energy of our expanding world. The expansion would have been preceded by a period of contraction and it would not have occurred at the same time for all the matter. In the shrinking world much of the matter contracted faster than the other, giving the big crush which is for us the big bang. Isolated pieces of matter from the contracted pre-universe would have been delayed in their appearance and development. There would have been mini bangs following the main big bang [12], a kind of violent explosive effect of strong negative pressure within a localized region where an important creative mechanism took place.

The formula introduces cosmological time into the heart of a physics that has never made the essential distinction between past and future. A cosmological, thermodynamic "space-time", from the past to the future, joins electromagnetism, Newtonian gravitation, special relativity, general relativity and quantum physics. It is important to consider this space-time as precisely the dynamic variable that allows us to consider the entire universe as the physical system where quantum nonseparability can describe as being in union two (of) uncoupled objects that have already interacted with each other, gravitationally or by exchanging radiation. In this respect, the equation finally permits a quantum cosmology.

There is still much to be said about this equation, which distinguishes three types of mass: fermionic, bosonic and that of the ordinary matter of the universe. We can find the state of the fermions in relation to the exact changing mass of the bosons, for any state of the mass-energy in the "irreversible" time. The equation is therefore in line with Yukawa’s theory [20] [49] which postulates that there is an infinity of particles corresponding to an infinity of possible states of matter, and with the idea of a supersymmetry that interchanges fermions with bosons, and vice versa. In this way, this equation at once quantum and relativistic is God’s equation [35].
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Abstract

There exist two physical constraints upon the motions of celestial systems. Constraint 1 reveals during collapse or explosion motion of celestial bodies that there would be an unattainability upper limit for their compact intensity (total mass $M$/scale size $R$), which arises from the Lorentz invariance of the time-like metric in local four-dimensional continuum in Einstein’s theory of special relativity. Constraint 2 points that the average mass density of nucleon would be an unsurpassed upper limit for bulk normal matter in nature, which arises from Heisenberg’s uncertainty principle. A very important effect is that the combination of these two physical constraints would prevent the formation of black holes.
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1. Introduction

Hawking (1942-2018) in his last few years continued to issue negative voices on the black hole theory [1] [2] that he had participated in as a leading scholar. However, the lack of convincing physical arguments is a prominent weakness in his last works, especially in the “smooth inflation exiting” article written by Hawking, S. and Hertog, T. [2]. Many physicists believe that their new idea was not practical: “their research results being in an empty mathematical framework”, “ignoring many details of the development of the universe”, “only being speculations without any practical basis”. Other scholars who did deny the black hole theory have similar deficiencies, for instance, see [3] [4].

It is well known that since 1916 Schwarzschild firstly solved a solution of
Einstein’s gravitational field equation for outside a static and spherically symmetric vacuum field with central mass $M$ i.e. the Schwarzschild metric:

$$\text{d}s^2 = c^2\left(1 - \frac{2GM}{Rc^2}\right)\text{d}t^2 - \left(1 - \frac{2GM}{Rc^2}\right)^{-1}\text{d}R^2 - R^2 \left(\sin^2 \theta \text{d}\phi^2 + \text{d}\theta^2\right),$$  \hspace{1cm} (1)

where $r, \theta, \phi$ are the usual polar coordinates, $G$ being the constant of gravitation, $R$ is the scale of radius, $c$ is the speed of light in vacuum. If there are no physical constraints, there would be two singularities in Equation (1): the singularity of Schwarzschild ($R_s = c^2 / 2G$) and the singularity of centre ($R = 0$). In the 1920s, some famous physicists, including Einstein and Eddington, did not believe the outcome from Equation (1) and a used famous opinion was that “there should be certain laws in nature to prevent the stars from evolving into such absurd outcomes”. But scholars had been looking for the laws over a decade, and didn’t still know what they were. Therefore, during an unstoppable gravitational collapse, the formation of singularities would be inevitable physical state.

By the 1930s, there seemed to be a consensus in astronomical community that the singularity of Schwarzschild could be eliminated by re-selecting coordinates. In 1933, Lemaître, G. used a moving metric, the infinite red-shift horizon was eliminated, but the white hole would be created [5]. In 1935, Einstein and Rosen showed that they applied the Einstein-Rosen Bridge (or Schwarzschild wormhole) to replace the singularity of Schwarzschild [6]. During 1960, Kruskal applied the dynamic metric instead of Schwarzschild coordinate, then the space-time would be divided into four regions, and the white hole would appear [7]. On the surface of the collapsing body, they used coordinate transformations to eliminate Schwarzschild singularity. In fact, they just used new puzzles instead of old ones. Almost at the same time, Finkelstein wanted to use the Eddington-Finkelstein coordinates to eliminate the singularity of Schwarzschild, but he gave birth to the white hole monster [8]. Mei, X.C. pointed out that “black holes with singularities” “caused by the mathematical description of curved space-time”, but he could not give the physical principles to study gravitational collapse only in the flat space-time [9] [10] [11].

Recently the most sensational event for physical world is that physicists in United States and Europe have announced that: from February 11, 2016 to August, 2017, they have observed GW150914, GW151226, GW170104 and GW170817 four gravitational wave (GW) events. In 2017, the Nobel Prize in Physics was awarded to Weiss, R., Thorne, K. and Barish, B. for their role in the direct detection of GW. It is a firm fact that GW has been detected. Taking GW150914 [12] [13] as an example which has been modeled with the techniques of numerical relativity [14] [15] [16], the GW is strictly credible to be measured, but the resulting analysis confirmation is not yet convincing and still in doubt. Question is mainly from two points: a) The numerical simulation method usually uses pre-conceived premises to construct the model, then the “computer experiment” is used to adjust repeatedly until the parameters suitable for or matching the observed data would be found. The existence of black holes in nature is the premise
of numerical simulation, if there are no black holes in nature world, what shall we do? It is a pity, the published results of GW150914 lacked key data to confirm black holes, i.e. lacked the scales $R_1$ of $M_1$ ($29M_☉$) and $R_2$ of $M_2$ ($36M_☉$) from the parameters provided in the analysis paper [12] [13]. The scale of $62M_☉$ might not be obtained until the final merging stage. In short, it is very important to get $M_1/R_1$ and $M_2/R_2$ firstly. b) It is generally believed that the energy of gravitational wave comes from the sum of the conversion of various kinetic energy and the release of gravitational binding energy from collapsing celestial bodies which would have a higher conversion efficiency [17]. Gursky, H. took a single proton as an example and pointed out that in [18]: “We can get a clue by calculating the potential energy of a single proton on the surface of stars of decreasing size but of $1M_☉$, thus of increasing density, as given by

$$\phi = \frac{GM_☉m_p}{R} = \frac{GM_☉^2}{\Theta^2} \rho^{1/3} m_p.$$  

(2)

Hence, even if a single proton landed on the surface of stars might release all its gravitational binding energy, which would be still less than half of its rest energy. So do other materials.

Consequently, in [12] and [13], a small part of the energy of $3.2M_☉c^2$ radiates as a gravitational wave, but where is the most part of the matter of $3.2M_☉$? Or where do the most part of the matter of $3.2M_☉$ go?

Because gamma-ray bursts were not monitored synchronously in the final merger stage and subsequently no gamma-ray burst were detected [12]. Is there a new pattern of material disappearance to be recognized? Or through some unknown mechanism, $3.2M_☉$ of matter has been converted into the energy of a short gamma-ray burst and the afterglow which have been missed? Obviously some alternative conclusion may be considered also. A temporary and more reasonable explanation for the gravitational wave event GW150914 should be that a pair of merged objects with $29M_☉$ and $36M_☉$ merging into a single collapsed object with $62M_☉$, and a small part of the energy of $3.2M_☉c^2$ has been radiated as a gravitational wave in the following “circular” motions. The above arguments are also applicable to the events of GW 151226, GW 170104 and GW 170817.

Recently, the STAR Collaboration at Brookhaven National Laboratory’s Relativistic Heavy Ion Collider (RHIC) measured the polarization of the decay products of $Λ$ hyperons which are emitted from the quark-gluon plasma (QGP) produced by ultra-relativistic collisions between heavy atomic nuclei traveling close to the speed of light and has determined the rotational speed of QGP were about $(9 \pm 1) \times 10^{21}$ times/sec [19]. Scientists at the Thomas Jefferson National Accelerator Institute in the United States found, firstly, that the pressure in the center of the proton is around $10^{15} P_\rho$ (i.e. $10^{36}$ erg/cm$^3$) [20]. Although with larger statistical uncertainties, the high rotation rate of bulk QGP material and high pressure states resemble white dwarfs and neutron stars, hence [19] and [20] not only provide experimental insights into the physics of the strong nuclear
force, but also forces us to ponder: because of \( \omega R < c \), where \( \omega \) being is the rotation rate of QGP in [19], as long as the natural normal matter, such as elementary particles, has a geometric scale \( R \), [19] and [20] would imply that, for the high-density normal material in nature, there would exist some upper limits of physical property such as the material density, the energy density, high pressure and etc. which would not be reached or be unsurpassed. Anyhow, [19] and [20] prompt the author to re-examine the theory of relativity and quantum mechanics and to find that the keys to unlock the mysteries of black hole would hide in our neglected life experience and the careless research style.

In Section 2, the present author argues that at least two criteria might be used to judge whether an observed celestial body being as a “black hole candidate”. In Section 3, the careless style of study and some neglected experiences in previous studies are pointed. In Section 4, the first restriction on the motions of ceilsscl systems is derived from the Lorentz invariance of the time-like metric in local four-dimensional continuum in Einstein’s theory of special relativity (SR) which prevents the gravitational collapse of compact object reached general relativistic instability stage from Schwarzschild radius. In Section 5, the second restriction on the motions of celestial systems is derived from Heisenberg’s uncertainty principle which reveals that the mean density of normal matter in nature has an unsurpassed upper limit. In Section 6, the new physics included in Constraint 1 and Constraint 2 will be discussed. In Section 7, some remarks are given.

2. Available Criterion

If the gravitational collapse to a black hole is unavoidable during the late evolution of a massive celestial body, then observers standing outside and far away from Schwarzschild radius will never be able to observe it, the reason was pointed out by Weinberg G.: “The collapse to the Schwarzschild radius therefore appears to an outside observer to take an infinite time” [21]. As we all know, the collapsing celestial body still has a strong gravitational field and during the collapsing process there will be a variety of external substances that will continue to be pulled into. Hence the community of astronomy and physics are still concerned about whether indirect evidence of the existence of black holes can be obtained from astronomical observations. Therefore, many indirect methods to identify black holes were proposed: such as Hawking’s black hole radiation; the gravitational waves generated by the non-spherical symmetric component of gravitational field changing sharply with time or a merger of two celestial bodies; X-ray or X-ray bursts from accretion disks around black holes; radiations or emissions of matter from the accretion disk falling into a black hole, and so on. Unfortunately, these phenomena of expectation are only the criteria for pre-selection, but the credible evidence has not yet been found, because the similar phenomena may also occur in the movement of other celestial bodies. However, if one wants to deny many candidates for black holes, there exists available compact intensity \((M/R)\) criterion.
For an unknown compact celestial body, its total mass $M$ and its scale of radius $R$ (or diameter $2R$) usually are measured firstly. According to Equation (1), if celestial bodies can reach or break through Schwarzschild radius in gravitational collapse, the compact intensity $(M/R)$ should be

$$\frac{M}{R} > \frac{c^2}{2G} \approx 6.75 \times 10^{27} \text{ g/cm}.$$

(3)

Otherwise, some material or most material of the candidate would be still outside of “Schwarzschild radius” of an expected black hole. Hence, the magnitude of $M/R$ should be an important criterion.

Example 1: The giant elliptical galaxy Messier 87 (M87) at the center of the Virgo cluster of galaxies is a strong radio source, an active galaxy and a very strong source of gamma rays. The Hubble Faint Object Spectrograph (FOS) was used to measure the rotation velocity of the ionized gas disk at the center of M87, the FOS data indicated a central mass of 2.4 billion solar masses, with 30% uncertainty [22]. In the past, M87 was thought as a 50 billion solar masses center span about 300 light-years across. Recently, using the High Energy Stereoscopic System Cherenkov telescopes, scientists measured the variations of the gamma ray flux coming from M87 and found that the flux changed over a matter of days, which might suggest the diameter of M87 being only round 0.1 ly [23]. Even so, the evaluating values of compact intensity is only \(M/R \approx 1.0 \times 10^{26} \text{ g/cm}\), in fact, which does not support M87 being a reliable candidate of the black hole.

Example 2, let us Sagittarius A* at the centre of our Milky Way. [24] gave that Sagittarius A* weights 4.3 million times of the Suns, [25] gave that an intrinsic size of the radio-emitting region of the galactic center compact non-thermal radio source of only 1 AU in diameter at 3.5 mm. For $1 \text{ AU} \approx 1.496 \times 10^{13} \text{ cm}$, the evaluating results are: $M/R \approx 1.14 \times 10^{27} \text{ g/cm}$, the mean density $\rho \approx 4.8 \text{ g/cm}^3$. At least, the present measured result of $M/R$ does not support Sagittarius A* being a reliable candidate of a super-massive black hole. May be, a consolation argument says: the radio-emitting region being outside the center of “black hole”, the gravitational collapse in Sagittarius A* still continues, its scale R would be further reduced and more accurate measurements should be awaited in the future. However, the negative opinions will be supported by another two astronomical observations.

**a) Red-shift**

If there is a black hole, the gravitational potential energy near the event horizon varies greatly. It is generally believed that the linear spectrum of iron may be detected in the region closest to the black hole. More scholars estimate that X-ray or gamma radiation should be the dominant radiation near the event horizon. In fact, if radiation would be measured, regardless of the form of radiation, the gravitational red shift value must be considerable. Therefore, the value of gravitational red-shift should be another important criterion.

The compact intensity $M/R$ might be expressed in terms of gravitational red-shift as
\[
\frac{M}{R} = \frac{c^2}{2G} \left[ 1 - \frac{1}{(1+z)^2} \right],
\]

(4)

where \(z\) is red-shift which may be evaluate by

\[
z = \frac{\lambda - \lambda_0}{\lambda_0} = \frac{\lambda}{\lambda_0} - 1,
\]

(5)

where \(\lambda_0\) is the characteristic wavelength of the emitter and \(\lambda\) the observed apparent wavelength respectively. If there are no spectral lines of distinguishable wavelengths, the red shift should be calculated by energy also:

\[
1 + z = \frac{\lambda}{\lambda_0} = \frac{v}{v_0} \Rightarrow \frac{\hbar v_0}{\hbar v} = \frac{E_0}{E},
\]

(6)

where \(E_0\) is the energy of the emitting radiation and \(E\) the energy of observed radiation respectively. One may see that as long as the measured red-shift \(z\) is a limit value, which would only indicate that the scale size of the collapsing bodies is always greater than "Schwarzschild radius".

As an example, let us consider a quasar with a large red-shift value. For \(z \geq 0.25\), the red-shift-apparent visual magnitude diagram in [26] displays dispersion, which seems to imply that there is no correlation between apparent visual magnitude and red shift, which is very different from a better linear distance-red-shift relation for \(z\) in the range from 0.003 to 0.2 [27]. As a matter of fact, it only implies that: i) the simple linear Hubble’s law no longer gives the correct distant radical scale; ii) the dispersion in red shift-apparent magnitude diagram in [26] means that for distant objects with \(z \geq 0.25\) there exists several very different physical red shift mechanisms: cosmological red-shift, gravitational red-shift, due to high speed ejecting, the influence of the deceleration parameter \(q_0\) in cosmology, the effect of evolution and some new kind principles of physics. Hence, regardless the details of debate about the nature of the red shifts of the distant objects, the gravitational red-shifts would be always involved. As long as the above arguments are accepted, even with red-shift greater than 0.25, the core of the distant celestial objects cannot be associated with any black hole model. For example, S50014 + 813 with 40 billion solar masses [28] and \(z \approx 3.366\) [29] [30], its gravitational red-shift must undoubtedly be less than 3.366. If a misuse of \(z \approx 3.366\) as its gravitational red shift to estimate \(\frac{M}{R} \approx 6.39 \times 10^{27}\) g/cm, still \(< 6.75 \times 10^{27}\) g/cm.

Generally speaking, As long as the red shift data are available, it would just prove that the scale of the collapsed object is still larger than “Schwarzschild radius \(R_s\) \((= c^2/2G)\)”.

b) X-ray or Gamma ray

Can we determine the physical properties of the sources from the characteristics of the energy spectra of the measured X-rays or gamma rays? May the measured X-rays or gamma rays radiations be used as signs for black hole candidates or other origins? The mechanisms of gamma-ray emission are diverse, including electron-positron annihilation, the inverse Compton Effect, from the
gamma decay of radioactive nuclei in supernovae, hyper-novae, pulsars, blazars and active galaxies and etc. Of course the energy spectra from compact objects and their surrounding environments are cluttered and difficult to measure, even the highest photon energy reaches the TeV level, but the energy spectra of gamma rays produced from the gravitational collapse would still regularly searchable. For example, proton fall to a star, the more regular energy spectra around 100 keV implies that radiations may come from white dwarfs; 100 MeV radiations from neutron stars, 300 - 400 MeV radiations might produced in more compact object—quark star (or called QGP star) that has been speculated for a long time. In fact, as long as the energy spectra of regular rays can be distinguished from the measured messy spectra, whether it is about 100 MeV or 300 - 400 MeV, which would certainly mean that the scale size of the collapsing celestial object is still greater than Schwarzschild radius.

3. Deficiencies in Previous Studies

As we all know, Minkowski delivered his famous “space-time” speech at the Conference of Scientists held in Cologne on September 21, 1908 [31]. In this speech, Minkowski extended Einstein’s theory of special relativity (SR) [32] to space-like ($ds^2 < 0$), light-like ($ds^2 = 0$) as well as time-like ($ds^2 > 0$) three statuses for space-time continuum, where $ds^2 = c^2dt^2 - dx^2 - dy^2 - dz^2$. Later, Einstein accepted Minkowski’s contribution and laid the foundation of general theory of relativity (GR) and he pointed out in his book “The Meaning of Relativity” wrote in 1922, that “As in the special theory of relativity, we have to discriminate between time-like and space-like line elements in the four-dimensional continuum” [33]. I don’t know why the predecessors, including Einstein himself, forgot this statement, which contained the power they were looking for to prevent the gravitational collapsing of catastrophe. When applying GR to study the gravitational problems, is there any guarantee of physical laws to implement Einstein’s “distinction”? The answer is yes, because human beings have not only thousands of years of practical experience, but have GR already.

Practical Experience:

1) Since the beginning of human ancestors, we have been pursuing the universality of natural laws and have realized the universality from the practice of thousands of years and astronomical observation in different places on the earth. In the progress of the civilization, we have far more knowledge of astronomy than our ancestors from four channels for astronomical information: electromagnetic radiation, cosmic ray particles, neutrinos (anti-neutrinos) and gravitational waves. In addition to extreme physical states, we have thought that, the production mechanism of those events happened in distant celestial bodies would be contained within the physical laws obtained by various research institutions (local inertial systems) on Earth. In other words, at present, we have applied the knowledge of physics obtained in local inertial systems on Earth to study events occurring on distant celestial bodies. Above historical experience...
should not be forgotten, the summary of worth recalling is roughly as follows:

**Particle Physics** → origin of the universe, dark matter, compact stars, active galactic nuclei, supernova explosions and etc.;

**Nuclear Physics** → elemental origins, star structure and evolution, neutron star cooling, solar and cosmic neutrinos, cosmic rays and etc.;

**Atomic, Molecular** → interstellar molecules, astrochemistry, interstellar microwave sources and etc.;

**Plasma and Beam Physics** → radiation power structures, Supernova remnants, pulsar magnetosphere, star wind, cosmic particle acceleration mechanism and etc.;

**Condensed Matter** → interstellar dust, Nebula, white dwarf structure, neutron star structure and etc.;

... and so on and so forth.

The most gratifying thing is that bold use has achieved a great success. This point proves that in any space locality or time period in the universe, no matter the event being a slow process or a violent explosion, which would be considered as an event occurring in a flat local inertial system.

2) As we all know, matter is not only the basic substance of physics, but also includes measurable electromagnetic field, gravitational field and vacuum field of various virtual particles which cannot be measured directly. However, since there is no indisputable evidence to hint that those accompaniments such as electromagnetic field, gravitational field and/or background vacuum field do take part into gravitational collapse, consequently, during the catastrophic gravitational collapsing processes, only those wrecks with non-zero rest mass torn apart by tidal action such as “dust” grains, gas-dust complex, material molecular clusters, nuclei, and individual elementary particles are the leading role. So that the universal speed limit in Einstein’s time-like SR must be considered. In other words, we must adhere the Lorentz invariance of Minkowski local time-like metric as one of the axioms needed in studying the collapsing or exploding process.

**Un-negligible Theoretical Pillar:**

1) Let’s think about the progress of physics from the perspective of epistemology.

It took about 300 years to express the universality of knowledge in theory and practice. Because the success of electromagnetic field theory promoted the development of Galileo’s principle of relativity (Galileo transformation) into Einstein’s principle of relativity (Lorentz transformation), and then to inertia relativistic principle (the principle of equivalence), which led to the birth of GR. In this process, it was found that there were many restrictive functional relationships (relativistic effects) between physical quantities. It was found that algebra and geometry may be used as mathematical tools to express physical laws equivalently. Of course, algebra expressions and the algebraic expressions of geometry concepts have their own characteristics, but just being tools. GR is generally
regarded as a satisfactory modern theory of gravity with tensor potential. In fact, the greatest contribution of GR to whole (!) physics system is to expound and to prove that any locality in the universe would be a flat inertial system, where any laws of physics found on Earth could be applied. This is the theoretical pillar of using the laws of physics found in earth within the mass and distance scales of the universe.

2) SR is not a special branch of physics like nuclear physics, particle physics and etc., but the restrictive relationship between physical quantities revealed by SR would apply to all branches of physics. Einstein and many physicists modified mechanics, optics, electrodynamics, statistical mechanics and quantum mechanics with the constraints of these discoveries, so that the original branches of physics may be applied to low-speed and high-speed motion conditions, as well as physical states under extreme conditions. The establishment of GR seems to expand the concept of inertial system, but it also reduces the concept of inertial system to locality. However, we may rest assured that SR would be used in any processes of any locality in our observable universe. One may see that the rest of this article will prove that the story of black holes should be rewritten, because the scale size of collapsing objects would be always larger than the old concept—Schwarzschild radius.

4. Constraint 1

This section deals with another feature of the axiomatic system. The SR and the GR are axiom systems, which are the systems with formal logic. All the theoretical inferences are included in their premises and are determined uniquely by its premises with consistence, independence as well as completeness. From the arguments mentioned in Sections (2) and (3), one may see that without the limitations of certain physical principles, the use of GR will inevitably lead to the infinite collapse of late celestial bodies in evolution, firstly crossing the Schwarzschild radius and until to the singularity of centre \( R = 0 \). However, coupled with the Lorentz invariance of Minkowski’s time-like metric, some new physical results different from the current black hole theory should be obtained.

Combine Equation (1) and condition \( ds^2 > 0 \), one may have an algebraic equations (7) with a “greater sign (>)”:

\[
\begin{align*}
c^2 \left(1 - \frac{2GM}{Rc^2}\right) dr^2 &> \left(1 - \frac{2GM}{Rc^2}\right)^{-1} dR^2 - R^2 \left(\sin^2 \theta d\phi^2 + d\theta^2\right).
\end{align*}
\]

(7)

In order to keep the inequality direction of Equation (7), the following positive condition are necessary:

\[
1 - \frac{2GM}{Rc^2} > 0 ,
\]

or
\[
R > \frac{2GM}{c^2},
\]

or
\[
\frac{M}{R} < \frac{c^2}{2G} \approx 6.75 \times 10^{-7}\text{ g/cm}.
\]

Thus, the first constraint upon the motion of late celestial bodies may be obtained naturally. Obviously, this restriction eliminates the singularity of Schwarzschild:

**Constraint 1**—During collapse or explosion motion of celestial bodies, a special constant \( \frac{c^2}{2G} \) is an unattainability upper limit of the compact intensity \( \frac{M}{R} \), i.e. \( \frac{M}{R} < \frac{c^2}{2G} \approx 6.75 \times 10^{-7}\text{ g/cm} \).

As long as to note that comparing with \( M \) and \( R \), such as angular momentum \( J \), charge \( Q \) and cosmic constant \( L \) involved in other metrics are negligible physical quantities, so that, the above **Constraint 1** would apply not only to Schwarzschild metric, but also to other metrics, such as Kerr metric and etc.

According to Equation (10), the following properties of average density may be obtained:

\[
\rho_m M^2 < \frac{3c^6}{32\pi G^3} \approx 7.3\times 10^{22}\text{ (g/cm)}^3,
\]

where \( \rho_m \) is mass density. If change \( \rho_m \) to energy density \( \rho_E \), \( E \) is total energy, then

\[
\rho_E E^2 < \frac{3c^{12}}{32\pi G^3} \approx 5.3\times 10^{45}\text{ (erg/cm)}^3.
\]

One may find that the motion of celestial bodies is governed by Equations (11) and (12). A derivable conclusion beyond expectation is that **Constraint 1** also reveals that during the process of an expansion or an explosion of celestial body system, the continuous creation of matter from vacuum (?) is inevitable. It is really “something comes from nothing”! On the contrary, in the process of collapse, with the increase of mass density and energy density it would lead to the decrease of total mass (energy). Except various radiations (including infrared, optical, radio, X-ray and gamma rays), energetic particles or spurted material (e.g. the jets) ejected from the accreted disks and gravitational waves generated by the release of gravitational binding energy etc., a new losing way of mass unfolds, because the disappearance of 3.2 M☉ in [12] and [13] is apparently proceeding rapidly through some unknown mechanisms. That is to say, as long as the Equations (11) and (12) are met, the matter should continuously disappear into the vacuum, “something goes back to nothing”, which might also be a reasonable physical channel. Maybe a very short gamma-ray burst would originate here. What actually happens? This should be confirmed by the energy spectra of short gamma-ray bursts.

It should be recalled that Weinberg used to have a similar result \( (MG/R) < 4/9 \) [i.e. \( M/R < 0.89c^2/\bar{G} \)] [34]. Although Weinberg’s upper limit was slightly different from **Constraint 1**, but careful reading [34], one may find that in order to
obtain \( (MG/R) < 4/9 \), Weinberg used a non-physical “to have \( r_c^2 \) negative” condition (i.e. imaginary value of point). As one read the following words: “It is difficult to imagine that a fluid sphere with a large density near the surface than near the center could be stable” [35], one may know that Weinberg still considered the infinite collapse, hence, his mistakes in [34] [35] are obvious.

Some people once believed that the contribution of variables to mathematics was attributed to Descartes, R. In fact, when the sign of inequality entered mathematics, the variables, the motion of variables, the moving direction of variables and the limit of motion were all brought into mathematics. All physical equations expressed by inequalities imply that there must be “unattainable” or “insurmountable” restrictions on a certain physical state. It is noteworthy that conditional Equations (3) and (10) have dynamic characteristics already, and the calculated Schwarzschild radius would be a variable now and only with instantaneous value. However, “Constraint 1” and Equation (11) would still not prevent collapse, but only impose one strong restriction on the collapsing of compact bodies. According to Equation (11), even for late evolving celestial bodies, if the collapsing time is long enough, their volume will collapse to a small enough size, and it seems inevitable that they would still collapse to a state with very high mass density, even onto or pass Schwarzschild singularity. In fact, this is impossible, because the new achievement of high energy physics [19] implies that Heisenberg’s uncertainty principle will give one more physical constraint.

5. Constraint 2

A quark-gluon plasma (QGP) or quark soup is a state of matter in quantum chromodynamics (QCD) which exists at extremely high temperature and/or density. This state is thought to consist of asymptotically free strong-interacting quarks and gluons, which are ordinarily confined by color confinement inside atomic nuclei or other hadrons. Although they are all complex QCD systems [36], the order of magnitude of their bulk properties may still be estimated by basic natural constants.

According to the theoretical principle, the density of micro QGP in [19] might be estimated from its rotational speed data. Because of the universal speed limit given by time-like SR, the upper limit on the rotational speed of micro QGP would mean that there should be an upper limit on the mass density and energy density of micro QGP. Obviously, the formation mechanism of micro QGP might be different from that of white dwarfs, neutron stars and the presumed quark stars (QGP stars). The former is formed by strong-interaction, the latter by gravitation. Therefore, for micro QGP, there might be a “strong interaction gravitational constant” \( G_s \) similar to the gravitational constant \( G \). The author will present a detailed discussion of this topic at a later date.

Let us turn to see [20]. The pressure in the center of the proton was measured around \( P = 10^{15} P_u \) (i.e. \( 10^{46} \text{erg/cm}^3 \)) [20], its mass density \( \rho_{pm} \) may be estimated as
\[ \rho_{\text{pm}} = \frac{P}{c^2} \approx 10^{15} \text{g/cm}^3. \]

Atoms, nuclei and sub-nuclear particles do not have clear boundaries. What is the calculated value of proton radius? Tell the truth, the proton radius remains a puzzle today. However, there are indeed ambiguous physical scales. At present, it is generally accepted that the charge radius of protons is about \((0.84 \sim 0.87) \times 10^{-13}\text{cm}\). According to [20], an equivalent radius \(\tilde{R}_p\) of protons would be estimated as:
\[
\tilde{R}_p \approx \frac{\sqrt{5m_p}}{4\pi\rho_m} \approx 0.736 \times 10^{-11}\text{cm}
\]
which is obviously smaller than its charge radius and much larger than the generally accepted proton Compton wavelength. Therefore, the proton mass density \(\rho_{\text{pm}}\) calculated from the normal proton’s Compton scale size should be larger than the data obtained from the present measured value [20].

The smallest possible scale \(r\) of a microscopic object being bound up with molecule, atom or nucleus must be related to the Heisenberg uncertainty principle:
\[
\Delta r \cdot \Delta p \geq \hbar,
\]
where \(p(=mv)\) is its momentum. In history, both Davisson-Germer experiment and Heisenberg uncertainty principle were all published in 1927 [37] [38]. The Davisson-Germer experiment equivalently gave another expression of the uncertainty principle for microscopic objects:
\[
d \sin \theta_n = n\lambda > \lambda = \hbar/p
\]
where \(d\), for nickel, is line spacing, \(\lambda\) is the wavelength associated with electrons with average momentum \(p\), \(n\) is an integer. A first-order maximum of intensity is to be expected at an angle \(\theta_n (n = 1)\) [37]. Written in the following form commonly used in discussing micro-objects:
\[
r \cdot p \geq \hbar.
\]

Take notice
\[
r \geq \frac{\hbar}{m_i v} > \frac{\hbar}{m_i c},
\]
where \(\hbar/m_i c\) is the Compton wavelength of the discussing micro-object \(m_i\), its mean density \(\rho_{im}\) has the following relation
\[
\rho_{im} = \frac{m_i}{4 \pi r_m^3} < \frac{m_i}{4 \pi \left( \frac{\hbar}{m_i c} \right)^3} \left( \frac{3m_i c^3}{4\pi \hbar^3} \right).
\]

An estimative figure might be carried out only for current matter—normal elementary particles, for instance, the “absolutely stable” proton \((m_p)\), or slowly decaying neutron \((m_n)\), the calculating results are the same in the order of magnitude:
\[
\rho_{im} < \frac{3m_i c^3}{4\pi \hbar^3} \left( \sim 4.3 \times 10^{16} \text{g/cm}^3 \right),
\]
where \( m_i \) is the mass of proton (\( m_p \)) or the mass of neutron \( m_n \). If substituting the mass of Higgs particle into Equation (14), the resulting upper limit would be much larger than Equation (14). Nevertheless, even if there would exist Higgs condensation (?) Which would be in vacuum, unlike the normal substances in our directly observable nature world.

Is there any inkling in nature to support Equation (14)? In recent decades in order to create and study vacuum excitation, vacuum phase transitions as well as a sheer surmise of mini black-hole, the ultra-relativistic heavy ions collision is considered as an effective way. The earlier data have been confirmed that QGP exist at an approximate extremely high temperature of 4 trillion \((2 \times 10^{12})\) degree Celsius [39], the evaluating mass density of QGP fireball has almost reached \(1\text{GeV}/(c^2\cdot \text{fm}^3)\), \textit{i.e.} around \(1.8 \times 10^{15}\text{g}/\text{fm}^3\), which is less than the mass density of nucleon. Therefore QGP (quark soup) likes a big nucleus, and a nucleon likes a small bowl of quark soup. Consequently, the observational mass density of QGP in [39] agrees with Equation (11). This point would seem that “quark confinement” state and Equation (11) suggest following constraint:

\[
\text{Constraint 2—The average mass density of nucleon may be an unsurpassed upper limit for the normal matter in nature world.}
\]

Let Equation (11) \( / M^2 < \text{Equation (14)} \), it turns that

\[
\frac{3c^6}{32\pi G^3 M^2} < \frac{3m_i c^3}{4\pi \hbar^3},
\]

it is clear that

\[
M > m_i \left( \frac{\hbar c}{2Gm_i} \right)^{3/2} \sim 0.65 \times M_\odot.
\]

Seemingly, \textbf{Constraint 2} or Equation (14) still could not stop the formation of black hole, however, a very important effect of combining two constraints reveals that there would exist an unattainability lower limit of total mass \(0.65 \times M_\odot\) for a compact object made up of normal matter. If the “strong interaction gravitational constant” \(G_s\) might be determined, the limit of mass of micro QGP would be determined also. Will there be any evidence? Aford, M. \textit{et al.} took note “\textit{the observed absence of fast-spinning young stars}” and tried to solve it [40]. Since the rotation speed is related to the mass density, the limit of the rotation speed indicates that there is an upper limit of the mass density. Therefore, it is absolutely impossible for late-type evolving celestial bodies to collapse to the singularity of centre \((R = 0)\), in other words, the singularity of centre \((R = 0)\) in Schwarzschild metric has been eliminated.

6. More New Physics

Except for the generation and annihilation of matter and antimatter, we have never seen many substances created or disappeared during a very short time interval. Our common sense approach in the past may negate the possibility of the continuous creation or continuous extinction of vast substance. However, SR
and GR combine with Heisenberg’s uncertainty principle reveal some new physics knowledge which we still do not know so far:

1) In the traditional understanding of gravitational collapse, the collapsing body only collapses. Although the system has reached the instability of general relativity, the uncontrolled gravitational collapse would not stop, even if the scale size of the collapsed body approaches Schwarzschild radius, the total mass $M$ would not decrease. **Constraint 1** and Equation (10) give another dynamic model of gravitational collapse, that is, with the decrease of scale size, the total mass $M$ of gravitational collapsed body also decreases, so as to ensure that compact intensity of the collapsed body always conforms to the laws within **Constraint 1** and Equation (10).

2) **Constraint 1** pointed out that this total mass reduction would be possible, but it is not yet clear about the detailed physical mechanisms and processes. At present, this article is just a guess that the new place might be vacuum, but it still does not known how to use astronomical observations to confirm this guess.

3) Around 1970s, Penrose, R. and Hawking, S. proved that under certain conditions (the validity of general relativity, the positive of energy, the universality of matter, and causality), gravitational collapse and physical singularity may be the inevitable fate of massive objects [41]-[47]. However, adding the Lorentz invariance of time-like metric, those concepts such as photon balls, event horizons, capture surfaces, white holes, wormholes, Einstein–Rosen bridges and so on would be all gone with negating the black hole. In addition, from Equation (14) and Equation (15), it may see that the big bang model of the universe still exists, and the expansion of the universe and the creation of matter also exist, and there does not exist the big bang model with the singularity of centre ($\hat{R} = 0$) in nature. Equations (14) and (15) favor Gamow’s fireball big bang model [48], which was based on and developed the “hypothèse de l’atome primitif” (hypothesis of the primeval atom) proposed by Lemaître in 1931.

4) Take advantage of derivatives $\frac{dM}{dt}$, $\frac{d\rho}{dt}$, $\frac{dR}{dt}$, **Constraint 1** and Equation (11) also manifests some new relations between relative rate of matter creation (or extinction) with the relative variable rates of scale $R$ and mean density $\rho$:

   During the expanding motion ($\frac{dM}{dt} > 0, \frac{dR}{dt} > 0, \frac{d\rho}{dt} < 0$):

   $$\frac{2}{M} \frac{dM}{dt} < \frac{2}{R} \frac{dR}{dt} < -\frac{1}{\rho} \frac{d\rho}{dt},$$

   (16)

   and during the collapsing motion($\frac{dM}{dt} < 0, \frac{dR}{dt} < 0, \frac{d\rho}{dt} > 0$):

   $$-\frac{2}{M} \frac{dM}{dt} > \frac{2}{R} \frac{dR}{dt} > \frac{1}{\rho} \frac{d\rho}{dt}.$$  

   (17)

5) It deserve to be mentioned that thinking of the expansion process of the universe, by means of Hubble’s empirical law, link the velocity of recession of a distant celestial body and its distance from us $\frac{dr}{dt} = H_0 r$ (where $H_0$ is the Hubble constant at present), it turns
Combining Equation (16) and Equation (18), one may find that in cosmic expansion, the upper limit of the relative matter creation rate and the lower limit of the relative mass density decreasing rate would be controlled by Hubble constant at present $H_0$.

$$\frac{d\rho}{dt} = \frac{d(M/V)}{dt} = \frac{\rho}{M} \frac{dM}{dt} - 3\rho H_0$$  \hspace{1cm} (18)$$

$$-\frac{1}{\rho} \frac{d\rho}{dt} > 2H_0 \quad \text{and} \quad \frac{1}{M} \frac{dM}{dt} < H_0.$$  \hspace{1cm} (19)

6) From the arguments mentioned above, we can see that the characteristics of the creation of matter in the process of expansion of universe are different from the steady-state cosmological model [49] [50], but the common point is that new substances are constantly created from vacuum. If vacuum is a physical channel for observing the disappearance of matter in the universe, it should also be a physical channel for the creation of matter, which may be one of the physical reasons for the expansion of the universe and producing dark matter.

7. Remarks

Some remarks should give as follows:

1) We study systems that would be large or small systems, or closed systems or open systems, and the impact of the environment on the systems is often very important. It is now recognized that a complete nature world (Universe) contains an observable universe incorporated with an infinite vacuum. With the passage of time, we now know that although vacuum has Lorentz invariance, but it is actually quite complicated. If some matter disappears or creates without a trace as the collapses or expands takes place, how do we describe the laws of conservation in the universe (including conservation of mass-energy, of baryons, of leptons, of electric charge and etc.)?

2) From a universal point of view, the law of conservation of energy should now be expressed as follows: The total energy of the Universe is conserved. If one part of the Universe obtains some form of energy, the other part will inevitably lose the same energy. No violations of this principle were found. In short, the observable universe and vacuum constitute an infinite, circular, and mutually transformed natural world.

3) Exactly as we know that Lorentz invariance is the inevitable outcome of two original postulates of SR. Bietenholz gave an introductory review about the ongoing search over more than 12 years for the evidence of Lorentz invariance violation (LIV) in ultrahigh energy cosmic rays [39]. The extreme Lorentz factors with the order of $\gamma = 1/\sqrt{1 - \beta^2} \sim 10^{11}$, but no LIV has been observed so far. So there’s no need to waste any more time on the search for LIV.

4) Constraint 1, Constraint 2 and the combination of them expose the existence of new physics, and put forward a lot of open questions also:

a) In the observable universe, if matter would be created from vacuum, why does vacuum only create matter not antimatter?
b) What is the spatial structural feature of new creating matter? Does it show some analogy with the structure of filaments in the supernova remnant or the reticular behavior in the very large-scale of an evolving universe?

c) May the forming new matter be one of the candidates for dark matter and dark energy?

d) Are we fortunate enough to make some morphological observations before and after the supernova explosion to confirm that if there might also be material creation in an explosion in a local area of the universe?

8. Conclusion

Theory without practice is empty theory, and practice without theoretical guidance is blind practice. Therefore, we must sum up practical experience by theory. On the basis of historical experience, supported by SR and GR, inspired by the latest developments in particle physics and high energy physics, the mystery of the singularity of Schwarzschild and the singularity of centre over the past century would be able to eliminate by adding only two physical restrictions on the Schwarzschild metric. This work fully proves the ancient Chinese motto: “Truth is simple”, like the Ockham’s Razor quote, which is worth thinking about.
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Abstract

The observable universe together with the observer, both on sufficiently large scale, succeeds in their self-entanglement and paradoxical inconsistency. For consistency, the observable universe and the observer have to be on different scale (size) provided, the cosmological principle is preserved as an approximation in a limit. The point is the universe’s principle itself. Our proposal for the disentaglement is superimposition out of complexity. The distance contraction, as observed in electrical soundings over horizontally stratified earth (static system), is identified as a counterpart of Doppler shift in dynamical systems. An alternative answer to the question about an effective cause of the Doppler shift sounds the heterogeneities under superimposing scales. The energy propagating in stratified universe exhibits a shift which could be attributed not only to the expansion but alternatively to fluctuations across different scales. When nothing is said or predetermined about kinematics of a system, both causes might share in the effect. It opens different static and kinematic possibilities, which challenge established theories of energy/information transmission and/or sounding at a distance as well as pertinent technology in prospect.
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1. Introduction

The Universe consists in mass and energy, in structures not violating the basic laws of mathematical physics. While the spatial size of universe is still unknown, it is possible to speculate on the observable universe only, then implying existence of an observer. Depending on size of the observable universe and relative scale of the observer, the Universe of particular size is viewed in superimposing scales. Hence scale and size are the open questions.
Paradoxically, the observable Universe, without human observer viewed himself on a sufficiently large scale, is not complying with the cosmological principle requirements. Due to this inconsistency, sufficiently large structures cannot exist. Explicitly, the observer has to be of the same scale as the observable universe is, following the cosmological principle. In other words, the observer and the observable universe are self-entangled in the cosmological principle.

To get them disentangled and to avoid ulterior speculations, the World at particular size will be referred to as the observable universe with an observer included, independently on their (universe and/or observer) size and scale. Subsequently, the following principle is postulated.

The *univers' principle* is stated as: “Viewing on a sufficiently large World of particular size, the properties of underlying observable universe at some different scale are the same for all potential observers”.

This principle contains an implicit qualification and some testable consequences not discussed in here.

**1.1. Scale Model of the Universe**

Scale model of the entire Universe is lacking because of the sheer size of it: one cannot reasonably create the model including all the components from atom to supercluster, and simultaneously scales their distances and sizes [1].

The difficulty is overcome by examining the Universe by universes, thus at different realms. We start at Planck size object and zoom out to the observable Universe, throughout the superimposed worlds. In each step of the way, we use the room we are in to physically represent a realm of particular universe. Looking for smart materials that can represent the objects within each realm, all to scale, a common 1-D profile across all the universes could be built up, towards a scale model of the Universe as a whole, like the particle in a box model in quantum mechanics.

The object in a box model of the World is under the rule of second order differential equation: either Schrödinger’s, or Laplace’s or else Helmholtz’s ones. Separation of variables leads to a new (phantom) variable.

As to the Universe as a whole, this is a plural superimposition of underlying universes, in succession. For instance, the cosmos, the layered earth, a rock, an atom ..., all of them are homogeneous on some scale.

To understand more, a dynamic analysis of these systems is needed, this would show how energy flows across both spatial scales and time. Fortunately, this type of analysis is already performed for the geophysical distant soundings over a horizontally stratified earth. The multiscale concepts used in geophysical scattering theory, especially in DC field, have a trend deserving a sweeping statement, however.

**1.2. Self-Entanglement, Disentaglement and Complexity**

Following the gravity force, the masses are structured so is the energy. The ob-
servable universe together with the observer, both on sufficiently large scale, succeeds in their self-entanglement and paradoxical inconsistency. For consistency, the observable universe and the observer have to be on different scale/size provided the cosmological principle is preserved as an approximation in a limit. The point is the universal principle itself.

Consequently, the deduction is: “All constituent at hand (size and scale, homogeneity and heterogeneity, and possibly others) are self-entangled components”. Our proposal for the disentaglement is superimposition out of complexity.

Complex systems are based on relationships, and their properties of self-organization, interconnections and evolution. They are emergent phenomena in the sense that they are the spontaneous outcome of the interactions among the many constituent units with unexpected properties and regularities. Hence they are like the designed smart materials that have one or more properties that can be significantly changed in a controlled fashion by external stimuli, such as electric or magnetic fields, or light.

2. On Superimposition through Complexity

DC geoelectric theory goes into details of anisotropy and homogeneity throughout pseudo-, macro- and micro-anisotropy.

Background. Energy propagating throughout a medium undergoes multiple backward and forward reflections at the inhomogeneities. Resulting total travel time is greater when compared to propagation in homogeneous medium. In a sense, instead of inhomogeneities, one may alternatively and equivalently assume homogeneous medium and the space expanding. In electrical soundings over horizontally stratified earth the equivalence of differently layered media is known since early days of the method [2] [3]. The effect of resistivity sounding at the surface of a massive layering is the same as that for a finely layered structure provided that depth scale is stretched at each point by the local value of the so-called pseudoanisotropy coefficient and, in addition, the resistivity is specified as a kind of average resistivity [4] [5]. This effect of equivalence has been confirmed in a multitude of geophysical cases (see also the sub-section 2.2. Superimposing Scales below).

In geoelectric prospecting over horizontal layering it is up to standard to take this effect into account. Its exposition is a firm subject of geoelectrical monographs, and textbooks [6].

Rationale. In geophysical investigation of horizontally stratified earth the inhomogeneous media are studied under different scales. There are at least two scales involved: 1) the scale of inhomogeneities (microscale), 2) less detailed scale (macroscale) related with the size of a region under investigation.

Horizontal stratification implies material property (proper impedance) varying in one particular direction. It is a rough and frequent approximation in many geophysical cases. A possible generalization is the spherical stratification
under cosmological principle or else a box model of stratification considered as a one-dimensional system. In perpendicular directions the proper impedance being constant, this aspect of directional nonuniformity finds its expression in geophysical notion of pseudoanisotropy.

Of particular interest is a class of finely layered media exhibiting a repetitive or cyclic structure (proper impedance evolving between high and low values). Following geophysical theory, such pseudoanisotropic media are reparametrized under cumulative transformation, to get a massive layering. The rationale for use of these transformations is based on the knowledge that for cyclic media the transformed impedance is specified as pseudoimpedance (kind of mean impedance), and the scale is stretched by an overall value of the so-called pseudoanisotropy coefficient.

For a given cyclic pseudoanisotropic medium there exists a homogeneous isotropic medium that behaves, in the limit, exactly as does the given medium under the same excitation. This is to mean that a medium, which is viewed in the microscale as cyclic pseudoanisotropic, appears as a homogeneous medium when viewed in a macroscale. This is accompanied by distance contraction.

**Physical basis.** Geophysical static theory of cyclic stratified media [5] [7] [8] is generalized or modified in this note in various aspects. In substance, the framework is completed by time domain, and the medium is considered to have a repetitive (cyclic) structure in all directions.

It is worth noting that the formulation developed for horizontally stratified (one dimensional) media is applicable to general situations when proper impedance vary in space (three dimensions). To this end the medium is assumed to be discretized in all directions, and the results, having no side effects and relative to a facultative direction, could be generalized to all the directions.

If medium viewed in a macroscale exhibits the pseudoimpedance and contraction coefficient which are both constant over a region of interest, it is said to be pseudohomogeneous. The rationale for studying such media is a multitude of geophysical observations transportable to 3-D space. The pseudohomogeneity in 3-D approach might be an inherent property of the media of physical interest, provided that the micro- and macro-scales are sufficiently different. This expectation is based on cumulative nature of the transformation involved as well as on isotropy postulated for largest regions.

**Governing equation.** To conceptualize the problem, the governing equation is taken in the form of scalar wave equation. For a time harmonic field \( U \), we have

\[
\rho \vec{\nabla} \cdot (\rho \nabla U(r,t)) + k^2 U(r,t) = 0
\]

(1)

when \( U(r, t) \) can be either \( U_x, U_y, \) or \( U_z \) field component, and \( k = \omega*/v \).

The above is the Helmholtz wave equation for an inhomogeneous, isotropic, and source-free medium. In addition, proper impedance, \( \rho(r) \), and wave velocity, \( v(r) \), are both functions of position, \( r = r(x, y, z) \).

Following classical theory, in a stock-still system there is no anomalous frequency, that is to say \( \omega' \) is the same as wave frequency \( \omega' = \omega \). When Dopp-
ler shift, $\omega^* = \omega^H$, is observed, we may define $v^* = v^H$, that is to say $k = \omega/v^*$. In this case $v^*$ takes interpretation in terms of moving source and/or expanding medium. Alternative interpretation of anomalous frequency is just the point of this note.

Reparametrization. We consider stratified medium, locally (in microscale) materialized through proper impedance varying possibly in all directions [5] [8] [9] [10] but we are considering variations in only one direction, that is to say $\rho(r)$. Let a larger region of size $W$ be investigated by an observer located at the origin, where the cumulative parameters are introduced:

$$T(r) = \int_0^w \rho(r)dr \text{ and } S(r) = \int_0^w \rho^{-1}(r)dr, \text{ } w \in W.$$ (2)

These are used to define pseudoimpedance, and pseudodistance:

$$\rho^* = \sqrt{T/S} \text{ and } r^* = \sqrt{T \cdot S}$$ (3)

as well as pseudoanisotropy coefficient

$$\Lambda = r^*/r, \text{ } \Lambda \geq 1.$$ (4)

The bound for $\Lambda$ is known in mathematical geophysics [5]. For further use the contraction coefficient is introduced

$$\theta = \Lambda - 1, \text{ } \theta \geq 0.$$ (5)

These way the medium is reparametrized into pseudoimpedance varying in only one pseudodirection, $\rho^* (r^*)$.

Cyclic, and pseudohomogeneous medium. When proper impedance of a medium is varying between high and low values, in a direction $r$, such medium is said to be repetitious, or cyclic. The media, cyclic in all directions could be considered but we refer to 1D space as investigated in geophysical theory.

Typical distance between successive local extrema of impedance is of order denoted as $\Delta r$. Consider a medium which is cyclic in a microscale (typical distance $\Delta r$), and when

$$W/\Delta r \rightarrow \infty, \text{ } \Delta r > 0, \text{ } W < \infty.$$ (6)

For global seeing, in macroscale the space metrized as $\rho^* (r^*)$ is applied. The medium appearing in a macroscale is said to be isotropic and pseudohomogeneous if the resulting both pseudoimpedance and contraction coefficient reveal as directionless and constant over a macrospace. As known in geophysical prospecting, the locally alternating parameter exhibits globally the quasi-homogenity while distance is stretched by pseudoanisotropy coefficient, $\Lambda$.

$$\rho(r^*) \approx \text{ const.} , \text{ } \Lambda(r^*) \approx \text{ const.}$$ (7)

2.1. Doppler-Like Effect

In conformity with scale relationship, Equation (4), the scale for homogeneous medium is stretched by a factor $\Lambda$ when passing to pseudohomogeneous medium. The effect of contraction is well known in direct current resistivity sounding.
over horizontally stratified earth [11] [12], where $\Lambda$ is termed as pseudoanisotropy coefficient. For horizontally stratified media (proper impedance varying in $z$-direction only), the governing Equation (1) takes the form

$$\frac{\delta^2U}{\delta x^2} + \frac{\delta^2U}{\delta y^2} + \frac{\delta^2U}{\delta z^2} = 0$$  \hspace{1cm} (8)

when asterix refers to alternative as to homogeneity of a medium. The options $\delta z^* = \delta z$ (inhomogeneous medium), or $\delta z^* = \Lambda \delta z$ (pseudohomogeneous medium) yield different depth of a layer. Eventually, but it is not the practice, the horizontal scales are to be contracted, yielding $\delta x^* = \delta x/\Lambda$, and $\delta y^* = \delta y/\Lambda$.

Doppler-likeness of this effect consists in the following. For 3-D pseudohomogeneous medium, we have

$$\delta x^* = \Lambda \delta x, \delta y^* = \Lambda \delta y, \delta z^* = \Lambda \delta z$$  \hspace{1cm} (9)

and substitution $\omega^* = \Lambda \omega$ is possible in the governing Equation (1), then becoming

$$\frac{\delta^2U}{\delta x^2} + \frac{\delta^2U}{\delta y^2} + \frac{\delta^2U}{\delta z^2} + \frac{\omega^2}{v^2}U = 0, \ U = U\left(r^*, t\right), \ r^* = r\left(x^*, y^*, z^*\right)$$  \hspace{1cm} (10)

Now anomalous wave frequency $\omega^*$ may take interpretation either in a fine scale of heterogeneities, Equation (1), or in a coarser scale of regional investigation, Equation (11). Thus contraction coefficient, $\theta$, appears as a static counterpart of Doppler shift, as detailed further on.

Relative to the expansion, the governing equation could be read

$$\frac{\delta^2U}{\delta x^2} + \frac{\delta^2U}{\delta y^2} + \frac{\delta^2U}{\delta z^2} + \frac{\omega^2}{v'^2}U = 0, \ U = U\left(r, t\right), \ v' = \Lambda v$$  \hspace{1cm} (11)

2.2. Superimposing Scales

In DC geosounding, there is a stock-still layering and so is the varying frequency models. Suppose, with no à priori knowledge about homogeneity, the measurements taken on earth surface indicates the depth $H$, or $h$ for homogeneous, or heterogeneous layers, respectively. Thus, further examination (drilling) is performed, in practice. The final assignment is made depending on the ratio $H/r$. The resulting correction is attributed to different metric properties of homogeneous and heterogeneous layering. The effect is referred to as superimposition of scales. This way (by drilling), the homogeneity-heterogeneity self-entanglement becomes unraveled in the case.

What is a principal difference between superimposition and superposition methods like additive color, or subtractive color methods, or else a moiré pattern? Physical manifestation of a superposition is frequently the interference whereas the superimposition consists in medium identification in a communication channel, used to convey information, or energy throughout. This could be the physical transmission media, or a multiplexed medium in a logical connection. Possibly, the Laplacian mirror window [13] should be more comprehensive
in answering the question.

3. Discussion: Expansion or Heterogeneities?

Equivalence, or analogy in mathematical description of physical phenomena in time, frequency, and space is well known [4]. Quite naturally, the Doppler shift can be due not only to movement of the source or expansion of space but also to greater travel time owed to inhomogeneities.

Introducing Equation (5) into (4) yields

\[ \Delta r = \theta \Delta r \]

which in static systems is quantified by

distance correction = contraction coefficient \cdot simple distance.

When the time is introduced to reach kinematical systems, the shift related to equation (11) is quantified by

\[ \text{emitted frequency} - \text{observed frequency} = \text{contraction coefficient} \cdot \text{observed frequency} \]

with

\[ \text{coeff.} = \frac{\text{observed wavelength} - \text{emitted wavelength}}{\text{emitted wavelength}}. \]

Similarly, relative to the expanding universe, the expansion rate related to equation (12) is quantified by

\[ \text{receding velocity of a galaxy} = \text{Hubble constant} \cdot \text{current distant to the galaxy} \]

Note that contraction coefficient is dimensionless quantity whereas Hubble constant is dimensioned in \( t^{-1} \).

The energy propagating in inhomogeneous universe exhibits a shift which could be attributed not only to the expansion of space but alternatively to fluctuations in material properties (inhomogeneities). When nothing is known about kinematics of a system’s structure, both causes might share in the effect.

An Example

Let us consider an example of 1D space divided between large segments, \( r_v \), with void occupancy individualized with proper impedance \( \rho_v \), and small segments, \( r_p \), with particle occupancy individualized with proper impedance \( \rho_p \). The large and small segments interleave and value of \( 10^{32} \) is assumed for the ratio \( r_v/r_p \). In the 1D universe of such sparsely distributed particles, a very high impedance’s contrast is to be assigned for contraction coefficient to match high absolute values (up to the Hubble’s constant in the expanding universe).

On the other hand, when there is a number of scales, in hierarchical sequence, the effects of subsequent reparametrizations are multiplied [5]. Let us take into investigation a mega-region of size much larger than macro-region \( W \). Let the same relations are settled between mega- and macro-scales, as it was for macro- and micro-scales. The outcoming pseudoanisotropy coefficient is obtained as a product of coefficients graded by the size of corresponding subregions. Effective Doppler-like shift is increasing with the size of a region under investigation.
4. Conclusions

- The affirmative answer to the introductory question opens different static as well as kinematic possibilities, which challenge established theories of expanding universe and energizing big bang. First step in such prospects was made quite recently [14] putting geophysical theory and Hubble’s law in parallel. Stock-still system—a void with sparsely distributed particles—stands up as a scenario for propagation of electromagnetic waves accompanied with Doppler-like effect along with a Hubble-like law.

- The distance contraction, as observed in electrical soundings over horizontally stratified earth (static system), is identified as a counterpart of Doppler shift in dynamical systems. An alternative answer to the question about an effective cause of the Doppler shift sounds the heterogeneities under superimposing scales.

- Otherwise, the theory is indicative for new technologies in energy transmitting materials or information (communication) channels: layering, material profile, vocal tract are to be adequately structured. The application of augmented or/and extended reality to support understanding of the cognitive processes was helpful in establishing a steady progress in the research of electrical impedance tomography (EIT), leading to important developments. “These developments have excited interest in practitioners and researchers from a broad range of disciplines, including mathematicians devoted to uniqueness proofs and inverse problems, physicists dealing with bioimpedance, electronic engineers involved in developing and extending its applications, and clinicians wishing to take advantage of this powerful new imaging method” [15].

- At sub-atomic level there is the Raman spectroscopy dealing with the scattering of light with no its absorption [16]. The resulting Raman shift [17] provides a fingerprint to identify molecules and has a wide variety of applications in biology and medicine, and others [18]. This microscale effect has to be seen in parallel with the macroscale Doppler Effect.
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Abstract

The search for the generating compatibility conditions (CC) of a given operator is a very recent problem met in general relativity in order to study the Killing operator for various standard useful metrics. Accordingly, this paper can be considered as a natural continuation of a previous paper recently published in JMP under the title Minkowski, Schwarschild and Kerr metrics revisited. In particular, we prove that the intrinsic link existing between the lack of formal exactness of an operator sequence on the jet level, the lack of formal exactness of its corresponding symbol sequence and the lack of formal integrability (FI) of the initial operator is of a purely homological nature as it is based on the long exact connecting sequence provided by the so-called snake lemma in homological algebra. It is therefore quite difficult to grasp it in general and even more difficult to use it on explicit examples. It does not seem that any one of the results presented in this paper is known as most of the other authors who studied the above problem of computing the total number of generating CC are confusing this number with the degree of generality introduced by A. Einstein in his 1930 letters to E. Cartan. One of the motivating examples that we provide is so striking that it is even difficult to imagine that such an example could exist. We hope this paper could be used as a source of testing examples for future applications of computer algebra in general relativity and, more generally, in mathematical physics.

Keywords


1. Introduction

If $X$ is a manifold of dimension $n$ with local coordinates $(x^1, \cdots, x^n)$, let us in-
Introduce the tangent bundle $T = T(X)$ and the cotangent bundle $T^* = T^*(X)$, the $q$-symmetric tensor bundle $S_q T^*$ and the bundle $\wedge^r T^*$ of $r$-forms. In General Relativity, there may be different solutions of Einstein equations in vacuum like the Minkowski, the Schwarzschild and the Kerr metrics for example. For fixing the notations and with more details, if $\omega \in S_2 T^*$ is a nondegenerate metric, that is $\det(\omega) \neq 0$, and if $j_q$ denotes all the derivatives of an object up to order $q$, we may construct the Christoffel symbols $\gamma$ through the Levi-Civita isomorphism $(\omega \gamma) \in \wedge^2 T^* \otimes T^* \otimes T$ with $\rho_{ij,\gamma} + \rho_{k,\gamma} = 0$ after lowering the upper index by means of $\omega$ and $\delta\rho = 0$ where $\delta : \wedge^2 T^* \otimes T^* \otimes T \to \wedge^1 T^* \otimes T$ is the Spencer $\delta$-map. Introducing the Ricci tensor $\rho_q = \rho_q, \rho_q$ or the Einstein tensor $\epsilon_q = \rho_q - \frac{1}{2} \omega_q \omega^\alpha \rho_{\alpha}$, the 10 non-linear Einstein equations are described by $\epsilon_q = 0$ or, equivalently, by $\rho_q = 0$ when $n = 4$.

Now, if $\mathcal{E}$ is a fibered manifold over $X$ with fiber dimension $m$ and local coordinates $(x^i, y^k)$ with $i = 1, \ldots, n$ and $k = 1, \ldots, m$, we may introduce the tangent bundle $T(\mathcal{E})$ over $\mathcal{E}$ with local coordinates $(x, y, u, v)$ and the vertical bundle $V(\mathcal{E})$ with local coordinates $(x, y, u = 0, v = (x, y, v)$ which are both vector bundles over $\mathcal{E}$. We shall denote by the capital letters $\Omega \in S_2 T^*, \Gamma \in S_2 T^* \otimes T, R \in \wedge^2 T^* \otimes T^* \otimes T$, the respective linearizations of $\omega, \gamma, \rho$ which are sections of the respective vertical bundles. Introducing the Lie derivative $\mathcal{L}$ of geometric objects, it is therefore possible to introduce the corresponding first order Killing operator $D : T \to \Omega \in S_2 T^*: \xi \to \mathcal{L}(\xi) \omega$, the first order Christoffel operator $\Omega \to \Gamma \in S_2 T^* \otimes T$ in such a way that $\mathcal{L}(\xi) \gamma$ and the second order Riemann operator $R : R \in \wedge^2 T^* \otimes T^* \otimes T : \xi \to \mathcal{L}(\xi) \rho$ both with its contraction $\Omega \to S_2 T^*$ called Ricci operator. For example, it is known that $2\omega_{k,\gamma} = (\partial_\gamma \omega_{ij} + \partial_j \omega_{i\gamma} - \partial_i \omega_{\gamma j})$ that we shall write simply, using formal notations, $2\omega_{\gamma} = (\partial_\gamma \omega + \partial \omega - \partial \omega_\gamma)$ and thus $2\omega_\gamma + 2\gamma \omega = (d \Omega + d \Omega - d \Omega)$. We have proved in ([1] [2] [3] [4]) that the so-called gravitational waves equations are nothing else than $ad (Ricci)$ by introducing the formal adjoint operator. It is important to notice that the Einstein operator $\Omega \to E_{ij} = R_{ij} - \frac{1}{2} \omega_{ij} \omega^\alpha \rho_{\alpha}$ is self-adjoint with 6 terms though the Ricci operator is not with only 4 terms. Recently, many physicists (See [5] [6] [7] [8] [9]) have tried to construct the compatibility conditions (CC) of the Killing operator for various types of background metrics, in particular the three ones already quoted, namely an operator $D : S_2 T^* \to F_1$ such that $D \Omega = 0$ generates the CC of $D \xi = \Omega$. We have proved in the above references the following crucial results:

- These CC may contain a certain number of second and third order CC. It is therefore crucial in actual practice to select the successive generating CC of
order 1, 2, 3, · · · till we stop because of noetherian arguments ([10]).

• These CC only depend on the Lie algebra structure (dimension of the solution space and commutation relations) of the corresponding Killing operator, which, even though it is finite dimensional with dimension \( \leq n(n+1)/2 \) that is 10 obtained for the Minkowski metric, may have dimension 4 for the Schwarzschild metric and dimension 2 for the Kerr metric.

• The only two canonical sequences that can be constructed from an operator or a system, namely the Janet and Spencer sequences, are structurally quite different. Indeed, the Janet bundles \( \mathcal{F}_0, \cdots, \mathcal{F}_n \) appearing in the Janet sequence are concerned with geometric objects like \( \omega, \gamma, \rho \), while the Spencer bundles \( \mathcal{C}_0, \cdots, \mathcal{C}_n \) are far from being related with geometric objects, the simplest example being \( \mathcal{C}_0 = \mathcal{R}_q \subseteq \mathcal{J}_v(E) \). In the case of Lie equations considered, the central concept is not the system but rather the group as it can be seen at once from the construction of the Vessiot structure equations ([3] [11] [12] [13]).

The authors who have studied these questions had in mind that the total number of generating CC could be considered as a kind of “differential transcendence degree”, also called “degree of generality” by A. Einstein in his letters to E. Cartan of 1930 on absolute parallelism ([14]), the modern definition being that of the “differential rank” ([10] [12] [15] [16]). We must say that Cartan, being unable to explain to Einstein his theory of exterior systems, just copied the work of Janet published in 1920 ([17]) in his letters to Einstein, published later on as the only paper he wrote on the PD approach, but without ever quoting Janet who suffered a lot from this behavior and had to turn to mechanics.

Such a result will be obtained in the framework of differential modules as its explanation in the framework of differential systems is much more delicate and technical ([10] [12] [18]).

First of all, with our previous assumptions, \( D = K[d] \) is a noetherian domain and we can restrict our study to finitely generated differential modules which are therefore finitely presented (See [14] for more details). Let thus \( M \) be defined by a finite free presentation giving rise to the long exact sequence:

\[
0 \to L \to D^p \xrightarrow{\mathcal{D}} D^m \xrightarrow{\mathcal{P}} M \to 0
\]

where the differential operator \( \mathcal{D} \) is acting on the right by composition with action law \( (P, \mathcal{D}) \to P \circ \mathcal{D}, \forall P \in D, \rho \) is the canonical residual projection and \( L = \ker(\mathcal{D}) \subseteq D^p \). The image \( \text{im}(\mathcal{D}) \subseteq D^m \) is called the differential module of equations and is thus finitely generated because \( D \) is a noetherian differential domain.

**DEFINITION 1.1:** The differential rank \( \text{rk}_{D}(M) \) over \( D \) of a differential module \( M \) is the differential rank over \( D \) of the maximum free differential submodule \( F \) of \( M \) and we have the short exact sequence \( 0 \to F \to M \to T \to 0 \) where \( T = M/F \) is a torsion module over \( D \). In particular, if \( F \simeq D' \), then \( \text{rk}_{D}(M) = r \).

The following useful proposition proves the additivity property of the differential rank and is used in the next two corollaries ([3] [10] [12]):
**PROPOSITION 1.2:** If we have a short exact sequence
\[ 0 \to M' \xrightarrow{\varphi} M \xrightarrow{\delta} M'' \to 0 \]
of differential modules, then 
\[ \text{rk}_D(M) = \text{rk}_D(M') + \text{rk}_D(M''). \]

**COROLLARY 1.3:** If \( D \) is a linear partial differential operator with coefficients in a differential field \( K \) and \( \text{ad}(D) \) is the formal adjoint that can be obtained formally or through an integration by parts, then 
\[ \text{rk}_D(D) = \text{rk}_D(\text{ad}(D)). \]

**COROLLARY 1.4:** (Euler-Poincaré characteristic) For any finite free differential resolution of a differential module \( M \), then 
\[ \text{rk}_D(M) = \chi_D(M) \]
of differential ranks of the free differential modules of the resolution.

We obtain therefore \( \text{rk}_D(L) - p + m - \text{rk}_D(M) = 0 \) and it follows from noetherian arguments that the differential module \( L \subset D^p \) is finitely generated but not free in general and we may look for a minimum number of generators which may be differentially dependent in general as we shall see in the next examples. It thus remains to provide examples of such computations showing that these two numbers are not related and must therefore be found totally independently in general, apart from the very exceptional situation met when there is only a single generating CC.

In actual practice, working in the system framework, starting with a system \( R_q \subset J_q(E) \) of order \( q \) on \( E \) and introducing the canonical projection \( \Phi : J_q(E) \to F_0 = J_q(E)/R_q \), we shall construct for each \( r \geq 0 \) a family of FI systems \( B_r = \text{im}(\rho_r(\Phi)) \subseteq J_r(F_0) \) such that 
\[ B_{r+1} \subseteq \rho(B_r) = J_r(B_r) \cup J_{r+1}(F_0) \subset J_r(J_r(F_0)) \]
projects onto \( B_r \), that is \( B_{r+1} \) is defined by more generating PD equations than the ones defining \( B_r \) both with its prolongations, and start to get equality when \( r \) is large enough in the projective limit \( B_\infty \to B_{r+1} \to B_r \to \cdots \to B_1 \to F_0 \to 0 \). The striking result is that there may be gaps in the procedure, that is we shall even provide a tricky example where one can have a single generating CC of order 3, then no new generating CC of order 4 and 5, but suddenly a new generating CC of order 6 ending the procedure. We do not believe that such situations were even known to exist.

**2. Motivating Examples**

We provide below three examples, pointing out that it is quite difficult to exhibit such examples.

**EXAMPLE 2.1:** With \( n = 3, m = \dim(E) = 2, \dim(F_0) = 5 \) and \( K = \mathbb{Q} \) while keeping an upper index for any unknown, let us consider the following system \( R_q \subset J_q(E) \) with \( \dim(R_q) = 3 \) because \( \text{par}_1 = \left\{ \xi_1, \xi_2, \xi_3 \right\} \) and corresponding Janet tabular:

\[
\begin{align*}
\Phi^1 = \xi_1^2 &= 0 \\
\Phi^2 = \xi_2^2 &= 0 \\
\Phi^3 = \xi_3^2 &= 0 \\
\Phi^4 = \xi_1^2 + \xi_2^2 &= 0 \\
\Phi^5 = \xi_3^2 &= 0
\end{align*}
\]
It is easy to check that all the second order jets vanish and that the general solution \[ \{ \xi^1 = ax^2 + b, \xi^2 = cx^3 + d \mid a + c = 0 \} \] depends on 3 arbitrary constants. As the non-multiplicative variable written with the sign \( \times \) cannot be used, the symbol \( g_1 \) is not involutive because it is finite type with \( g_2 = 0 \). This system is trivially FI because it is made by homogeneous PD equations. We have the following commutative diagrams:

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow S_1 T^* \otimes E & \rightarrow S_2 T^* \otimes F_0 & \rightarrow h_2 & \rightarrow 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow R_3 & \rightarrow J_3 (E) & \rightarrow J_2 (F_0) & \rightarrow Q_2 & \rightarrow 0 \\
\downarrow & \downarrow \pi_2 & \downarrow \pi_1 & \downarrow \\
0 & \rightarrow R_2 & \rightarrow J_2 (E) & \rightarrow J_1 (F_0) & \rightarrow Q_1 & \rightarrow 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow 20 & \rightarrow 30 & \rightarrow 10 & \rightarrow 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow 3 & \rightarrow 40 & \rightarrow 50 & \rightarrow 13 & \rightarrow 0 \\
\downarrow & \downarrow \pi_2 & \downarrow \pi_1 & \downarrow \\
0 & \rightarrow 3 & \rightarrow 20 & \rightarrow 20 & \rightarrow 3 & \rightarrow 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & \rightarrow S_1 T^* \otimes E & \rightarrow S_2 T^* \otimes F_0 & \rightarrow h_2 & \rightarrow 0 \\
\downarrow \delta & \downarrow \delta & \downarrow \\
0 & \rightarrow T^* \otimes S_2 T^* \otimes E & \rightarrow T^* \otimes T^* \otimes F_0 & \rightarrow T^* \otimes h_1 & \rightarrow 0 \\
\downarrow \delta & \downarrow \delta & \downarrow \\
0 & \rightarrow \wedge^2 T^* \otimes g_1 & \rightarrow \wedge^2 T^* \otimes T^* \otimes E & \rightarrow \wedge^2 T^* \otimes F_0 & \rightarrow 0 \\
\downarrow \delta & \downarrow \delta \\
0 & \rightarrow \wedge^3 T^* \otimes E & \rightarrow 0 \\
\downarrow & \downarrow \\
0 & 0 \\
\end{array}
\]
The next result points out the importance of the Spencer $\delta$-cohomology. Indeed, we shall prove that the last symbol diagram is commutative and exact. In particular, the lower left map $\delta$ is surjective and thus the upper right induced map \( h_{\delta} \to T^* \otimes Q_1 \) is also surjective while these two maps have isomorphic kernels.

For this, we notice that the 3 components of $\wedge^2 T^* \otimes g_1$ are \( \{ v_{1,12}^2, v_{1,13}^2, v_{1,23}^2 \} \) and the map $\delta$ is described by the two linear equations:

\[
\begin{align*}
& w_{123}^j \equiv v_{1,23}^j + v_{2,13}^j + v_{3,12}^j = 0, \quad w_{123}^2 \equiv v_{1,23}^2 + v_{2,13}^2 + v_{3,12}^2 = v_{1,23}^1 = 0 \\
& \text{that is to say by two linearly independent equations. Accordingly, in the left column we have:}
& \dim(H^2(g_1)) = \dim(Z^2(g_1)) = \dim(\ker(\delta)) = 1
\end{align*}
\]

An unusual snake-type diagonal chase left to the reader as an exercise proves that the induced map \( h_{\delta} \to T^* \otimes Q_1 \) is surjective with a kernel isomorphic to \( H^2(g_1) \). This is indeed a crucial result because it also proves that the additional CC has only to do with the single second order component of the Riemann tensor in dimension 2, a striking result that could not even be imagined by standard methods. Moreover, we know that if a system \( R_s \subset J_s(E) \) is FI, for example when it is homogeneous like in this case, and its symbol \( g_q \subset S_q T^* \otimes E \) is such that \( s \) is the smallest integer such that \( g_{q,s} \) becomes 2-acyclic (or involutive), then the generating CC are of order at most \( s+1 \) ([3] [10] [12]).

Collecting the above results, we find the 3 first order differentially independent generating CC coming from the Janet tabular and the additional single second order generating CC describing the 2-dimensional Riemann operator, that is the linearized Riemann tensor in the space \((x^i, x^2)\):

\[
\begin{align*}
& \Psi^1 \equiv d_{x^2} \Phi^1 + d_{x^1} \Phi^3 - d_{x^2} \Phi^2 = 0 \\
& \Psi^2 \equiv d_{x^1} \Phi^1 - d_{x^2} \Phi^2 = 0 \\
& \Psi^3 \equiv d_{x^1} \Phi^3 - d_{x^2} \Phi^4 - d_{x^2} \Phi^5 = 0 \\
& \Psi^4 \equiv d_{x^1} \Phi^4 - d_{x^2} \Phi^5 = 0
\end{align*}
\]

An elementary computation provides the second order CC:

\[
\begin{align*}
& d_{x^1} \Psi^1 + d_{x^2} \Psi^3 - d_{x^1} \Psi^2 - d_{x^1} \Psi^4 = 0
\end{align*}
\]

The corresponding differential sequence written with differential modules over the ring \( D = K[d, d_x, d_{x^2}] = K[d] \) is:

\[
0 \to D^2 \xrightarrow{d_x} D^3 \xrightarrow{d_{x^2}} D^4 \xrightarrow{d_{x^1}} M \to 0
\]

where \( p \) is the canonical (residual) projection. We check indeed that \( 1 - 4 + 5 - 2 = 0 \) but this sequence is quite far from being even strictly exact. Of course, as \( R_{x^2} \) is involutive, we may set \( C_x = \wedge^* T^* \otimes R_{x^2} \) and obtain the corresponding canonical second Spencer sequence which is induced by the Spencer operator:

\[
0 \to \Theta \xrightarrow{d_x} C_0 \xrightarrow{d_{x^2}} C_1 \xrightarrow{d_{x^1}} C_2 \xrightarrow{d_{x^1}} C_3 \to 0
\]

with dimensions:
Proceeding inductively as we did for finding the second order CC, we may obtain by combinatorics the following formally exact sequence:

\[
0 \rightarrow \Theta \rightarrow 2 \rightarrow 5 \rightarrow 13 \rightarrow 19 \rightarrow 12 \rightarrow 3 \rightarrow 0
\]

with Euler-Poincaré characteristic \( 2 - 5 + 13 - 19 + 12 - 3 = 0 \) but, as before, there is a matrix \( 260 \times 280 \) at least and we doubt about the use of computer algebra, even on such an elementary example. With \( F_0 = J_r(E)/R_i \), the starting long exact sequence used as a middle row of the first diagram with dimensions:

\[
0 \rightarrow 3 \rightarrow 40 \rightarrow 50 \rightarrow 13 \rightarrow 0
\]

and we have \( 13 = (3 + 3 \times 3) + 1 \), that is three generating first order CC which are differentially independent, plus their 9 prolongations, plus one second order CC which is nevertheless not differentially independent. Hence we have a total number of \( 3 + 9 = 4 \) generating CC but this number has nothing to do with any differential transcendence degree because \( \Psi^4 \) is differentially algebraic over \( \{\Psi^1, \Psi^2, \Psi^3\} \).

We finally compute the corresponding (canonical) Janet sequence by quotient. For this, we must use the trivial second Spencer sequence:

\[
0 \rightarrow E \rightarrow C_0(E) \rightarrow C_1(E) \rightarrow C_2(E) \rightarrow C_3(E) \rightarrow 0
\]

namely:

\[
0 \rightarrow 2 \rightarrow 20 \rightarrow 40 \rightarrow 30 \rightarrow 8 \rightarrow 0
\]

with \( 2 - 20 + 40 - 30 + 8 = 0 \). The (canonical) Janet sequence is thus:

\[
0 \rightarrow \Theta \rightarrow E \rightarrow F_0 \rightarrow F_1 \rightarrow F_2 \rightarrow F_3 \rightarrow 0
\]

with now \( F_0 = J_r(E)/R_2 \) and \( F_r = C_r(E)/C_r, \forall r = 0, 1, 2, 3 \) and dimensions:

\[
0 \rightarrow 3 \rightarrow 40 \rightarrow 50 \rightarrow 13 \rightarrow 0
\]

so that we have again \( 2 - 17 + 31 - 21 + 5 = 0 \) in a coherent way with the fact that \( r_{k_2}(M) = 0 \).

**EXAMPLE 2.2:** With \( n = 3, m = 1, q = 2 \) and \( K = \mathbb{Q}(x^1, x^2, x^3) = \mathbb{Q}(x) \), let us consider the following linear inhomogeneous system:

\[
y_{33} - x^2 y_1 = v,
y_{12} = u
\]

- **Step 1:** The symbol \( g_2 \) is defined by \( v_{33} = 0, v_{12} = 0 \) may not be involutive or the coordinate system may not be \( \delta \)-regular. However, changing linearly the local coordinates with \( x^1 \rightarrow x^1, x^2 \rightarrow x^2 + x^1, x^3 \rightarrow x^3 \), we obtain the Janet tabular for \( g_2 \):

\[
\begin{bmatrix}
1 & 2 & 3 \\
1 & 2 & \bullet
\end{bmatrix}
\]

and thus the Janet tabular for \( g_3 \):
We let the reader check as an exercise that \( g_2 \) is not 2-acyclic by counting the dimensions in the long sequence:

\[
0 \rightarrow g_4 \xrightarrow{\delta} T \otimes g_3 \xrightarrow{\delta} \wedge^2 T \otimes g_2 \xrightarrow{\delta} \wedge^2 T \otimes T
\]

and that \( g_3 \) is involutive, thus 2-acyclic, with characters \((0,0,4)\). It follows that \( \dim(g_2) = 6 - 2 = 4 \), \( \dim(g_3) = 0 + 0 + 4 = 4 \), \( \dim(g_4) = 4 \), \ldots. We obtain from the main theorem \( \rho_1\left(R_2^{(1)}\right) = R_2^{(2)} \). It is easy to check that \( R_2^{(1)} = R_2 \) with \( \dim(R_2) = 8 \), \( \dim(R_3) = 8 + 4 = 12 \), \( \dim(R_4) = 11 + 4 = 15 \), \( \dim(R_5) = 56 - 39 = 13 + 4 = 17 \) but things are changing after that. As such a property is intrinsic, coming back to the original system of coordinates, we have after one more prolongation:

\[
\begin{align*}
v_{333} &= 0 \\
v_{233} &= 0 \\
v_{223} &= 0 \quad 1 \quad 2 \\
v_{223} + v_{123} &= 0 \\
v_{222} &= 0 \quad 1 \quad 2 \\
v_{222} + v_{122} &= 0 \\
v_{133} &= 0 \\
v_{122} + v_{112} &= 0 \quad 1 \quad 2 \\
v_{122} + v_{112} &= 0 \quad 1 \quad 2
\end{align*}
\]

and thus \( v_{11} = u_{33} - v_2 - x^2 u_t \). We may thus consider the new second order system \( R_2' = R_2^{(2)} \subset R_2 \) with a strict inclusion and \( \dim(R_2') = 7 \):

\[
y_{33} - x^2 y_1 = v, \quad y_{12} = u, \quad y_{11} = w, \quad w = u_{33} - v_2 - x^2 u_t
\]

We may start again with \( R_2' \) and study its symbol \( g_2' \) defined by the 3 linear equations with the following Janet tabular obtained after doing the same change of local coordinates as before:

\[
\begin{align*}
v_{33} &= 0 \\
v_{22} + v_{12} &= 0 \\
v_{12} + v_{11} &= 0 \quad 1 \quad \bullet \\
v_{12} + v_{11} &= 0 \quad 1 \quad \bullet
\end{align*}
\]

This symbol is neither 2-acyclic nor involutive but its prolongation \( g_2'' \), defined by the 8 equations:

\[
\begin{align*}
v_{333} &= 0 \\
v_{233} &= 0 \\
v_{223} &= 0 \quad 1 \quad 2 \\
v_{223} - v_{133} &= 0 \\
v_{222} &= 0 \quad 1 \quad 2 \\
v_{222} + v_{111} &= 0 \\
v_{133} &= 0 \\
v_{123} &= 0 \quad 1 \quad 2 \\
v_{123} + v_{113} &= 0 \\
v_{122} &= 0 \quad 1 \quad \bullet \\
v_{122} - v_{111} &= 0 \\
v_{112} + v_{111} &= 0 \quad 1 \quad \bullet
\end{align*}
\]

is involutive with characters \((0,0,2)\) and we may consider again the system:
\[
\begin{align*}
\begin{cases}
y_{33} - x^2 y_1 &= v \\
y_{12} &= u \\
y_{11} &= w = u_{33} - v_{12} - x^2 u_1
\end{cases}
\end{align*}
\]

Instead of doing the same change of variables, writing out the system \( R'_1 \) and study its formal inegrability with corresponding \( 9 + 11 = 20 \) CC for \((u,v,w)\), an elementary but tedious computation, we shall use a trick, knowing in advance that the generating CC must be of order \( 1 + 1 = 2 \) because \( g'_2 \) had to get one prolongation in order to become involutive and thus 2-acyclic.

- **Step 2**: It thus remains to find out the CC for \((u,v)\) in the initial inhomogeneous system. As we have used two prolongations in order to exhibit \( R'_2 \), we have second order formal derivatives of \( u \) and \( v \) in the right members. Now, from the above argument, we have second order CC for the new right members and could hope therefore for a fourth order generating CC. The trick is to use the three different brackets of operators that can be obtained.

We have in a formal way:

\[
\left[ d_{33} - x^2 d_1, d_{12} \right] y = y_{1233} - x^2 y_{112} - y_{1233} + x^2 y_{112} + y_{11} = y_{11} = u_{33} - x^2 u_1 - v_{12}
\]

\[
\left[ d_2, d_{11} \right] y = 0 = d_2 \left( d_{11} y \right) - d_1 \left( d_{12} y \right) = \left( u_{233} - v_{12} - x^2 u_{12} - u_1 \right) - u_1
\]

brings the **third order CC**:

\[
A = u_{333} - v_{12} - x^2 u_{12} - 2u_1 = 0
\]

\[
\left[ d_{33} - x^2 d_1, d_{11} \right] y = y_{1133} - x^2 y_{11} - y_{1133} + x^2 y_{11} = 0 = \left( d_{33} - x^2 d_1 \right) w - v_1
\]

\[
= u_{3333} - v_{1233} - 2x^2 u_{133} + x^2 v_{112} - v_{11} + \left( x^2 \right) u_{11}
\]

brings the **fourth order CC**:

\[
B = u_{3333} - v_{1233} - 2x^2 u_{133} + x^2 v_{112} - v_{11} + \left( x^2 \right) u_{11} = 0
\]

We have indeed the identity \( A_{33} - x^2 A_1 - B_2 = 0 \) and thus \((A,B)\) are differentially dependent, that is \( B \) is a new generating fourth order CC which is not a consequence of the prolongations of \( A \). Again, the total number of generating CC, that is \( 1 + 1 = 2 \), has nothing to do with the differential transcendence degree of the CC differential module which is \( \dim(F_0) - \dim(E) = 2 - 1 = 1 \).

**Example 2.3**: With the same \( n = 3, m = 1, q = 2 \) and \( K = \mathbb{Q}(x^1, x^2, x^3) = \mathbb{Q}(x) \), we now prove that a slight change of the equations may provide quite important changes in the number and order of the CC. Such an example is the only one that we could have found in more than 40 years of computing CC in mathematics and applications. For this, let us consider the new system:

\[
y_{33} - x^2 y_1 = v, \ y_{12} = u
\]
Before starting, we first notice that it is a priori not evident to discover that $R = R_\infty$ is a finite dimensional vector space over $K$ with $\dim_K (R) = 6$. However such a result can be obtained by direct integration (Compare to the Janet example treated in the introduction of [12]).

- **Step 1:** The symbol $g_2$ is defined by $v_{33} = 0, v_{22} = 0$ may not be involutive or the coordinate system may not be $\delta$-regular. However, we obtain the Janet tabular for $g_2$:

$$
\begin{align*}
&\begin{cases}
  v_{33} = 0 \\
v_{22} = 0
\end{cases} \\
&\begin{bmatrix}
  1 & 2 & 3 \\
  1 & 2 & \bullet
\end{bmatrix}
\end{align*}
$$

and thus the Janet tabular for $g_3$:

$$
\begin{align*}
&\begin{cases}
  v_{33} = 0 \\
v_{233} = 0 \\
v_{223} = 0 \\
v_{222} = 0 \\
v_{133} = 0 \\
v_{122} = 0
\end{cases} \\
&\begin{bmatrix}
  1 & 2 & 3 \\
  1 & 2 & \bullet \\
  1 & 2 & \bullet \\
  1 & 2 & \bullet \\
  1 & \bullet & \bullet \\
  1 & \bullet & \bullet 
\end{bmatrix}
\end{align*}
$$

We let the reader check as an exercise that $g_2$ is not 2-acyclic by counting the dimensions in the long sequence:

$$0 \to g_4 \xrightarrow{\delta} T^* \otimes g_3 \xrightarrow{\delta} \wedge^2 T^* \otimes g_2 \xrightarrow{\delta} \wedge^3 T^* \otimes T^*$$

and that $g_3$ is involutive, thus 2-acyclic, with characters $(0,0,4)$ as in the previous example. It follows that $\dim (g_2) = 6 - 2 = 4$, $\dim (g_3) = 0 + 0 + 4 = 4$, $\dim (g_4) = 4, \cdots$. We obtain from the main theorem $\rho_1 \left( R^{(i)}_2 \right) = R^{(i)}_3$, It is easy to check that $R^{(i)}_3 = R_3$ with $\dim (R_3) = 8$, $\dim (R_4) = 8 + 4 = 12$, $\dim (R_5) = 11 + 4 = 15$, $\dim (R_6) = 56 - 39 = 13 + 4 = 17$, $\cdots$. We have after two prolongation:

$$
\begin{align*}
&\begin{cases}
  y_{2233} = u_{33} \\
y'_{2233} + x^2 y'_{122} + 2 y_{12} = -v_{22} \\
x^2 y'_{122} = -x^2 u_1
\end{cases}
\end{align*}
$$

and thus $2 y_{12} = u_{33} - v_{22} - x^2 u_1$. We may thus consider the new second order system $R'_2 = R^{(2)}_2 \subset R_3$ with a strict inclusion and $\dim (R'_2) = 7$:

$$
\begin{align*}
y_{33} - x^2 y_1 = v, & \quad y_{22} = u, \quad y_{12} = w, \quad 2 w = u_{33} - v_{22} - x^2 u_1
\end{align*}
$$

We may start again with $R'_2$ and study its symbol $g'_2$ defined by the 3 linear equations with the following Janet tabular obtained after doing the same change of local coordinates as before:

$$
\begin{align*}
&\begin{cases}
  v_{33} = 0 \\
v_{22} = 0 \\
v_{12} = 0
\end{cases} \\
&\begin{bmatrix}
  1 & 2 & 3 \\
  1 & 2 & \bullet \\
  1 & \bullet & \bullet
\end{bmatrix}
\end{align*}
$$

This symbol is not involutive but its prolongation $g'_3$, defined by the 8 equations:
is involutive with characters \((0,0,2)\) and we may consider again the system:

\[
\begin{align*}
\{ v_{333} = 0, & \quad 1 \quad 2 \quad 3 \\
\{ v_{233} = 0, & \quad 1 \quad 2 \quad • \\
\{ v_{223} = 0, & \quad 1 \quad 2 \quad • \\
\{ v_{222} = 0, & \quad 1 \quad 2 \quad • \\
\{ v_{133} = 0, & \quad 1 \quad • \quad • \\
\{ v_{123} = 0, & \quad 1 \quad • \quad • \\
\{ v_{122} = 0, & \quad 1 \quad • \quad • \\
\{ v_{112} = 0, & \quad 1 \quad • \quad •
\end{align*}
\]

with \(2w = u_{33} - v_{22} - x^2 u_1\). As before, instead of writing out the system \(R'_2\) and studying its formal integrability by an elementary but tedious computation, we shall use a trick, knowing in advance that the generating CC must be of order at least \(1+1 = 2\) because \(g_0^2\) had to get one prolongation in order to become involutive and thus 2-acyclic.

**Step 2:** It thus remains to find out the CC for \((u,v)\) in the initial inhomogeneous system. As we have used two prolongations in order to exhibit \(R'_2\), we have second order formal derivatives of \(u\) and \(v\) in the right members. Now, from the above argument, we have second order CC for the new right members and could hope therefore for a fourth order generating CC. The trick is to use the three different brackets of operators that can be obtained. We obtain in a formal way:

\[
\begin{align*}
\left[ d_{33} - x^2 d_1, d_{22} \right] y &= y_{2233} - x^3 y_{122} - y_{2233} + x^3 y_{122} + 2 y_{12} \\
&= 2 y_{12} \\
&= u_{33} - x^2 u_1 - v_{22}
\end{align*}
\]

Then:

\[
2 \left[ d_{33} - x^2 d_1, d_{12} \right] y = 0 = d_2 \left( 2d_{12} y \right) - 2d_1 \left( d_{22} y \right) = \left( u_{333} - v_{222} - x^2 u_{12} - u_1 \right) - 2u_1
\]

brings the **third order CC**:

\[
A = u_{333} - v_{222} - x^2 u_{12} - 3u_1 = 0
\]

\[
2 \left[ d_{33} - x^2 d_1, d_{12} \right] y = 2 y_{1233} - 2x^3 y_{112} - 2 y_{1233} + 2x^3 y_{112} + 2 y_{11} \\
= 2 y_{11} \\
= 2 \left( d_{33} - x^2 d_1 \right) w - 2v_{12} \\
= u_{3333} - v_{2233} - 2x^2 u_{133} + x^2 v_{122} - 2v_{12} + \left( x^2 \right)^2 u_{11}
\]

brings the new first order equation:

\[
2 y_{11} = 2 \omega = u_{3333} - v_{2233} - 2x^2 u_{133} + x^2 v_{122} - 2v_{12} + \left( x^2 \right)^2 u_{11} = 0
\]

Accordingly, we may start afresh with the new system \(R''_2 = R''_1 \subset R'_1 \subset R'_2\).
which is surprisingly of finite type with \( \dim(R_q^\ast) = 10 - 4 = 6 \), \( g_5^\ast = 0 \) and defined by the 4 second order PD equations:

\[
y_{13} - x^2 y_1 = v, \quad y_{23} = u, \quad y_{12} = w, \quad y_{11} = \omega, \quad w \in j_2(u, v), \quad \omega \in j_1(u, v)
\]

We obtain therefore:

\[
2y_{112} = u_{23333} - v_{22233} - 2x^2 u_{12333} - 2u_{1333} + x^2 v_{12222} - v_{122} + \left(x^2\right)^2 u_{112} + 2x^2 u_{111}
\]

\[-2y_{112} = -u_{1333} + v_{1222} + x^2 u_{111}
\]

and thus a CC of order 5, namely:

\[
B = u_{23333} - v_{22233} - 2x^2 u_{12333} - 3u_{1333} + x^2 v_{12222} + \left(x^2\right)^2 u_{112} + 3x^2 u_{111} = 0
\]

However, we have indeed the identity \( A_{33} - x^2 A_1 - B = 0 \) and thus \( B \in j_5(A) \), that is \( B \) is a not new generating fifth order CC as it is only a consequence of the prolongations of \( A \). Using now the bracket of operators \( [d_1, d_3] = 0 \) that has not been already used, we get:

\[
2y_{1133} = u_{23333} - v_{22233} - 2x^2 u_{13333} + x^2 v_{12233} - 2v_{133} + \left(x^2\right)^2 u_{1133}
\]

\[-2y_{1133} + 2x^2 y_{111} = -2v_{11}
\]

\[-2x^2 y_{111} = -x^2 u_{13333} + x^2 v_{1233} + 2\left(x^2\right)^2 u_{1133} - \left(x^2\right)^2 v_{122} + 2x^2 v_{112} - \left(x^2\right)^2 u_{111}
\]

We obtain therefore a new sixth order CC:

\[
C = u_{23333} - v_{22233} - 3x^2 u_{13333} + 2x^2 v_{12233} - 2v_{133} + 3\left(x^2\right)^2 u_{1133}
\]

\[-\left(x^2\right)^2 v_{122} + 2x^2 v_{112} - \left(x^2\right)^2 u_{111} - 2v_{11} = 0
\]

which cannot be a differential consequence of \( A \). After tedious computations, one can find the differential identity:

\[
A_{333} - 2x^2 A_{33} + \left(x^2\right)^2 A_{11} - C_2 = 0
\]

The corresponding simplest free resolution, written with differential modules, is thus:

\[
0 \rightarrow D \xrightarrow{q} D^2 \xrightarrow{q} D^2 \xrightarrow{2} D \xrightarrow{r} M \rightarrow 0
\]

Again, the total number of generating CC, that is \( 1 + 1 = 2 \), has nothing to do with the differential transcendence degree of the CC differential module which is still \( \dim(F_0) - \dim(E) = 2 - 1 = 1 \) because \( \text{rk}_D(M) = 0 \).

### 3. Mathematical Tools

Instead of starting with a linear system \( R_q \subset J_q(E) \) of order \( q \) on \( E \), let us start with a bundle map \( \Phi : J_q(E) \rightarrow F_0 \) with \( R_q = \ker(\Phi) \) and let us consider the linear PD operator \( D : E \xrightarrow{j_q} J_q(E) \xrightarrow{\Phi} F_0 \). Using the canonical inclusion \( J_{q+r}(E) \subset J_r(J_q(E)) \), let us define the \( r \)-prolongation \( \rho_r(\Phi) : J_{q+r}(E) \rightarrow J_r(J_q(E)) \xrightarrow{j_r(\Phi)} J_r(F_0) \). The general case of the successive prolongations with \( r \geq 0 \) is described by the following commutative and
exact diagram:

\[
\begin{array}{ccccccccc}
0 & \rightarrow & g_{q r+1} & \rightarrow & S_{q r+1} & \otimes & E & \rightarrow & S_{r+1} & \otimes & F_0 & \rightarrow & h_{r+1} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & R_{q r+1} & \rightarrow & J_{q r+1}(E) & \rightarrow & J_r(F_0) & \rightarrow & Q_{r+1} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & R_{q r} & \rightarrow & J_{q r}(E) & \rightarrow & J_r(F_0) & \rightarrow & Q_r & \rightarrow & 0 \\
\end{array}
\]

with symbol-map induced in the upper symbol sequence ([19] [20] [21]).

Chasing in this diagram while applying the "snake" lemma ([10] [22] [23]), we obtain the long exact connecting sequence:

\[0 \rightarrow g_{q r+1} \rightarrow R_{q r+1} \rightarrow R_{q r} \rightarrow h_{r+1} \rightarrow Q_{r+1} \rightarrow Q_r \rightarrow 0\]

which is thus connecting in a tricky way FI (lower left) with CC (upper right).

Needless to say that absolutely no classical procedure can produce such a result which is thus totally absent from the GR papers already quoted.

Setting

\[R_{q r}(K) = \pi_{q r+1}^{q r+1}(R_{q r+1}),\]

we have equivalently the shorter long exact sequence:

\[0 \rightarrow H(R_{q r}) \rightarrow h_{r+1} \rightarrow Q_{r+1} \rightarrow Q_r \rightarrow 0\]

As a possible interpretation, \(\text{dim}(Q_r)\) is the total number of CC of order 0,1,\(\cdots\) up to \(r\) included. However, the problem to solve is to study the structure of the projective limit of vector bundles made by the induced epimorphisms \(Q_{r+1} \rightarrow Q_r\). Of course, as it is mostly realized in the examples, we have to suppose that \(R_q\) is sufficiently regular in such a way that the \(R_{q r}\) are vector bundles \(\forall r \geq 0\) and that the \(H(R_{q r}) = \pi_{q r+1}^{q r+1}(R_{q r+1})\) are also vector bundles, such a situation being in particular always realized when \(R_q \subset J_q(E)\) or \(D\) are defined over a differential field \(K\). In this case, introducing the filtered noetherian ring \(D = K[d_1, \ldots, d_r] = K[d]\) of differential operators with coefficients in \(K\), we may introduce a differential module \(M\) with induced filtration

\[0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_q \subseteq \cdots \subseteq M_q = M,\]

in such a way that the system

\[R = R_q = \hom_K(M, K)\]

associated with \(M\) with \(R_q = \hom_K(M_q, K)\) is of course automatically FI (care). Following Macaulay in ([24]), we have already proved in many places ([3] [10]) that \(R\) is a differential module for the Spencer operator \(d : R \rightarrow T^* \otimes R : f \rightarrow dx^i \otimes df\) with \(d_i : R \rightarrow R : R_{q r+1} \rightarrow R_q\) defined by the explicit formula:

\[(d_i f)_\mu^k = \partial_i f^k_\mu - f^k_{\mu i} \in K\]

It is important to notice that such an operator/system is far from being formally integrable because:
\[
\partial_i \left( \partial_j f_{\mu}^i - f_{\mu+1}^i \right) - \partial_j \left( \partial_i f_{\mu}^i - f_{\mu+1}^i \right) = \partial_i f_{\mu+1}^i - \partial_i f_{\mu+1}^j,
\]

As can be seen from the examples previously presented, starting with \( \Psi_r \) for a given \( r \), the main problem is to compare the epimorphism \( \Psi_r : J_r( F_0 ) \to Q_r \) with the morphism \( \rho_1( \Psi_r ) : J_1( F_0 ) \to J_1( Q_r ) \) in the following commutative diagram which may not be exact:

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \\
0 & g_{q,r+1} & \to & S_{q,r+1} & \to & S_{q,r+1} & \to & T^* \otimes Q_r \\
\downarrow & \downarrow & \downarrow & \downarrow & \\
0 & R_{q,r+1} & \to & J_{q,r+1}( E ) & \to & J_{q,r+1}( F_0 ) & \to & J_1( Q_r ) \\
\downarrow & \downarrow & \downarrow & \downarrow & \\
0 & R_{q,r} & \to & J_{q,r}( E ) & \to & J_{q,r}( F_0 ) & \to & Q_r \\
\downarrow & \downarrow & \downarrow & \downarrow & \\
0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

where the central row is induced from the long exact sequence:

\[
0 \to J_1( R_{q,r} ) \to J_1( J_{q,r}( E ) ) \to J_1( J_r( F_0 ) ) \to J_1( Q_r ) \to 0
\]

and may not be exact.

**Proposition 3.1**: We have only in general:

\[
B_{r+1} = \text{im} \left( \rho_{r+1}( \Phi ) \right) = \ker \left( \Psi_{r+1} \right) \subseteq \ker \left( \rho_1( \Psi_r ) \right) = \rho_1( B_r )
\]

**Proof**: Denoting the Spencer operator by \( d \) in place of the standard notation \( D \) of the literature that could be confused with the ring \( D \) of differential operators, we have the following commutative diagram:

\[
\begin{array}{cccccccc}
0 & R_{q,r+1} & \to & J_{q,r+1}( E ) & \to & B_{r+1} & \subseteq & J_{r+1}( F_0 ) \\
\downarrow d & \downarrow d & \downarrow d & \downarrow d & \\
0 & T^* \otimes R_{q,r} & \to & T^* \otimes J_{q,r}( E ) & \to & T^* \otimes B_r & \subseteq & T^* \otimes J_r( F_0 ) \\
\end{array}
\]

As \( B_{r+1} \) projects onto \( B_r \) and \( d B_{r+1} \subseteq B_r \), it follows from ([12], Proposition 10, p 83) or ([10], Remark 2.9, p 315) that \( B_{r+1} \subseteq \rho_1( B_r ) \). We have thus a projective limit of systems, each one being defined by more equations than the preceding one and such a procedure must finish with a FI system that can even be prolonged, as we shall see in the examples, in order to obtain an involutive system that may be used to start a Janet sequence. The decision to stop is provided by the maximum order of the CC obtained, namely of order bounded by \( r + s + 1 = t \) if the system \( R_{q,r} \) is involutive or at least with a 2-acyclic symbol. □

The idea is to use the composite morphism \( S \cdot T^* \otimes F_0 \to Q \) while chasing in order to prove that any element of \( J_{r+1}( F_0 ) \) killed by \( \rho_1( \Psi_r ) \) can be decomposed into the sum of an element in \( \text{im}( \rho_1( \Phi ) ) \) plus an element in \( S_{r+1} T^* \otimes F_0 \) killed by \( \sigma_1( \Psi_r ) \). With more details, setting for simplicity \( S \cdot T^* \otimes F_0 = S( F_0 ) \), introducing the coboundary bundle \( B \left( S_{r+1}( F_0 ) \right) = \text{im} \left( \sigma_{r+1}( \Phi ) \right) \) and the cocycle bundle \( Z \left( S_{r+1}( F_0 ) \right) = \ker \left( \sigma_1( \Psi_r ) \right) \), we may define the corresponding coho-
mology bundle \( H(S_{r+1}(F_0)) = Z(S_{r+1}(F_0))/B(S_{r+1}(F_0)) \). We may also define similarly \( H(J_{r+1}(F_0)) = \ker(\rho(\Psi_r))/\text{im}(\rho_{r+1}(\Phi)) \) and we obtain the following crucial proposition (See [4], Example 2.A.9) through a chase left to the reader as an exercise:

**PROPOSITION 3.2:** There exists a short exact sequence:

\[
0 \to H(R_{q+1}) \to H(S_{r+1}(F_0)) \to H(J_{r+1}(F_0)) \to 0
\]

Let us now deal with the symbol cohomology by chasing in the following commutative diagram:

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \\
g_{q+1} & S_{q+1}T^* \otimes E & S_{r+1}T^* \otimes F_0 & T^* \otimes Q_r \\
\downarrow & \downarrow & \downarrow & \\
T^* \otimes g_{q+1} & T^* \otimes S_{q+1}T^* \otimes E & T^* \otimes S_rT^* \otimes F_0 & T^* \otimes Q_r \\
\downarrow & \downarrow & \downarrow & \\
\wedge^2 T^* \otimes g_{q+1} & \wedge^2 T^* \otimes S_{q+1}T^* \otimes E & \wedge^2 T^* \otimes S_rT^* \otimes F_0 & 0 \\
\downarrow & \downarrow & & \\
\wedge^3 T^* \otimes g_{q+1} & \wedge^3 T^* \otimes S_{q+1}T^* \otimes E & & \\
\downarrow & & & \\
0 & & & \\
\end{array}
\]

where neither the first nor the second upper columns may be exact and where the left column may not be exact, unless \( g_q \) is involutive or 2-acyclic. Chasing with the same notations, we obtain:

**PROPOSITION 3.3:** There exists an exact sequence:

\[
0 \to H^2(g_{q+1}) \to H(S_{r+1}(F_0)) \to T^* \otimes H(S_r(F_0))
\]

The upper left arrows are not in general epimorphisms and it may be sometimes useful to consider \( h_r \) as a kind of symbol in the more abstract diagram:

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \\
g_{q+1} & S_{q+1}T^* \otimes E & S_{r+1}T^* \otimes F_0 & h_{r+1} \to 0 \\
\downarrow & \downarrow & \downarrow & \\
T^* \otimes g_{q+1} & T^* \otimes S_{q+1}T^* \otimes E & T^* \otimes S_rT^* \otimes F_0 & T^* \otimes h_r \to 0 \\
\downarrow & \downarrow & \downarrow & \\
\wedge^2 T^* \otimes g_{q+1} & \wedge^2 T^* \otimes S_{q+1}T^* \otimes E & \wedge^2 T^* \otimes S_rT^* \otimes F_0 & \wedge^2 T^* \otimes h_{r+1} \to 0 \\
\downarrow & \downarrow & \downarrow & \\
\wedge^3 T^* \otimes g_{q+1} & \wedge^3 T^* \otimes S_{q+1}T^* \otimes E & \wedge^3 T^* \otimes S_rT^* \otimes F_0 & 0 \\
\downarrow & \downarrow & \downarrow & \\
\wedge^4 T^* \otimes g_{q+1} & \wedge^4 T^* \otimes S_{q+1}T^* \otimes E & & \\
\downarrow & \downarrow & & \\
0 & & & \\
\end{array}
\]

where the rows are now exact. However, understanding the meaning of \( h_r \) as a kind of new symbol may not be possible unless \( h_{r+1} \to T^* \otimes h_r \) is a monomorphism, that is when \( g_q \) is 2-acyclic and \( h_r \) is 1-acyclic, that is when \( g_q \) is also 3-acyclic (or involutive). Once more, we understand the crucial importance of 2-acyclicity but we recall that the only symbol known to be 2-acyclic without being involutive is the symbol of the conformal Killing system whenever \( n \geq 4 \), which is also 3-acyclic whenever \( n \geq 5 \) ([3] [11] [12] [13]).
4. Applications

MACAULAY EXAMPLE REVISITED:

With $m = 1, n = 3, q = 2, K = \mathbb{Q}$, let us introduce two operators $P, Q \in D = K[d_1, d_2, d_3]$ and consider the second order system $R_2 \subset J_2(E)$ used by Macaulay as early as in 1916 ([4] [24]):

$$Qy = y_{33} = v, \quad Py = y_{13} - y_2 = u$$

We have the strict inclusions:

$$R_2^{(2)} \subset R_2^{(1)} \subset R_2 \subset J_2(E), \quad 6 < 7 < 8 < 10$$

As $g_2^{(2)} \subset g_2^{(1)} \subset g_2$ are involutive, we obtain $r_1 \left( R_2^{(2)} \right) = R_2^{(2)}$ by using the Prolongation/Projection (PP) procedure. We exhibit the parametric jets of the bundles that will be used in the following diagrams:

$$\text{par}_2 = \{ y, y_1, y_2, y_13, y_{11}, y_{22}, y_{23} \}$$

$$\text{par}_3 = \{ y, y_1, y_2, y_11, y_{11}, y_{12}, y_{112}, y_{111}, y_{1111}, y_{1122} \}$$

$$\text{par}_4 = \{ y, y_1, y_2, y_11, y_{11}, y_{12}, y_{112}, y_{111}, y_{1111}, y_{1122}, y_{1122}, y_{2222}, y_{2223} \}$$

and thus $\dim(R_2) = 8, \dim(R_1) = 12, \dim(R_0) = 16$. More generally, we let the reader prove that $\dim(R_{r+2}) = 4r + 8, \forall r \geq 0$, thus $\dim(R_{r+4}) = 4r + 16, \forall r \geq 0$ and $\dim(g_{r+4}) = r + 6, \forall r \geq 0$.

We have the Janet tabular for $R_2^{(2)}$:

| $y_{33} = v$ | $[1 \ 2 \ 3]$ |
| $y_{23} = v_1 - u_3$ | $1 \ 2 \ \bullet$ |
| $y_{22} = v_11 - u_{13} - u_2$ | $1 \ 2 \ \bullet$ |
| $y_{13} - y_2 = u$ | $1 \ \bullet \ \bullet$ |

The two CC are:

$$A = v_{13} - v_2 - u_{53} = 0, \quad A_i = v_{113} - v_{12} - u_{333} = 0$$

while the other ones are what we called identity to zero like:

$$d_2 \left( y_{13} - y_2 \right) - d_1 \left( y_{23} \right) + d_2 y_2 = 0 = u_2 - (v_{11} - u_{13}) + (v_1 - u_{13} - u_2) = 0$$

There is thus only one generating CC of order 2, namely $A = 0$, given by the commutation relation $P \circ Q - Q \circ P = 0$ and the corresponding operator $D_i$ is thus surely formally subjective. Setting $F_1 = Q_2$, we obtain the following diagram with exact central and lower rows whenever $r \geq 1$.

<table>
<thead>
<tr>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$g_{r+4}$</td>
<td>$S_{r+4} T \otimes E$</td>
<td>$S_{r+2} T' \otimes F_0$</td>
</tr>
<tr>
<td>0</td>
<td>$R_{r+4}$</td>
<td>$J_{r+4}(E)$</td>
<td>$J_{r+2}(F_0)$</td>
</tr>
<tr>
<td>0</td>
<td>$R_{r+3}$</td>
<td>$J_{r+3}(E)$</td>
<td>$J_{r+1}(F_0)$</td>
</tr>
</tbody>
</table>

| 0 | 0 | 0 | 0 |
where \( S_4 T^* \otimes E \simeq S_4 T^* \) and \( F_i \simeq Q_i \) while \( Q_i = 0 \) as there is no CC of order 1. From the snake lemma and a chase, we obtain the long exact connecting sequence when \( r = 0 \):

\[
0 \rightarrow g_4 \rightarrow R_4 \rightarrow R_3 \rightarrow h_2 \rightarrow F_1 \rightarrow 0
\]

relating FI (lower left) to CC (upper right). By composing the epimorphism \( S_2 T^* \otimes F_0 \rightarrow h_2 \) with the epimorphism \( h_2 \rightarrow F_1 \), we obtain an epimorphism \( S_2 T^* \otimes F_0 \rightarrow F_1 \) and the long exact sequence:

\[
0 \rightarrow g_4 \rightarrow S_2 T^* \otimes E \rightarrow \chi^2 T^* \otimes F_0 \rightarrow F_1 \rightarrow 0
\]

which is nevertheless not a long ker/coker exact sequence by counting the dimensions as we have \( 6 - 15 + 12 - 3 = 2 \neq 0 \).

The above diagrams illustrate perfectly the three propositions of Section 2. We have in particular:

\[
H \left( J_{r+1} \left( F_0 \right) \right) = 0 \Rightarrow H \left( J_{r+1} \left( F_0 \right) \right) = 0, \quad H \left( S_{r+2} \left( F_0 \right) \right) = H \left( R_{r+2} \right) \neq 0
\]

and the formally exact sequence, which is nevertheless not strictly exact though \( 1 - 2 + 1 = 0 \):
We remind the reader that, contrary to the situation met with FI systems where the exactness on the jet level is obtained inductively from the exactness on the symbol level, here we discover that we may have the exactness on the jet level without having exactness on the symbol level.

**EXAMPLE 2.1 REVISITED:**

First of all, let us compute the dimensions and the parametric jets that will be used in the following diagrams.

$p_{ar_1} = p_{ar_2} = \{ y, y_1, y_2, y_3, y_4, y^2 \}$,

$n = \text{dim}(X) = 3$, $m = \text{dim}(E) = 2$,  
$\text{dim}(R_1) = \text{dim}(R_2) = 3$, $\text{dim}(g_1) = 1$, $g_2 = 0 \Rightarrow g_3 = 0$

\[
0 \rightarrow \Theta \rightarrow E \xrightarrow{\rho/2} F_0 \xrightarrow{\rho/2} F_1 \rightarrow 0
\]

\[
0 \rightarrow \Theta \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 0
\]
It is not at all evident to study these diagrams. We have
\[
\dim(B(S_2(F_0))) = 20 < \dim(Z(S_2(F_0))) = 30 - 9 = 21.
\]
We have already proved that \( \dim(H(S_2(F_0))) = 21 - 20 = 1 = \dim(H^2(g_0)) = 3 - 2 = 1 \), a result not evident at first sight explaining why the only second order additional generating CC is nothing else than the Riemann tensor in dimension equal to 2.

We have explained in ([4]) that such a system has its origin in the study of the integration of the Killing system for the Schwarzschild metric, which is not FI. With more details, let us use the Boyer-Lindquist coordinates \( (t, r, \theta, \phi) = (x^0, x^1, x^2, x^3) \) instead of the Cartesian coordinates \( (t, x, y, z) \) and consider the Schwarzschild metric
\[
\omega = A(r) dr^2 - \left(1/A(r)\right) dr^2 - r^2 d\theta^2 - r^2 \sin^2(\theta)d\phi^2 
\]
and \( \xi = \xi^i d_i \in T \), let us introduce \( \xi_i = \omega_i \xi^\star \) with the 4 formal derivatives
\[
\left(d_0 = d_t, d_1 = d_r, d_2 = d_\theta, d_3 = d_\phi\right).
\]
With speed of light \( c = 1 \) and \( A = 1 - \frac{m}{r} \) where \( m \) is a constant, the metric can be written in the diagonal form:
\[
\begin{pmatrix}
A & 0 & 0 & 0 \\
0 & -1/A & 0 & 0 \\
0 & 0 & -r^2 & 0 \\
0 & 0 & 0 & -r^2 \sin^2(\theta)
\end{pmatrix}
\]

Using the notations that can be found in the theory of differential modules, let us consider the Killing equations:
\[
\Omega = L(\xi)\omega = 0 \iff \\
\Omega_g = d_\gamma \xi_j + d_j \xi_\gamma - 2 \gamma \xi_j = 0
\]
where we have introduced the Christoffel symbols \( \gamma \) while setting \( A' = \partial_j A \) in the differential field \( K \) of coefficients. As in the previous Macaulay example and in order to avoid any further confusion between sections and derivatives, we shall use the sectional point of view and rewrite the previous equations in the symbolic form
\[
L(\xi_\gamma)\omega = \Omega \in S_2 T^* 
\]
where \( L \) is the formal Lie derivative.
This system \( R_i \subset J_i(T) \) is far from being involutive because it is finite type with second symbol \( g_2 = 0 \) defined by the 40 equations \( v^1_j = 0 \) in the initial coordinates. From the symmetry, it is clear that such a system has at least 4 solutions, namely the time translation \( \partial_t \leftrightarrow \xi^0 = 1 \leftrightarrow \xi_0 = A \) and, using Cartesian coordinates \((t, x, y, z)\), the 3 space rotations \( y \partial_z - z \partial_y, z \partial_x - x \partial_z, x \partial_y - y \partial_x\).

These results are brought by the formal Lie derivative of the Weyl tensor because the Ricci tensor vanishes by assumption and we have the splitting \( \text{Riemann} \simeq \text{Ricci} \oplus \text{Weyl} \) according to the fundamental diagram \( II \) that we discovered as early as in 1988 ([25]), still not acknowledged though it can be found in ([11] [2] [3]). In particular, as the Ricci part is vanishing by assumption, we may identify the Riemann part with the Weyl splitting part as tensors ([3]) and it is possible to prove (using a tedious direct computation or computer algebra) that there are only 6 non-zero components. It is important to notice that this result, bringing a strong condition on the zero jets because of the Lie derivative of the Weyl tensor and thus on the first jets, involves indeed the first derivative of the Weyl tensor because we have a term in \( (A^a)^{\prime \prime} \). When \( \Omega = 0 \), we obtain after 2 prolongations the additional 5 new first order PD equations:

\[
\begin{align*}
\xi_1 &= 0, \xi_{1,1} = 0, \xi_{0,1} = 0, \xi_{0,0} = 0, \xi = 0
\end{align*}
\]

As we are dealing with sections, \( \xi_1 = 0 \) does imply \( \xi_{1,1} = 0 \) and \( \xi_{0,0} = 0 \) but does not imply \( \xi_{0,1} = 0 \), these later condition being only brought by one additional prolongation and we have the strict inclusions \( R^{(3)}_1 \subset R^{(2)}_1 \subset R^{(1)}_1 = R_1 \). Hence, it remains to determine the dimensions of the subsystems \( R^{(1)}_1 = R^{(2)}_1 \) and \( R^{(3)}_1 \) with the strict inclusion \( R^{(2)}_1 \subset R^{(3)}_1 \), exactly again like in the Macaulay example. Knowing that \( \dim(R_1) = \dim(R_1) = 10, \ dim(R_1) = 5, \ dim(R_1) = 4 \), we have thus obtained the 15 equations defining \( R^{(1)}_1 \) with \( \dim(R^{(1)}_1) = 20 - 15 = 5 \) and the 16 equations defining \( R^{(2)}_1 \) with \( \dim(R^{(2)}_1) = 20 - 16 = 4 \), namely:
\[
\xi_{3,3} + \sin(\theta)\cos(\theta)\xi_2 = 0 \\
\xi_{2,3} + \xi_{3,2} - 2\cot(\theta)\xi_3 = 0 \\
\xi_{1,3} = 0 \\
\xi_{0,3} = 0 \\
\xi_{2,2} = 0 \\
\xi_{1,2} = 0 \\
\xi_{0,2} = 0 \\
\xi_{3,1} - \frac{2}{r}\xi_3 = 0 \\
\xi_{2,1} - \frac{2}{r}\xi_2 = 0 \\
\xi_{1,1} = 0 \\
\xi_{0,1} - \frac{A'}{A}\xi_0 = 0 \\
\xi_{3,0} = 0 \\
\xi_{2,0} = 0 \\
\xi_{0,1} - \frac{A'}{A}\xi_0 = 0 \\
\xi_{3,0} = 0 \\
\xi_{2,0} = 0 \\
\]

Setting now in an intrinsic way \( \xi_0 = A \xi^0, \xi_1 = -\frac{1}{A} \xi^1, \xi_2 = -r^2 \xi^2 \) and in a non-intrinsic way (care) \( \xi_3 = -r^2 \xi^3 \), we may even simplify these equations and get a system not depending on \( A \) anymore:

\[
\left\{
\begin{array}{l}
\xi_1^2 + \sin(\theta)\cos(\theta)\xi_2^2 = 0 \\
\xi_2^2 + \xi_3^2 - 2\cot(\theta)\xi_3 = 0 \\
\xi_3^2 = 0 \\
\xi_0^2 = 0 \\
\xi_1^1 = 0 \\
\xi_2^1 = 0 \\
\xi_3^1 = 0 \\
\xi_0^1 = 0 \\
\xi_1^0 = 0 \\
\xi_2^0 = 0 \\
\xi_3^0 = 0 \\
\xi_1^2 = 0 \\
\xi_2^2 = 0 \\
\xi_3^2 = 0 \\
\xi_1^3 = 0 \\
\xi_2^3 = 0 \\
\xi_3^3 = 0 \\
\xi_1^4 = 0 \\
\xi_2^4 = 0 \\
\xi_3^4 = 0 \\
\xi_1^5 = 0 \\
\xi_2^5 = 0 \\
\xi_3^5 = 0 \\
\end{array}
\right.
\]

It is easy to check that \( R^{(i)}_4 \), having minimum dimension equal to 4, is formally integrable, though not involutive as it is finite type, and to exhibit 4 solu-
tions linearly independent over the constants. Indeed, we must have $\xi^0 = c$ where $c$ is a constant and we may drop the time variable not appearing elsewhere while using the equation $\xi^1 = 0$. It follows that $\xi^2 = f(\theta, \phi), \xi^3 = g(\theta, \phi)$ while $f, g$ are solutions of the first, second and fifth equations of Killing type with a general solution depending on 3 constants, a result leading to an elementary problem of 2-dimensional elasticity left to the reader as an exercise. The system $R^{(3)}_1$ is formally integrable while the system $R^{(5)}_2$ is involutive. Having in mind the PP procedure, it follows that the CC could be of order 2, 3 and even 4. Equivalently, we may cut the integration of this system into three systems:

1) First of all, we have $\xi^1 = 0$ and thus $\xi^0 = 0, \xi^1 = 0, \xi^2 = 0, \xi^3 = 0$.

2) Then, we may consider $\xi^0 = 0, \xi^0 = 0, \xi^0 = 0, \xi^0 = 0 \Rightarrow \xi^0 = c$.

3) Finally, we arrive to the FI system with the same properties as the ones found for Example 2.1:

$$\begin{align*}
\xi^2 + \sin(\theta)\cos(\theta)\xi^2 &= 0 \\
\xi^3 + \xi^3 - 2\cot(\theta)\xi^3 &= 0 \\
\xi^3 &= 0 \\
\xi^2 &= 0 \\
\xi^2 &= 0
\end{align*}$$

that is with 3 generating first order CC and 1 additional second order generating CC.

Proceeding like in the motivating examples, we may introduce the inhomogeneous systems:

$$\{\xi = U, \xi_{1,2} = V_2, \xi_{1,3} = V_3, \xi_{2,0} = W_2, \xi_{0,3} = W_3\} \in j_2(\Omega)$$

and we finally obtain 16 PD equations, namely $\xi = U$ plus the 15 PD equations:

$$\begin{align*}
\xi^0 &= \frac{1}{2} \Omega_{0,0} + \frac{A'}{2} \Omega_{0}, \xi_{0,1} - \frac{A'}{A} \xi_{0} - \frac{d_{o} U}{\xi} \in j_3(\Omega), \xi_{0,2} = W_{2}, \xi_{0,3} = W_{3} \\
\xi_{1,0} &= \frac{d_{o} U}{\xi} \in j_3(\Omega), \xi_{1,1} = \frac{1}{2} \Omega_{1,0} - \frac{A'}{2A} U, \xi_{1,2} = V_{2}, \xi_{1,3} = V_{3} \\
\xi_{2,0} &= \Omega_{0,0} - W_{2}, \xi_{2,1} - \frac{2}{r} \xi_{2} = \Omega_{1,2} - V_{2}, \xi_{2,2} = \frac{1}{2} \Omega_{2,2} - r A U \\
\xi_{3,0} &= \Omega_{0,0} - W_{3}, \xi_{3,1} - \frac{2}{r} \xi_{3} = \Omega_{1,3} - V_{3}, \xi_{3,2} + \xi_{2,3} - 2\cot(\theta)\xi_{3} = \Omega_{2,3} \\
\xi_{3,3} + \sin(\theta)\cos(\theta)\xi_{3} &= \frac{1}{2} \Omega_{3,3} - r A \sin^2(\theta) U
\end{align*}$$

As a byproduct, we have $\text{dim}(R_1) = 5, \text{dim}(R_4) = 4$ and we obtain 15 second order CC in $j_2(\Omega)$ along the ker/coker exact sequence:

$$0 \rightarrow R_5 \rightarrow J_3(T) \rightarrow J_2(S_2^*) \rightarrow Q_2 \rightarrow 0$$

$$\text{dim}(S_2^*) = 3, \text{dim}(Q_2) = 2.$$
Then, we have identities to zero like $d_\varphi \xi^1 - \xi^1 = 0$ but we have also surely the three third order CC like $d_\varphi \xi^1 - \xi^1 = 0, d_\varphi \xi^1 - \xi^1, d_\varphi \xi^1 - \xi^1$, then perhaps the other third order CC $d_\varphi \xi^0 - d_\varphi \xi^0 = 0$ and perhaps even fourth order CC like $d_\varphi \xi^0 - d_\varphi \xi^0 = 0$ which is containing the leading term $d_{00}U$ after substitution. However, we have the linearization formulas:

$$\rho_{kl,j} = \omega_{kj} R^{i}_{jl} \Rightarrow R_{kl,j} = \omega_{kj} R^{i}_{jl} + \rho^{l}_{i,j} \Omega_{l}$$

and obtain therefore the formulas:

$$\frac{2r}{3m \sin^2(\theta)} R_{23,30} + \frac{2}{3} \Omega_{02} = \xi_{0,2} = -\frac{2r^3 A}{3m} R_{01,12} + \frac{1}{3} \Omega_{02} \Leftrightarrow R_{23,30} = R_{01,12} + R_{32,32} = 0$$

$$\frac{2r}{3m} R_{23,02} + \frac{2}{3} \Omega_{03} = \xi_{0,3} = -\frac{2r^3 A}{3m} R_{01,13} + \frac{1}{3} \Omega_{03} \Leftrightarrow R_{23,02} = R_{01,13} + R_{23,23} = 0$$

with two similar ones for $\xi_{1,2}$ and $\xi_{1,3}$ showing the unexpected partition of the Ricci tensor:

$$\{R_{ij}\} = \{R_{00}, R_{11}, R_{22}, R_{33}\} + \{R_{12}, R_{13}, R_{02}, R_{03}\} + \{R_{01}, R_{23}\}$$

determined by the $15 = 10 + 5 = 4 + 4 + 2$ second order CC that we have exhibited.

Now, after one prolongation, we get:

$$\xi_{1,00} + \left(\frac{AA'}{2} - \frac{(A')^2}{4}\right) \xi_{1,0} + \frac{1}{2} d_{0} \Omega_{00} - d_{0} \Omega_{01} - \frac{A'}{2A} \Omega_{00} + \frac{AA'}{24} \Omega_{11} = 0$$

and thus $d_{1,00} \xi - d_{0,01} \xi = 0$. Similarly, we have:

$$\xi_{1,01} + \frac{A'}{2A} \xi_{1,0} - \frac{1}{2} d_{0} \Omega_{11} = d_{0} \left(\xi_{1,0} + \frac{A'}{2A} \xi_{1,0} - \Omega_{11}\right) = 0$$

and thus $d_{1,01} \xi - d_{0,11} \xi = 0$. It follows that $d_{1} U + \frac{A'}{2A} - \frac{1}{2} \Omega_{11} = 0$ is a generating CC of order 3 but $d_{0} U + \frac{A'}{2A} \Omega_{01} = 0$ is not a generating CC of order 4.

In order to proceed further on, we notice that the generating CC of order 3 already found can be written as:

$$d_{1} U + \frac{A'}{2A} U - \frac{1}{2} \Omega_{11} = 0, d_{2} U - V_2 = 0, d_{1} U - V_3 = 0$$

Using crossed derivatives, we get:

$$d_{1} V_2 + \frac{A'}{2A} d_{2} U - \frac{1}{2} d_{2} \Omega_{11} = 0, d_{1} V_3 + \frac{A'}{2A} d_{3} U - \frac{1}{2} d_{3} \Omega_{11} = 0, d_{2} V_3 - d_{3} V_2 = 0$$

and thus $d_{1,1} \xi - d_{2,1} \xi - d_{1,1} \xi = 0, d_{2,1} \xi - d_{1,1} \xi = 0, d_{2,1} \xi - d_{1,1} \xi = 0$. 
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However, in order to prove that $d_2\xi_{0,3} - d_3\xi_{0,2} = 0$ or equivalently that $d_2W_3 - d_3W_2 = 0$, the previous procedure cannot work but we must never forget that $U, V_2, V_3, W_1, W_3$ both belong to $j_2(\Omega)$. Introducing the formal Lie derivative $R = L(\xi, \rho)$, we recall that:

$$W_2 = \frac{2r^3a}{3m}R_{01,12} + \frac{1}{3}\Omega_{02}, \quad W_3 = -\frac{2r^3a}{3m}R_{01,13} + \frac{1}{3}\Omega_{03}$$

Hence, linearizing the Bianchi identity:

$$\nabla_1\rho_{01,23} + \nabla_2\rho_{01,31} + \nabla_3\rho_{01,12} = 0 \Rightarrow d_1R_{01,23} + d_2R_{01,31} + d_3R_{01,12} + \cdots = 0$$

we have proved in ([4]) that the third order CC $d_2W_3 - d_3W_2 = 0$ is not a generating one because it is just a differential consequence of the second order CC $R_{01,23} = 0$.

Finally, as already noticed, the symbol $g'_1 \subset g_1 \subset T' \otimes T$ is not involutive and even 2-acyclic because otherwise there should only be first order CC for the right members defining the system $R'_1 \subset J_1(T)$. As a byproduct, we have, at least on the symbol level, the second order CC:

$$d_2\xi_{2,3} + d_3\xi_{2,2} - d_1\xi_{3,2,3} = 0$$

and thus:

$$d_{22}\left(\frac{1}{2}\Omega_{33} - r^4\sin^2(\theta)\xi_3 - \sin(\theta)\cos(\theta)\xi_3\right)$$

$$+ d_{33}\left(\frac{1}{2}\Omega_{22} - r^4\xi_1\right) - d_{23}(\Omega_{23} + 2\cot(\theta)\xi_3) = 0$$

containing surely $d_{22}\xi_3, d_{25}\xi_2, d_{33}\xi_1, d_{23}\xi_5$ and thus surely $d_1U, d_2Y_2, d_3Y_3$, producing therefore a third order CC that cannot be reduced by means of any Bianchi identity, that is we finally have 15 generating second order CC and 4 new generating third order CC, in a manner absolutely similar to that of all the motivating examples of this paper.

As shown in ([4]), the study of the Killing system for the Kerr metric is even more difficult because the space of solutions is reduced from 4 already given to the 2 infinitesimal generators $\{\partial_t, \partial_\phi\}$ only. Accordingly, we discover that the Schwarzschild and the Kerr metrics do behave quite differently and there is thus no hope at all for selecting specific solutions of the Einstein equations in vacuum. We consider this result as a key challenge when questioning the origin and existence of gravitational waves in general relativity and believe this problem has never been pointed out clearly for the very simple reason that the underlying mathematics are not known by physicists.

**EXAMPLE 2.2 REVISITED:**

Coming back to the system $R'_1 = R'_{2,3} \subset R_3$ with a strict inclusion and second members $(u, v, w = u_{33} - v_{12} - x^2u_1)$, let us exchange $x^1$ with $x^3$ in order to have an involutive third order symbol $g'_3$ in $\delta'$-regular coordinates and consider the system $R'_3$ with now $w = u_{33} - v_{12} - x^2u_2$ in the new coordinates:
This new system is easily seen to be involutive and we have $3 + 8 + 9 = 20$ first order CC if we consider the second members as just simple notations. Substituting and taking now into account that we have in fact $u_2 = d_2 u$ formally and so on, all these CC reduce to identities to zero of the form $0 = 0$ but, using again the original coordinates, $A = w_2 - u_0, A_2 = 0, A_3 = 0, B = w_3 - y_1 - x^2 w_3 = 0$, a system which is not FI. Accordingly, the generating CC are described by $A$ of order 3 and $B$ of order 4 with $A_{33} - x^2 A - B_2 = 0$. I remain to check that this result is coherent with the diagrams of the previous section.

For this, we let the reader compute by hands or with computer algebra the following dimensions $\dim(R_j) = 1 + 3 + 4 = 8$, $\dim(R_2) = \dim(J_3(E)) - \dim(J_1(F_0)) = 12$ because there is no CC of order 1, $\dim(R_3) = 15$ $\Rightarrow \dim(Q_2) = \dim(R_4) - \dim(J_2(F_0)) = 15 - 35 + 20 = 0$ because there is no CC of order 2, $\dim(R_4) = 17$ $\Rightarrow \dim(Q_3) = \dim(R_5) - \dim(J_3(F_0)) = 17 - 56 + 40 = 1$ because there is only 1 CC of order 3. We have therefore the long sequence:

$$0 \rightarrow R_6 \rightarrow J_0(E) \rightarrow J_4(F_0) \rightarrow J_1(Q_2) \rightarrow 0$$

$$0 \rightarrow 19 \rightarrow 84 \rightarrow 70 \rightarrow 4 \rightarrow 0$$

and obtain $\dim(H(J_4(F_0))) = (70 - 4) - (84 - 19) = 66 - 65 = 1$ both with $\dim(Q_4) = 5$, in a coherent way with the only CC $A$ of order 3. We let the reader prove that we have similarly $\dim(Q_5) = 13$ by taking into account the fact that $B_2 = A_{33} - x^2 A_2$. In order to take into account the existence of a new generating CC of order 4, we let the reader check that $\dim(Q_4) = 5$ and set $F_1 = Q_4$ in order to define a fourth order operator $D_1 : F_0 \rightarrow F_1$ by the involutive system:

Starting anew from this operator, we obtain the first order involutive system:

$$\begin{align*}
y_{333} - x^3 y_{23} & = v_3, \\
y_{233} - x^2 y_{22} & = v_2, \\
y_{223} & = w_3, \\
y_{222} & = w_2, \\
y_{133} - x y_{12} & = v_1, \\
y_{123} & = u_3, \\
y_{122} & = u_2, \\
y_{112} & = u_1, \\
y_{33} - x y_{2} & = v, \\
y_{22} & = w, \\
y_{12} & = u.
\end{align*}$$
where each Janet tabular is induced from the preceding one till the end of the procedure as in ([12], p 153, 154 for details). We also notice that this system brings automatically the Spencer operator.

We obtain therefore the following differential sequence:

\[
0 \rightarrow \Theta \rightarrow E \xrightarrow{\frac{\partial}{2}} F_0 \xrightarrow{\frac{n}{4}} F_1 \xrightarrow{\frac{\partial_n}{4}} F_2 \xrightarrow{\frac{\partial_n}{4}} F_3 \xrightarrow{\frac{\partial_n}{4}} F_4 \rightarrow 0
\]

which is formally exact on the jet level, even if it is not strictly exact because the first operator is not FI, and we check that \(1 - 2 + 5 - 7 + 4 - 1 = 0\). We notice that the part between \(F_0\) and \(F_4\) is typically a Janet sequence for \(D_1\).

It follows that we have the following long exact sequence on the level of jets, \(\forall r \geq -5\):

\[
0 \rightarrow R_{r+9} \rightarrow J_{r+9}(E) \rightarrow J_{r+7}(F_0) \rightarrow J_{r+3}(F_1) \rightarrow J_{r+2}(F_2) \rightarrow J_r(F_3) \rightarrow J_r(F_4) \rightarrow 0
\]

a result leading to:

\[
\dim(R_{r+9}) = 1 \cdot (r+10)(r+11)(r+12)/6 - 2 \cdot (r+8)(r+9)(r+10)/6 + 5 \cdot (r+4)(r+5)(r+6)/6 - 7 \cdot (r+3)(r+4)(r+5)/6 + 4 \cdot (r+2)(r+3)(r+4)/6 - 1 \cdot (r+1)(r+2)(r+3)/6
\]

and thus to \(\dim(R_{r+4}) = 2r+15, \forall r \geq 0\), a result not evident to grasp at first sight because it comes from the lack of formal integrability of \(R_2\) and the strict inclusion \(R_2^{(2)} \subset R_2\).

**EXAMPLE 2.3 REVISITED:**

Coming back to the systems \(R_2\) with second members \((u,v)\) and \(R_2' = R_2^{(2)} \subset R_2\) with a strict inclusion and second members \((u,v,2w = u_{33} - v_{22} - x^2u)\), let us exchange \(x^1\) with \(x^2\) in order to have an involutive third order symbol \(g_3^1\) in \(\delta\)-regular coordinates but the system \(R_3',\) with now \(w = u_{33} - v_{12} - x^1u_{2}\) in the new coordinates, is *not* FI. Hence, we must start anew with the system \(R_2^* = R_2^{(4)} \subset R_2'\) with a strict inclusion, described by the 4 PD equations:

\[
\begin{align*}
y_{33} - x^2y_{11} &= v \\
y_{22} &= u \\
y_{12} &= w \\
y_{11} &= \omega
\end{align*}
\]
where $2\omega = u_{333} - v_{233} - 2x^2 u_{133} + x^3 v_{122} - 2 v_{12}^2 + \left(x^3\right)^2 u_{11}$.

Using one prolongation, we get the third order PD equations:

$$
\begin{align*}
  y_{333} - x^2 y_{11} & = v_j \quad & 1 & 2 & 3 \\
  y_{233} - y_1 & = v_2 + x^3 w \quad & 1 & 2 & \bullet \\
  y_{223} & = u_3 \quad & 1 & 2 & \bullet \\
  y_{222} & = u_2 \quad & 1 & 2 & \bullet \\
  y_{133} & = v_2 + x^2 \omega \quad & 1 & \bullet & \bullet \\
  y_{123} & = w_2 \quad & 1 & \bullet & \bullet \\
  y_{122} & = u_2 = w_2 \Rightarrow A \quad & 1 & \bullet & \bullet \\
  y_{113} & = \omega_3 \quad & 1 & \bullet & \bullet \\
  y_{112} & = w_1 = \omega_1 \Rightarrow B \quad & 1 & \bullet & \bullet \\
  y_{111} & = \omega_1 \quad & 1 & \bullet & \bullet
\end{align*}
$$

and we discover that the symbol $g_2^\bullet$ is finite type because $g_3^\bullet = 0$. As we had to use one prolongation in order to get a 2-acyclic symbol, we obtain sixth order $CC (A,B,C) \in J_j (u,v,w,\omega)$. We refer the reader to ([10], p 315) or ([13], p 83) for more details on this delicate result.

Using the notations of the last section, we now provide the systems $B_2, B_3, B_4, B_5, B_6$ together and we notice the following striking results:

$$
B_2 = J_2 (F_0), B_3 \subset \rho_1 (B_2) \subset J_3 (F_0), B_4 = \rho_1 (B_3) \subset J_4 (F_0),
$$

$$
B_5 = \rho_2 (B_4) \subset J_5 (F_0), B_6 = \rho_3 (B_5) \subset J_6 (F_0)
$$

reaching therefore the following involutive system of order 6 where we did not quote $B = 0$ because we already proved that $B = A_3 - x^2 A_1$:

$$
\begin{align*}
  C & \equiv u_{333333} + \cdots = 0 \quad & 1 & 2 & 3 \\
  A_{333} & \equiv u_{233333} + \cdots = 0 \quad & 1 & 2 & \bullet \\
  A_{333} & \equiv u_{223333} + \cdots = 0 \quad & 1 & 2 & \bullet \\
  A_{233} & \equiv u_{222333} + \cdots = 0 \quad & 1 & 2 & \bullet \\
  A_{223} & \equiv u_{222233} + \cdots = 0 \quad & 1 & 2 & \bullet \\
  A_{133} & \equiv u_{123333} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{123} & \equiv u_{122333} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{122} & \equiv u_{122233} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{113} & \equiv u_{112333} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{112} & \equiv u_{112233} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{111} & \equiv u_{111233} + \cdots = 0 \quad & 1 & \bullet & \bullet \\
  A_{11} & \equiv u_{113333} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A_{21} & \equiv u_{223333} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A_{22} & \equiv u_{222333} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A_{12} & \equiv u_{122233} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A_{11} & \equiv u_{112233} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A_1 & \equiv u_{111233} + \cdots = 0 \quad & \bullet & \bullet & \bullet \\
  A & \equiv u_{233} + \cdots = 0 \quad & \bullet & \bullet & \bullet
\end{align*}
$$
Starting anew from this operator providing 46 CC, we obtain the first order involutive system:

\[
\begin{align*}
&d_1A_{333} - 2x^2A_{333} + \left(x^3\right)^2A_4 - C_2 = 0 \\
&d_1A_{233} - d_2A_{333} = 0 \\
&d_1A_{223} - d_2A_{333} = 0 \\
&d_1A_{223} - d_2A_{223} = 0 \\
&\vdots \\
&d_1A - A_3 = 0 \\
&d_1A - A_3 = 0 \\
&d_2A_{333} - d_2A_{233} = 0 \\
&\vdots \\
&d_2A_2 - d_2A_2 = 0 \\
&d_2A - A_2 = 0 \\
&d_1A_33 - A_{333} = 0 \\
&\vdots \\
&d_1A - A_{11} = 0 \\
&d_1A - A_1 = 0
\end{align*}
\]

with 20 equations of class 3, 16 equations of class 2 and 10 equations of class 1.

There are 36 CC providing an involutive system with 26 equations of class 3, 10 equations of class 2 but no equation of class 1. We get a final system of 10 CC of class 3 without any CC. Like in the preceding application, we have thus obtained the following formally exact sequence:

\[
\begin{align*}
0 \to \Theta \to E \xrightarrow{p/2} F_0 \xrightarrow{\gamma_1/6} F_1 \xrightarrow{\gamma_2/1} F_2 \xrightarrow{\gamma_3/1} F_3 \xrightarrow{\gamma_4/1} F_4 & \to 0 \\
0 \to \Theta \to 1 \xrightarrow{2} 2 \xrightarrow{6} 21 \xrightarrow{46} 36 \xrightarrow{10} & \to 0
\end{align*}
\]

with \(1 - 2 + 21 - 46 + 36 - 10 = 0\), a part of it being a Janet sequence as before. Similarly, we get:

\[
\dim(R_{r+1,1}) = 1(r+12)(r+13)(r+14)/6 - 2(r+10)(r+11)(r+12)/6 \\
+ 21(r+4)(r+5)(r+6)/6 - 46(r+3)(r+4)(r+5)/6 \\
+ 36(r+2)(r+5)(r+6)/6 - 10(r+1)(r+2)(r+3)/6
\]

\[= 18\]

or even \(\dim(R_{r,0}) = 18, \forall r \geq 0\) as a striking result indeed that can be checked directly through the exact sequences:

\[
\begin{align*}
0 \to R_6 \to J_6(E) & \to J_6(F_0) \to F_1 \to 0 \\
0 \to 18 & \to 165 \to 168 \to 21 \to 0 \\
\ldots
\end{align*}
\]

\[
\begin{align*}
0 \to R_6 \to J_6(E) & \to J_6(F_0) \to Q_1 \to 0 \\
0 \to 18 & \to 84 \to 70 \to 4 \to 0 \\
0 \to R_1 & \to J_1(E) \to J_1(F_0) \to Q_2 \to 0 \\
0 \to 17 & \to 56 \to 40 \to 1 \to 0
\end{align*}
\]
and comes from the fact that \( \dim_k (R) = 6 < \infty \) or, equivalently, \( \dim_k (M) = 6 < \infty \).

The reader not familiar with the formal theory of differential systems or modules may be surprised by the fact the two dimensions just found do not coincide at all because \( 6 < 18 \). However, we have indeed \( \dim (R^*_1) = \dim (R^*_2) = \dim (R^{(4)}_2) = 6 \) and the exact sequence:

\[
0 \to g_4 \to R_4 \to R_3 \to R_2 / R^{(0)}_1 \to 0
\]

\[
0 \to 4 \to 15 \to 12 \to 1 \to 0 \implies \dim (R^{(0)}_1) = 12 - 1 = 11
\]

showing that \( \dim (R^{(0)}_1) < \dim (R_3) < \dim (R_4) \) with \( 11 < 12 < 15 \). However, we have the general Theorem 2.A.7 in ([20]) providing the useful prolongation/projection (PP) procedure, namely that we have \( \rho_r (R^{(0)}_q) = R^{(0)}_{q+r}, \forall r \geq 0 \) whenever the symbol \( g_q \) of \( R_q \) is 2-acyclic. In the present case, we have indeed \( \rho_3 (R^{(0)}_3) = R^{(0)}_6, \forall r \geq 0 \) because \( g_3 \) is known to be involutive, and the final system \( R^{(4)}_2 \) is involutive with zero symbol, providing \( R^{(4)}_2 \) which is only FI but with dimension 6. This situation is quite tricky indeed because prolongations are filling up successively the PD equations of order 2, then 3 and so on, adding therefore:

\[
\{ y_{12} = 0 \}, \{ y_{123} = 0, y_{122} = 0, y_{112} = 0 \}, \{ y_{11} = 0 \}, \{ y_{113} = 0, y_{112} = 0, y_{113} = 0 \}, \ldots
\]

5. Conclusions

When a differential operator \( \mathcal{D} \) of order \( q \) is given, the problem of finding its compatibility conditions (CC) is to look for a new operator \( \mathcal{D}_1 \) of a certain order \( s \) such that \( \mathcal{D}_1 \eta = 0 \) must be satisfied in order to be able to solve the inhomogeneous system \( \mathcal{D} \xi = \eta \). This is an old problem first solved as a footnote by M. Janet in 1920 ([10] [11] [12] [17]) and finally studied by D.C. Spencer with collaborators around 1970 ([19] [20] [21]). The main idea is to construct a finite length differential sequence by repeating this procedure anew with \( \mathcal{D}_1 \) and so on till one eventually ends with \( \mathcal{D}_n \) according to Janet when \( n \) is the number of independent variables. It soon became clear that constructing \( \mathcal{D}_1 \) is largely depending on various intrinsic properties of \( \mathcal{D} \).

- If \( \mathcal{D} \) is involutive, then \( \mathcal{D}_1, \ldots, \mathcal{D}_n \) are first order involutive operators in the corresponding Janet sequence that can be constructed “step by step” as above but also “as a whole” like in the Poincaré sequence for the exterior derivative.

- If \( \mathcal{D} \) is only formally integrable (FI), that is all the equations of order \( q + r \) of the corresponding homogeneous system can be obtained by only \( r \) prolongations, then the order of \( \mathcal{D}_1 \) is \( s + 1 \) when \( s \) is the smallest integer such that the symbol of order \( q + s \) becomes 2-acyclic. Such a result is still not acknowledged today by physicists even though it is essential for studying the conformal Killing system of space-time in general relativity.

- If \( \mathcal{D} \) is not even FI, not only the construction of \( \mathcal{D}_1 \) may become very difficult but also a strange phenomenon may appear, namely one can start to
find CC of order \( s_1 \), then no new CC other than the ones generated by \( \text{these} \) CC up to order \( s_2 > s_1 \) when \text{suddenly} new generating CC may appear, generating all the CC up to order \( s_3 > s_2 \) and so on till the procedure ends.

This delicate question has been recently raised by physicists in order to study the system of Killing equations for certain useful metrics solutions of the Einstein equations in vacuum (Minkowski gives \( s = 2 \) while Schwarzschild gives \( s_1 = 2, s_2 = 3 \)). Needless to say that computer algebra is of quite a poor help in this case because the dimensions of the jet spaces and the size of the matrices involved (up to \( 420 \times 460 \) for \( r = 0 \) in the last example) may increase drastically ([26]).

The aim of this paper has been first to provide illustrating examples of the above situations and one of them with \( s_1 = 3, s_2 = 6 \) seems to be the only one known in the literature today. In addition, we have solved the (general) generating problem by using new differential homological algebraic methods, with the hope that computer algebra will soon become of some help in a near future.
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Abstract

We apply a canonical transformation Hubble’s law to turn it into a quantum equation and derive its solutions in a homogenous universe (assumptions analogous to the FLRW universe). The eigenfunctions of Hubble’s law are also stationary states (eigenfunctions of the Hamiltonian). The study of these solutions reveals many striking results, including: 1) By enforcing boundary conditions at the cosmic horizon, we derive a fundamental lower limit to the uncertainty in any rest mass (or measurement thereof) \( \delta m_{\text{min}} = 2\pi H_0 \hbar^2 c^{-2} \). This implies a lower limit also to the mean particle mass which we call the mass quantum \( \tilde{m}_0 \).
2) We postulate that particles with finite mass can be regarded as a composition of a large number of mass quanta and deduce a relation between mass uncertainty \( \delta m_0 \) and mass \( m_0 \):
\[
\delta m_0 \tilde{m}_0 = \sqrt{m_0/m_1} \delta m ,
\]
3) This uncertainty leads naturally to localization of the composite mass, with the radius of localization proportional to the inverse square root of mass
\[
r_{\text{loc}} = \sqrt{\pi h (m_0 H_0)^{-1}}.
\]
We associate this localization with the classical localization of a massive particle. 4) We derive an expression for the critical mass where there is a crossover from quantum behavior to classical behavior
\[
m_{\text{crossover}} = (16/9)^{1/7} \pi \rho^{2/7} \hbar^{3/5} H_0^{-3/5},
\]
where \( \rho \) is the material mass density. The classical sizes derived in 4) are consistent with empirical results for our universe. We note the theory described here has no free parameters, hence it points to a new fundamental equation of the universe, essentially defining the mass quantum. It is a pure quantum theory that does not invoke general relativity at any stage, and the derivation uses mathematics accessible to an upper level undergraduate student in physics.
1. Introduction

Why do ordinary objects appear to follow classical space-time trajectories but very small objects follow quantum (wavelike) trajectories? Here we derive a quantitative theory that provides one answer to this question. Generally, this paper is motivated by topics of great current interest at the very foundations of physics: Is quantum theory (QT) applicable not only at microscopic length scales but also at large, even cosmological length scales? Does the expansion of the universe have any implications for microscopic particles?

Regarding length scale, in a recent review article [1] Legget writes, “as pointed out by Schrödinger in 1935 in his famous ‘cat’ paper [2], there is no good reason to accept (the) division of the world into a microscopic regime where QT reigns and a macroscopic one governed by classical physics.” On the other hand, [3] reminds us, “it is safe to state, in any case, that quantum superpositions of truly massive, complex objects are terra incognita”. Whether or not QT prevails at all length scales is now a topic of intense interest, motivating experimental tests of quantum mechanics at mesoscopic scales [1] [3] [4] [5]. In this paper, we take the rule that QT applies at all length scales as a premise of the theory.

Whether or not the Hubble expansion has an impact at microscopic scales is another area of controversy. According to Nobelist Leon Lederman, “The expansion of the universe doesn’t actually affect the spaces between particles. The universe’s expansion is not a force that will rip particles, molecules, or even objects apart [6].” Meanwhile, theories of “phantom energy” predict precisely the opposite [7]. This paper takes the latter view as a premise of the theory, which we paraphrase, in a universe where the Hubble parameter $H_0 > 0$, the stationary states of all massive free particles are modified compared to stationary states in flat space ($H_0 = 0$). Some other works assuming cosmological expansion affecting quantum systems are found in [8] [9] [10]. Outside the domain of general relativity, C. L. Herzenberg has developed a theory that predicts classical localization from the universe’ expansion [11] [12]. The mechanism of Herzenberg’s theory is unrelated to the theory presented here.

The single-particle theory presented here approximates a more general quantum field theory whose derivation we leave for the future. We consider spin-zero bosons and quasi-particles on any length scale, from elementary Higgs bosons, to composite bosons such as the ground state $^1$H atom, to very large spin zero quasiparticles such as nonrotating stars.

Another important feature is what this theory leaves out. This is a pure quantum theory that makes no reference to General Relativity (GR) or even the concept of gravity. Again, we view this work as an approximation of a complete theory.
including GR that can be addressed in future work. We emphasize that our theory does not change or overturn GR; it simply ignores it. At first this might appear to be inconsistent with our use of Hubble’s natural law in the derivation. But Hubble’s law (redshift increases with distance) is an empirical result from astronomical observations, and its validity is independent of whatever theory is used to explain it. We are therefore justified in our use of Hubble’s law without reference to gravity. However, we shall sometimes borrow colloquial terminology from GR (e.g. “flat space”) when it improves flow and creates no ambiguities.

To the best of our knowledge, this derivation of free particle states in expanding space is new. To make this paper accessible to the widest possible audience, we try to keep the mathematics and framework as simple as possible. This single-particle derivation is accessible to the student with only an undergraduate level understanding of QT1 and avoids potential conflicts between QT and GR as those theories are known to be incompatible.

A unique feature of this derivation is how the stationary states are derived by enforcing consistency with observational evidence, without resorting to Hamiltonian or Lagrangian mechanics. As we shall see, this is a useful trick since we do not know how to model expanding space with an exact pseudo-potential energy function. Instead, the results of our theory permit derivation of an exact pseudopotential that, when applied to flat space, results in the same stationary states as for an expanding universe.

Outline of the Rest of the Paper

In Section 2, we apply the canonical substitutions to turn Hubble’s law into a quantum operator equation, and then present its eigenfunctions. We follow a straightforward path to determination of the time part of the wavefunctions, their energies and momenta. For example, we find that two co-moving observers may measure different values for the energy and momentum for the same particle. We then show the correspondence between our stationary states and the stationary states in flat space, i.e. plane waves.

In part 3, we apply the boundary condition that the wavefunctions must vanish at the cosmic horizon. This boundary condition places a lower limit on the uncertainty of the particle rest mass, and implies the existence of a mass quantum, which is the smallest particle rest mass allowed by the theory. The mass quantum and its uncertainty point to a simple method to estimate the mass uncertainty \( \delta m \) for an arbitrary rest mass \( m \). We see how the mass uncertainty leads to a natural localization of the particle, which we identify with (a lower limit to) the classical localization of the particle. For macroscopic objects, localization radii are very small compared to the object size, and so their trajectories take on classical behavior. For convenience of reference we call this new theory, “localization theory”.

1Besides new physics, we suggest that this derivation is a topic suitable for undergraduate or graduate courses in QT as an example of how to bring one of the major principles of cosmology into QT.
We derive an expression for the critical mass where we predict a crossover from quantum behavior to classical behavior, and it depends on material density. These results are in broad agreement with the observed universe.

In the discussion section, we show the close relationship between localization theory and the very successful theory of quantum decoherence as competing explanations for classical localization. We note that in the non-relativistic regime, our results agree with a particular version of decoherence theory called "spontaneous quantum collapse."

Finally, we consider how localization theory may impact gravitational attraction and measurements of the gravitational constant $G$ in some limiting situations. Here and at various points in the paper we make predictions for the outcomes of a variety of real experiments that could support or conflict with the theory. The main part of the paper ends with some concluding remarks.

We move several of the less critical sections of the derivation into appendices. In Appendix 2, we list a set of criticisms of the derivation and provide some initial responses. We consider normalization, completeness and orthogonality of our wavefunctions. In Appendix 3 we outline the derivation of a pseudopotential that can be used in flat space calculations which has stationary states have the same form as those in expanding space.

Appendix 1 presents an alternative derivation for the value of the mass quantum that takes a very different approach than that in the main text. The coarse agreement between the two derivations lends further support to our conclusion that the classical localization arises from the finite size and finite age of our universe.

2. Quantization of Hubble's Law

Hubble's natural law, $v(r) = H_0 r$, is an interpretation consistent with electromagnetic observations of distant galaxies. It states that distant bodies are receding from any observer with a radial velocity equal to the distance of separation multiplied by the Hubble constant $H_0$ (neglecting proper motion). Although $H_0$ is known to vary slowly with time, we approximate it with a constant $H_0 = 2.2 \times 10^{-18}$ Hz (except in Appendix 1). To describe the expansion of the universe, this paper uses only Hubble’s natural law, and does not appeal to the theory of general relativity (GR).

To begin, we consider finite set of noninteracting classical test particles (mass density~0, temperature = 0, pressure = 0) in a large empty void between galaxies. The condition for a stationary particle configuration is evidently: If each test particle $p$ has an inwardly directed velocity $v_p = -H_0 r_p$, (1)

$^2$Test particles have such small mass that the gravitational influence of those particles can be neglected. For a cloud of test particles, we require that the cloud’s density is small enough so that the gravitational effect of the particle swarm is also negligibly small.

$^3$Although we do not refer to general relativity, our assumptions are quite similar to those for a Friedmann-Lemaître-Robertson-Walker Universe. We shall ignore any the gravitational effects caused by inhomogeneities in the rest of the mass in the universe.
then the Hubble expansion is cancelled exactly and the particle configuration is time independent. This condition for stationarity is key to the derivation that follows.

We quantize Equation (1) for a single particle (instead of a set) with arbitrary rest mass $m_0$, where its probability density is spread out over a large region in the void. The vector $r_p$ is now interpreted as the center of mass position for the wavefunction. We multiply through Equation (1) by the relativistic mass $\gamma m_0$ (Lorentz factor $\gamma^{-1} = \sqrt{1 - v^2 c^{-2}}$) and rearrange to obtain

$$0 = p_r + \gamma H_0 m_0 r .$$

(2)

where $r \to (r - r_p)$.

We make the canonical substitution $p_r = -i\hbar \nabla_r$, and multiply on the right by the particle wavefunction $\Psi(r, t)$ to obtain the quantum equivalent of Equation (2)

$$0 = \left[-i\hbar \nabla_r + \frac{\gamma m_0 H_0 r}{\hbar}\right] \Psi(r, t) = \left[-i\hbar \nabla_r + \frac{m_0 c}{\hbar} H_0 c^{-1} r \sqrt{1 - (H_0 c^{-1} r)^2}\right] \Psi(r, t) .$$

(3)

In (3) we have put the particle center of mass at the origin ($r = 0$) and replaced the velocity in $\gamma$ using Equation (1). Equation (3) is the quantum version of Hubble’s law, and it is consistent with special relativity.

2.1. Solution

Equation (3) is a first-order differential equation. It was constructed using the assumption that its solutions are stationary states, which implies that the wavefunction is separable and for some time-independent function $\omega(r)$

$$\Psi(r, t) = e^{-i\phi(r)} \psi(r) .$$

(4)

Our path to Equation (4) is novel because at no point did we employ Hamiltonian mechanics. Direct substitution into Equation (3) verifies the solution

$$\psi(r) = A e^{-i\phi} \exp\left[i \frac{m_0 c r_H}{\hbar} \left(1 - \frac{r^2}{r_H^2}\right)^{1/2}\right] .$$

(5)

where the Hubble distance $r_H = H_0^{-1} c$ and the normalization constant $A = \sqrt{3r_H^3}$. For convenience, we set the global phase offset $\phi = m_0 c r_H h^{-1}$ so that the wavefunction is real at $r = 0$. To be a stationary state we must choose the positive value of the square root for $\left(1 - \frac{r^2}{r_H^2}\right)^{1/2}$. Put another way, there is no solution where the momentum points away from the origin. That there is no sign ambiguity arises directly from the fact that Equation (3) is a first-order differential equation.

The distance $r_H$ is also called the “cosmic horizon,” because classical particles beyond this distance are moving with speed greater than $c$, hence may have no interaction with a particle centered at the origin. The cosmic horizon is a dividing line between two regions of the wavefunction. Inside the horizon the wavefunction has the expected form of an oscillating exponential (Figure 1(a), blue
solid). As \( r \to r_H \), the particle momentum tends to infinity. This does not imply that the wavefunction undergoes an infinite number of phase cycles while approaching the horizon, as is evident in Figure 1(a). Instead, the total number of phase cycles \( N_{\text{cycles}} = \frac{m_c r_H (2\pi \hbar)^{-1}}{2\pi} \) executed between \( 0 \leq r \leq r_H \) is a finite number proportional to the rest mass. For a hydrogen atom, \( N_{\text{cycles, H atom}} = 1.0 \times 10^{11} \).

In Figure 1(b), our analysis shows the surprising fact that a quantum particle can tunnel a short distance beyond the cosmic horizon with an evanescent decay. In the evanescent region the particle has imaginary velocity, while a classical particle in the same region would have a velocity greater than the speed of light.

In section 3 we deal with the momentum singularity at \( r \to r_H \) by requiring the wavefunction vanishes at the cosmic horizon and in the evanescent region. However, under certain extreme initial conditions at the time of the big bang, the evanescent solution could be nonzero. For the sake of conciseness, we do not consider such cases here.

### 2.2. Energies of Stationary States

For an observer at any position \( r \), the stationary state of a particle centered at...

---

**Figure 1.** Example plots of the real part of the amplitude (a)-blue solid line and magnitude (b)-blue solid line of Equation (5). The horizontal axis is plotted in units of \( r_H \). These plots assume a tiny particle mass with \( m_c r_H \hbar^{-1} = 60 \). The black dashed line in (a) shows the corresponding wavefunction after application of boundary conditions. The boundary conditions require the wavefunction to be localized at the origin, as discussed in Section 3.
$r_p$ including time dependence is, from Equation (4)
\[ \Psi(r,t) \equiv \psi(r-r_p) e^{-i\omega t(r-r_p)}. \] (6)

We now compute the value of $\omega$ that is consistent with our spatial wavefunctions. Einstein’s equation from Special Relativity (SR) states
\[ \hbar^2 \omega^2 \left( r-r_p \right) = m_\phi c^4 + \hbar^2 k^2 \left( r-r_p \right). \] (7)

where the expression for the momentum $\hbar k$ can be read directly from Equation (3)
\[ k \left( r-r_p \right) = \frac{m_\phi c}{\hbar} \frac{\left( r-r_p \right) / r_{it}}{\sqrt{1-\left( \left| r-r_p \right|/r_{it} \right)^2}}. \] (8)

It is important to notice that SR is a local theory, and Equation (7) applies only if the energy, momentum, and mass are measured at the same space-time position or event. In flat space, stationary states have the same momentum everywhere, and all observers measure the same particle energy. Here, the stationary states have a momentum ($\hbar k = \hbar k(r)$) that varies depending on the observer’s relative position. The same is true for the energy. For example, consider the stationary state $\Psi(r,t)$ with both the particle and the observer at $r=0$. Here $k(r \rightarrow 0) = 0$ and we recover the Compton frequency
\[ \omega(r \rightarrow 0) = \frac{m_\phi c^2}{\hbar}, \] (9)

We consider a second observer at distance $r'$ with zero velocity relative to the first, the second observer measures a different energy:
\[ \omega(r') = \frac{m_\phi c^2}{\hbar} \sqrt{1 + \frac{\hbar}{m_\phi c^2} k(r')^2}. \] (10)

This leads to an important result of this paper: though the states $\Psi(r < r_{it}, t)$ are stationary by construction hence have a time-independent energy, their apparent energy depends on observer position even for co-moving observers. A similar result is obtained in the classical case and the position dependence of energy derives from the locality of SR and not specifically from QT.

### 2.3. Comparison to Free Particle States in Flat Space

In flat space vacuum, the stationary states are plane waves
\[ \psi_{pw}(r,t) \propto \exp \left[ ik \cdot r - i\omega t \right]. \] (11)

In this section we compare and draw analogies between these and our stationary states $\Psi(r,t)$ for expanding space. Firstly, both $\psi_{pw}$ and $\Psi$ oscillate periodically with time (c.f. Equation (4)), everywhere. In this section we approximate $\Psi(r,t)$ in a small region with extent $a \ll r_{it}$, and see that $\Psi(r,t)$

$^4$The zero-velocity condition is defined by and can be checked by the two observers through the exchange of a laser beam with known frequency. Zero velocity implies the laser has the same photon energy for both observers.
reduces to the form of a plane wave.

Consider a cubical volume of space with side $a$ and centered at the position $r_0$. The distance $a$ is assumed to be but small compared to $r_{H}$: $0 < a \ll r_{H}$. We define the offset coordinate $\delta r = r - r_0$ with $0 \leq \delta r \leq a$. Substituting into Equation (8), expanding in a Taylor's series about $\delta r = 0$, and keeping only the lowest order term in $\delta r$ we find

$$k(r_0) \cong \frac{m_0 c}{\hbar} \frac{r_0 / r_{H}}{\sqrt{1 - (r_0 / r_{H})^2}}.$$  (12)

Equation (12) is independent of observer position within the cube and defines a 1:1 correspondence between the stationary states $\Psi(r, t)$ in expanding space and $\psi_{PH}(r, t)$ in flat space; the former converges to the latter as $H_0 \to 0$.

Equation (12) is helpful for applications where we wish to propagate a given initial state forward in time. Suppose at $t = 0$ we are given an arbitrary wavefunction $\phi(r, 0)$ with support only a local region of space. To propagate this wavefunction forward in time, we perform the following transformations at $t = 0$:

$$\phi(r, 0) = \int_{-\infty}^{\infty} \phi(k) e^{ikr} dk \to \int_{-\infty}^{\infty} \tilde{\phi}(k(r_0)) e^{i(k(r_0))r} dk,$$

$$\to \int_{-\infty}^{\infty} \tilde{\phi}(r_0) \Psi(r - r_0, 0) dr_0.$$  (13)

The expansion on the right hand side can be propagated forward using the time dependence in Equation (6). Notice that this transformation takes an integral over momentum space and replaces it will an integral over real space. This is possible because there is a 1:1 correspondence between a specific momentum in flat space and the position of the center of mass in expanding space.

3. The Emergence of Spontaneous Localization

3.1. Quantization of Mass Uncertainty $\sigma_{\text{min}}$

The crucial element to complete this theory is to apply the boundary condition that the wavefunction must go to zero at the cosmic horizon. This condition is satisfied in the usual way: by constructing linear combinations of the unbounded wavefunctions that have the desired property. For example, the wavefunctions for a particle in a box are constructed by combining pairs of oppositely directed travelling waves into standing waves, enforcing nodes at the box edges.

Similarly, we demand that $\Psi(r, t)$ must go to zero at the cosmic horizon. If this were not the case, then an observer approaching the cosmic horizon (from the inside) would measure a divergent momentum and energy, $p, E \to \infty$. The behavior of the unbounded states Equation (5) at the cosmic horizon ($r \to r_{H}$)

$\text{This assumption is equivalent to enforcing a soft upper limit to particle kinetic energy. This is exactly what is observed for the most energetic particles (i.e. cosmic rays) in our universe. Although other processes such as scattering from cosmic microwave background photons place even more stringent limits on the maximum observed kinetic energy.}$
The only non-constant factor in the exponential is the rest mass. Thus, an integral over a range of rest masses achieves our boundary condition

$$\psi(r, m_0) \to \int_0^\infty a(m)\psi(r, m)\,dm,$$

where $a(m)$ represents the particle probability distribution as a function of rest mass. Because the mean rest mass $\bar{m}_0$ of elementary particles are fixed, for such particles we infer that $a(m)$ has a strong narrow peak at $m = m_0$. For the sake of this discussion, the detailed functional form of $a(m)$ is important to the exact value of $\delta m$ result within a factor of order 1, and this factor is not important for the main conclusions of this paper. As an example we choose $a(m)$ to be a top hat function centered at $m_0$ and having width $\delta m$:

$$a(m) = \frac{1}{\delta m} \quad \text{for} \quad \left[(m_0 - \delta m/2) < m < (m_0 + \delta m/2)\right],$$

and zero otherwise. Putting (16) into (15) and setting the result equal to zero at the cosmic horizon we obtain a quantization condition on the distribution parameter $\delta m$

$$\delta m = \frac{2\pi h}{cr_H n}, \quad n = 1, 2, 3, \cdots$$

which has a minimum value $\delta m_{\min}$ when $n = 1$. Later we will need the standard deviation of the distribution in (16), which is easily computed: $\sigma_{\min} = \sqrt{1/12}\delta m_{\min}$.

### 3.2. The Mass Quantum $\bar{m}_H$ and Its Uncertainty

Because the universe has finite extent, Equation (17) shows that the mass distribution width is $\delta m_{\min}$. This does not necessarily imply that the actual rest mass is quantized, as postulated below. But it does imply that no mass may be smaller than a minimum $\bar{m}_H$, dependent on the Hubble parameter. If we try to create a particle with nominal zero mass, its mass is still uniformly distributed over the range $\delta m_{\min}$, and the mean value of the smallest mass is

$$\bar{m}_H \equiv \delta m_{\min}/2 = \frac{\pi H_0}{c^2} = 5.1 \times 10^{-88} \text{ kg}$$

We shall call $\bar{m}_H$ the mass quantum and identify its “uncertainty” with the standard deviation $\sigma_H = \sqrt{1/12}\delta m_{\min} = 3^{-1/2}\bar{m}_H$. This is perhaps the most important result of this paper.

To further motivate the concept of a minimum mass, we turn to a semiclassical argument based on quantization of angular momentum. Consider a classical particle with relativistic mass $\gamma m_0 = m_{\text{rel}}$ executing circular motion with radius $r_{\text{max}}$. We set the angular momentum of this particle equal to the minimum, Planck’s value: $m_{\text{rel}}v_{\text{max}}r_{\text{max}} = h$. Given the maximum velocity is $c$, the minimum
value of the mass is \( m_{\text{gr, min}} = \frac{\hbar}{(c r_{\text{max}})^{\frac{1}{2}}} \). Letting \( r_{\text{max}} \to r_H \), we recover Equation (18) to within a factor of two. This argument reinforces the result of Equation (17). We see that the two ingredients for the existence of a mass quantum are 1) the quantization of angular momentum and 2) that the accessible universe has finite volume.

### 3.3. Uncertainty in Larger Masses

In the next step, we introduce a new theory postulate:

**Postulate:** every mass \( m_0 \) and its uncertainty can be modeled as the superposition of many mass quanta and their uncertainties.

We do not propose that particles are composed of many very small particles, only that mass is quantized. However, because the quanta are bosons, there is no conflict with multiple quanta residing in the same place at the same time.

We model any mass \( m_0 \) as a superposition of \( m_0 / m_H \) individual quanta all with the same center of mass. What uncertainty is associated with \( m_0 \)? To model uncertainty, we treat the mass of any individual quantum \( m_q \) as a random variable uniformly distributed in the range \((0 \leq m_q \leq \delta m_{\text{min}})\) with mean value \( m_H \). The central limit theorem \([13]\) then provides an estimate of the uncertainty in \( m_0 \):

\[
\sigma_{m_0} = \sqrt{N_{\text{quanta}}} \sigma_{m_H} = 3^{\frac{1}{12}} m_H \sigma_{m_H} .
\]  

(19)

When \( N_{\text{quanta}} \gg 1 \), the central limit theorem also gives us the shape of the probability distribution around the nominal mass \( m_0 \),

\[
P_{m_0}(m) \propto \pi^{-\frac{1}{2}} \exp \left[ -\frac{(m - m_0)^2}{\sigma_{m_0}^2} \right]
\]  

(20)

Equations (19) and (20) are another important result. They derive from the postulate that large masses can be treated as a superposition of mass quanta with known uncertainty.

### 3.4. Greater Localization for Larger Uncertainties

Because the value of \( \sigma_{m_H} \) is inversely proportional to the maximum allowed (Hubble) radius \( r_H \), it may be intuited that masses with larger uncertainty will be confined to smaller radii, hence smaller volumes. Inverting Equation (17) and replacing \( \delta m \to \sqrt{2} \sigma \), the radius of localization \( r_{\text{loc}} \) for a mass \( m_0 \) takes a particularly simple form:

\[
r_{\text{loc}} \approx \frac{\pi \hbar}{2 m_H c} ,
\]  

(21)

We note that for Equation (19) to be consistent with Equation (17), the number of quanta must be a perfect square, \( N_{\text{quanta}} = n^2 \), where \( n \) is an integer. This has no practical significance because ordinary masses are comprised of a very large number of quanta so a nearby perfect square value will always be well within the mass uncertainty.

It is notable that Herzenberg (Herzenberg 2006, 2009) derived a very similar localization distance with the same functional form as presented here:

\[
r_{\text{loc,Herzenberg}} \approx \frac{\pi \hbar}{2 m_H} ,
\]  

de despite the fact that Herzenberg used a derivation quite distinct from ours. This "coincidence" may be explained, since the geometry of expanding space is essentially the same in both papers.
As expected, the localization radius becomes infinite as $H_0 \to 0$, and it is inversely proportional to the square root of the rest mass. This means that the particle wavefunction is confined to a volume $\Omega(m_0)$ approximately equal to that of a sphere with radius $r_{loc}$:

$$r_{loc}(m_0) = \frac{2\pi h}{\sqrt{12\sigma m_0 c}} = \sqrt[3]{\frac{\pi h}{m_0 H_0}}$$

Statement (21) is quite general, and can be recovered exactly by reversing the derivation leading to Equation (17). *Equation (21) has no free parameters*, meaning that if it does not approximate observed reality, then the only option is to abandon it. There is no ambiguity. Comparisons of $r_{loc}$ (column 5) and estimates of the classical radius (column 4) for representative masses are given in Table 1.
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**Figure 2.** Plot of the enveloping function that multiplies the wavefunction in Figure 1 after localization has been applied. The curve at small radius has a Gaussian-like shape.

<table>
<thead>
<tr>
<th>Particle type</th>
<th>Mass $m_0$ (kg)</th>
<th>Density (kg/m³)</th>
<th>Classical Radius (meters)</th>
<th>$r_{loc}$ in steady-state universe $H_0 = 2.2\times10^{-18}$ s (meters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass quantum</td>
<td>$m_q = \frac{\hbar H_0}{c}$</td>
<td></td>
<td></td>
<td>5.1×10⁻⁶</td>
</tr>
<tr>
<td>“Dark matter particle” see text</td>
<td>$3\times10^{-28}$</td>
<td>-</td>
<td></td>
<td>1.4×10⁻⁶</td>
</tr>
<tr>
<td>Hydrogen atom</td>
<td>$1.67\times10^{-27}$</td>
<td>-</td>
<td></td>
<td>(200,000 LY)</td>
</tr>
<tr>
<td>Higgs boson</td>
<td>$2.2\times10^{-25}$</td>
<td>-</td>
<td></td>
<td>750,000</td>
</tr>
<tr>
<td>Mass for $r_{loc} = 1,\text{cm}$ (Lead)</td>
<td>$9.5\times10^{-12}$</td>
<td>11,340</td>
<td>$5.8\times10^{-7}$</td>
<td>65,000</td>
</tr>
<tr>
<td>1 kg water</td>
<td>1</td>
<td>1000</td>
<td>0.062</td>
<td>$3.08\times10^{-4}$</td>
</tr>
<tr>
<td>Total mass of universe</td>
<td>$1.99\times10^{26}$</td>
<td>$3\times10^{-30}$</td>
<td>$7.0\times10^9$</td>
<td>$2.2\times10^{-21}$</td>
</tr>
</tbody>
</table>
Assuming a spherical shape, we can invert Equation (21) to express the critical mass for crossover from quantum to classical behavior as a function of the material density \( \rho \)

\[
m_{0, \text{crossover}} = \left( \frac{16}{9} \right)^{1/5} \pi \rho^{2/5} \hbar^{3/5} H_0^{-3/5} \tag{22}
\]

The values of critical mass for a variety of materials are shown in Table 2.

**4. Discussion and Conclusions**

Ask a physicist about the size of an atom and she would probably describe the boundaries of the diffuse electron cloud surrounding the nucleus. But this is only half of the story. From another perspective, the atom is a point-like composite particle whose center of mass is described by another, different wavefunction. To obtain a complete description of the spatial distribution of just one of the bound electrons, we must convolve the atom’s center of mass wavefunction with the internal wavefunction of the electron about the nucleus. This paper focuses on the often-neglected center of mass wavefunction, specifically for a point-like composite boson with arbitrary mass.

This theory offers one explanation for why large objects appear to be perpetually localized in space. At this point we take a step back and consider the successes of localization theory.

We have quantized Hubble’s law and computed the stationary state wavefunctions in a steady-state universe that obeys Hubble’s law. We characterized those states for their position-dependent momentum and energy. We show how the limits of a finite universe give rise to a fundamental uncertainty in particle masses. We make quantitative predictions about spontaneous localization of massive particles which we associate with classical localization. We perform these tasks with a pure quantum theory that does not rely on general relativity. Localization theory is purely based on standard quantum mechanics and has no free parameters.

In further support of our theory that mass is quantized, we offer a second derivation of the mass quantum based on the Heisenberg uncertainty principle (Appendix 1).

<table>
<thead>
<tr>
<th>Material</th>
<th>Mass ( m_0 ) (kg)</th>
<th>Density (kg/m(^3))</th>
<th>Classical Radius (meters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical mass for average density of universe</td>
<td>( 1.7 \times 10^{-50} )</td>
<td>( 3 \times 10^{-29} )</td>
<td>350</td>
</tr>
<tr>
<td>Critical mass for Air</td>
<td>( 1.86 \times 10^{-9} )</td>
<td>1.225</td>
<td>1.04 \times 10^{-3}</td>
</tr>
<tr>
<td>Critical mass for a Styrofoam ball</td>
<td>( 8.20 \times 10^{-8} )</td>
<td>50</td>
<td>5 \times 10^{-4}</td>
</tr>
<tr>
<td>Critical mass for interstellar dust grain (amorphous SiO(_2))</td>
<td>( 3.59 \times 10^{-4} )</td>
<td>2000</td>
<td>2.4 \times 10^{-4}</td>
</tr>
<tr>
<td>Critical mass for neutron star density</td>
<td>( 0.01 )</td>
<td>10(^{27})</td>
<td>4 \times 10^{-7}</td>
</tr>
</tbody>
</table>

The critical mass for a variety of materials are shown in Table 2.

**Table 2.** Estimates of the critical mass and critical radius for various materials. The critical mass is crossover point from quantum behavior (for smaller mass) and classical behavior (for larger mass).
As an aside, we note the existence of a pseudopotential in flat space that reproduces the same stationary states as described here (outline of derivation presented in Appendix 3).

4.1. Consistency with Decoherence Theories of Spontaneous Quantum Collapse

The physical problem of classical localization in a quantum world has long been recognized as demonstrating an incompleteness of quantum theory. Most physicists would agree that the best current theory for classical localization comes from decoherence theory. Decoherence has been described as resulting from the inter-connectedness of all matter in the universe through the fundamental forces. No particle can ever be considered completely isolated, as illustrated by Zeh in [14] p. 27. “Borel (Borel 1914, pp. 27-35) showed long ago that even the gravitational effect resulting from shifting a small piece of rock as distant as Sirius by a few centimeters would completely change the microscopic state of a gas in a vessel here on earth within seconds after the retarded field of force had arrived.”

Connectedness means that the Hamiltonian of any subsystem expressed in terms of subsystem coordinates \( (q, p) \), also depends on the actual state of the entire universe or environment. That is,

\[
H_{\text{subsystem}} \rightarrow H_{\text{subsystem}}(q, p; q_{\text{env}}(t), p_{\text{env}}(t)), \quad \text{after Joos in [14] p. 35.}
\]

It is as if the system under study is constantly perturbed by collisions with a large number of very small virtual particles such as gravitons [15], generated by the finite temperature of the quantum vacuum state.

Some theories of spontaneous wavefunction collapse [16] address connectedness by adding a space- and time-dependent random factor to the Hamiltonian. We argue that the model presented here is consistent with such models, albeit with a different interpretation. We begin with a generalized Hamiltonian including spontaneous collapse

\[
H_{\text{General}}(q_i, p_i, t) \approx H_{\text{subsystem}}(q_{\text{sub}}, p_{\text{sub}}, t) + T_{\text{env}}(q_{\text{env}}, p_{\text{env}}, t)
\]

(23)

where \( T_{\text{env}} \) represents random perturbations in space and time. Averaging over many position and time realizations, we may replace \( T_{\text{env}} \) with its expectation value \( \langle T_{\text{env}}(q, p, t) \rangle \). Assuming these perturbations \( \delta E_f \) are small and linear, it is reasonable to assume their probability distribution [14] [17]

\[
P(\delta E_f) \approx \exp \left[-\frac{t^2}{\sigma_f} \times \prod_i \exp \left[-\frac{q_i^2}{\sigma_q^2} \right] \propto \pi^{-1/2} \exp \left[-\frac{\delta E_f^2}{\sigma_{\delta E_f}^2} \right] \right]
\]

(24)

In our localization theory, we find that the particle rest mass has an intrinsic uncertainty which can be described with additive term describing the distribution of possible rest masses (20). In the non-relativistic case these distributions have the same form as Equation (24) (referencing Equation (20)):

\[
P(\delta E_f) \propto P_{m_0} \left(\frac{mc^2}{E_f} \right)
\]

(25)

and the distributions remain similar even at relativistic energies. We conclude that in (some) decoherence theories of spontaneous collapse, the full Hamiltonian...
nian including system and environment will induce particle localization essentially indistinguishable from that of localization theory presented here.

While spontaneous collapse theory and the present theory can give rise to almost indistinguishable results, they derive from very different physics. The present theory has no free parameters while decoherence theory is adjusted to fit reality by careful choice of the free parameter $\sigma_{\delta r}$ (Equation (24)). Decoherence theory does not yet have a model to predict $\sigma_{\delta r}$ from first principles.

The present theory assumes a steady-state universe and does not address the very real mystery of wavefunction collapse. Conversely, spontaneous collapse theories presume that wavefunction collapse is the chief ingredient for particle localization.

Although the interpretation is different, we emphasize that our theory in no way invalidates the results of decoherence theory; the two theories can be made to be consistent. With the acceptance of our localization theory, the vast literature and most if not all the deductions of decoherence theory remain viable.

4.2. Blurring of Gravity

In a more speculative vein, we consider the potential effects of localization theory on gravitational interactions. Some theories of quantum gravity begin by assuming that a mass whose wavefunction is dispersed in space can be treated by classical general relativity with a continuous mass spatial distribution proportional to the probability density of the wavefunction. Not all theories include this assumption, but it seems like a reasonable place to start.

For small particles, localization theory also assumes a dispersed center of mass wavefunction with the localization radius of Equation (21). Consulting Table 1 for a solitary hydrogen atom isolated in vacuum, we predict its center of mass wavefunction is dispersed over a region $\sim 10^6$ meters in diameter. If this estimate is correct, then we expect the gravitational force between two hydrogen atoms to be essentially nil at microscopic distances. Hence the question, “what is the gravitational contribution to the binding energy of an isolated H$_2$ molecule in vacuum?” is answered by “none at all.” The gravity from a hydrogen atom can be approximated as that of a point particle only at distances greater than the radius of localization.

Indeed, suppose a scientist wishes to repeat Cavendish’s measurement of the gravitational constant $G$ using a tiny torsion balance and very small lead spheres, of order 1 micron in diameter. In Table 1 we see that the sphere’s radius of localization on the order of 1 centimeter. Thus, in very sensitive measurements where the spheres are separated by distances less than 1 cm, the apparent value of $G$ will be substantially smaller than its accepted value. Thus, localization theory makes a quantitative prediction of reduced gravitational attraction for very small separations which can, in principle, be compared with laboratory observations.

4.3. Final Remarks

This paper finds that classical localization of large masses is a direct result of the
expansion of space and is inversely related to the Hubble constant. This means that in a flat universe \((H_0 = 0)\) classical localization does not occur, in conflict with the predictions of decoherence theory. Localization theory and decoherence theory may both be true at once, but contemplation of this difference may lead to experiments that distinguish the two theories.

The original impetus for our development of localization theory was the intuition that Hubble expansion must have some detectable effect on the interaction between microscopic particles. We were further motivated by the intuitive conviction that quantum theory (QT) applies even to large “particles” like planets, and there should be a detectable effects of ordinary QT even over cosmological distances.

In a lighthearted closing, we note that localization theory may have something to say about dark matter. Observations show that dark matter tends to be confined on galactic scales, say 200,000 light years. If this confinement were explained by localization theory, it is possible to estimate the mass of a typical “dark matter particle,” and we do this in Table 1. The mass of such a small particle is on the order of \(10^{-58}\) kg.
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Appendix 1: Alternative Derivation/Extension of the Steady-State Theory to a Dynamic Universe

A1. Mass Uncertainty Based on Duration of Measurement

In very precise mass measurements, the energy-time uncertainty principle plays an important role. We consider a thought experiment where a scientist with a perfect scale wishes to weigh (find mass of) a single muon. After placing the muon and releasing the scale, she must wait a finite time for the scale to settle, and the accuracy of her measurement improves with increasing wait time. Even a perfect scale can never display the exact particle mass in a finite amount of time, because of Heisenberg’s uncertainty principle for time and energy, usually expressed as $\Delta E \Delta t \geq \frac{\hbar}{2}$. Since rest energy is proportional to mass, we may write

$$\sigma_{\text{min}} \Delta t \geq \frac{\hbar}{2c^2} \approx 5.87 \times 10^{-52} \text{ kg} \cdot \text{s}$$

Equation (25) is relevant to our thought experiment because the muon is unstable and spontaneously decays into lighter particles with an average lifetime of 2.2 μs. As she pursues higher accuracy, Equation (25) and muon decay places a fundamental limit on the uncertainty in her measurement; in this case $\sigma_{\mu} \frac{m_{\mu}}{c^2} \approx 1.4 \times 10^{-18}$. Even idealized mass measurements of single muons will show statistical fluctuations about the nominal muon mass with an uncertainty of $\sigma_{\mu}$. A simplistic interpretation of the uncertainty is that muons come in a random distribution of different mass values centered on the mean value.

This argument applies at all mass scales, from elementary particles to planets. Because no particle has ever existed longer than the age of the universe ($T = 13$ billion years), Equation (25) predicts that no particle mass may have an uncertainty smaller than $\sigma_{\text{min}} = 1.3 \times 10^{-69} \text{ kg}$. This is a lower limit for the mass indeterminacy since Equation (25) is an inequality.

In the theory of the main text, we computed the minimum mass uncertainty to be $\sigma_H = 2.94 \times 10^{-68} \text{ kg}$. In other words, the uncertainty $\sigma_H$ is indeed larger than the lower limit set by the uncertainty principle, by a factor of 22. We consider this level of agreement to be a success, and the result from the uncertainty principle supports the result from localization theory.

A2. Model of a Dynamic Universe

A still better estimate of $\sigma_{\text{min}}$ is derived for the dynamic universe in Figure 3. We model the dynamic universe as a homogeneous spherical region bounded on all sides by the cosmic horizon. This horizon is expanding at the speed of light and within its bounds the Hubble parameter is time dependent $H_0 \rightarrow H(t = T_0)$. The origin of the time axis is taken to be the time of the big bang and $T_0$ refers to the current epoch.

In the real universe, the value of the mass quantum might depend on the un-...
verse’ peculiar expansion history. However, we model the passage of time as a Markov chain of events, where the observed properties at time \( t \) depend only on the properties at the time \( t' \) immediately preceding \( t \). Since the separation between \( t \) and \( t' \) is infinitesimal, our model assumes that the current states of matter can be predicted using only current physics and current values of physical constants and their time derivatives. The Markov assumption is justified by its common usage in most domains of physics including pure quantum field theory and all classical physics.

Our perspective is that the dynamic properties of the universe can be modeled as if it was a linear extrapolation of current dynamics. Figure 3 makes a schematic comparison of our models of the steady-state and dynamic universe. In our dynamic universe, the Hubble parameter is equal to the inverse of the effective age of the universe; \( H (T_0 + \Delta t) = \frac{1}{\frac{T_0}{\Delta t}} \).

The time derivative of the Hubble parameter is only one part in \( 10^{-18} \) per second. We assume that this may be neglected over short periods of time, and the wavefunctions describing matter in the dynamic universe can be well approximated by the wavefunctions of the steady-state universe (Equations (4) and (5)), except with a time-dependent Hubble parameter. This permits us to carry over most of the results of the steady state theory.

Using \( H_0 = T_0^{-1} \) we may rewrite Equation (26)

\[
\sigma_{\text{min}} \geq \frac{h H_0}{2 \alpha^2} \tag{27}
\]

And with the replacement \( \sigma_{\text{min}} \to \sigma_H \), we write down the equation for the localization radius, \( r_{\text{loc,dynamic}} \) corresponding to Equation (21)

\[
r_{\text{loc,dynamic}} (m_0, T_0) \leq \sqrt{\frac{4 \pi^2 h}{m_0 H_0}}. \tag{28}
\]

![Figure 3. Schematic comparison of the two models of the universe discussed in this paper. On the left we have a steady-state universe where the cosmic horizon does not move with time. On the right, the universe comes into existence as a singularity and the cosmic horizon moves outward from that time at the speed of light.](image)
The right hand side of Equation (27) is larger than the steady state localization radius by a factor of $\sqrt{3\pi}$. Since Equation (27) is an inequality, the results for the dynamic universe are entirely consistent with those of the steady-state universe. Therefore, Equation (27) provides further support for localization theory as derived in the main paper.

**Appendix 2: Criticisms of the Derivation and Initial Responses**

**Single particle theory**

This theory describes only isolated particles and the concept of multi-particle interactions is not addressed. A quantum field version of the theory may solve this problem. For now, it is at least plausible to approximate particle-particle gravitational interactions assuming the particles are localized to begin with (see 4.2).

**Ambiguity in value of $\delta m$**

We remind the reader that in Equation (17) the width of the mass distribution $\delta m$ that satisfies the boundary condition is multi-valued, depending on the quantum number $n$. To estimate the minimum permitted mass, it is reasonable to choose the lowest quantum number $n = 1$. But other values are permissible for $\delta m$ and we ignore those solutions here. We note that with increasing quantum number, the value of $\delta m$ becomes more and more dependent on the exact choice of mass distribution function $a(m)$, and such ambiguities are minimized when $n = 1$.

**Ambiguity between Hubble constant and age of universe**

In our primary derivation, the universe is ageless, and localization derives from a nonzero Hubble constant. In our secondary derivation (Appendix 1), localization derives from the finite age of the universe. It is no coincidence that our dynamic universe’ age is equal to $H_0^{-1}$, but even so there is an ambiguity about the origins of mass quantization for the two models. In the steady-state model, mass uncertainty is caused by spatial localization of particles within cosmic horizon. In the dynamic theory, mass uncertainty comes from time localization inferred from the singularity of the big bang. A more complete theory will combine both effects.

**Choice of basis set for wavefunction expansion**

We have chosen to express generic particle states with a Huygens-like basis set of spherically symmetric functions $\Psi(r_{cm})$ with variable center of mass positions. We choose this basis for convenience of comparison with the $H_0 = 0$ plane wave states. However, direct integration shows that two functions $\Psi(r_1)$ and $\Psi(r_2)$ centered at different positions $r_1 \neq r_2$ are only approximately orthogonal.

A more natural basis would be a set of functions all centered at the same point and distinguished by three quantum numbers: $\Psi(n,l,m) = R_n(r)Y_l^m(\theta,\phi)$. The $Y_l^m(\theta,\phi)$ are spherical harmonics and the radial functions $R_n(r)$ are determined by boundary conditions. However correct this basis set may be, it is not so useful as a tool for understanding the stationary states. We leave the more exact derivation of a basis containing spherical harmonics to future work.
Use of Central Limit Theorem

The central limit theorem of statistics was derived for classical particles. Hence its application in Equation (19) relating to quantum particles may be dubious. We justify its use here based on an intuitive sense that it predicts the right behavioral trend, and in the end it provides a useful result that is consistent and explanatory for our universe. If nothing else, the comparison of theoretical predictions and experiments will either support or discredit our choice.

Wavefunction outside the cosmic horizon

Localization theory admits the possibility of a particle being detected at a point beyond the cosmic horizon \( r_H \). Yet we focus only on particle states confined within the cosmic horizon and negligible amplitude outside. The form of the wavefunction beyond \( r_H \) derived from Equation (3) is given numerically by \( \Psi \left( r \right) = Ae^{-3.67\times10^{10}m_{0}\sqrt{t_{0}\delta^{3}}^{2}} \), where \( \delta \) is the radial distance beyond \( r_H \). Even for the hydrogen atom, the \( e^{-1} \) decay distance is \( 4.7 \times 10^{-12}/m_{0}^{2} = 1.7 \times 10^{-58} \) m, which can be compared to the localization radius of the total mass of the universe, which is much larger \( 2.2 \times 10^{-23} \) m.

This provides some justification for neglecting the wavefunction outside, but the real particle distribution is entirely dependent on the initial conditions. These initial conditions were set at the moment of the big bang hence we know nothing about them. Thus, a fraction of the particles in the universe may lie outside (have support only outside) their own cosmic horizons. We intend to investigate this situation in a future paper, but we emphasize one key point. At the cosmic horizon, the wavefunction energy is infinite, and this acts as an impenetrable barrier for particles caught outside the horizon at \( t = 0 \). No physical interaction can push a particle from outside to inside, or vice versa. Thus, outside particles comprise a different state of matter as compared with inside particles. We conjecture that the (strong force, weak force) interactions between outside particles and inside particles are highly constrained. Only electronic and gravitational interactions would not suffer this restriction.

Appendix 3: Modeling \( H_0 > 0 \) with an Effective Potential

With an expression for \( \Psi \left( r,t \right) \) (Equations (4) and (5)), it is straightforward to derive an effective potential \( V \left( r,t \right) \) for a particle in flat space that gives the same solution as \( \Psi \left( r,t \right) \) when \( H_0 > 0 \). In flat space, the free states of a spin-zero boson are solutions of the Klein-Gordon equation, to which we add a fictitious potential

\[
\left[ \left( \frac{i \hbar}{\sqrt{c}} - V \left( r,t \right) \right)^{2} + \hbar^2 c^{2} \left( \frac{\partial^{2}}{\partial r^{2}} + \frac{\partial^{2}}{\partial r^{3}} \right) - m_{0}^{2} c^{4} \right] \Psi \left( r,t \right) = 0.
\]

Plugging the desired solution \( \Psi \left( r,t \right) \) into Equation (29) gives a second-order differential equation containing only derivatives of \( V \left( r,t \right) \), and where most of the terms are algebraic. This shows another advantage of our novel deduction of stationary states in expanding space: with an expression for the wavefunction, the derivation of effective potential is straightforward.
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