
Journal of Information Security, 2017, 8, 23-41 
http://www.scirp.org/journal/jis 

ISSN Online: 2153-1242 
ISSN Print: 2153-1234 

DOI: 10.4236/jis.2017.81003  December 29, 2016 

 
 
 

A Robust Chaos-Based Image Cryptosystem 
with an Improved Key Generator and Plain 
Image Sensitivity Mechanism 

Hidayet Oğraş1, Mustafa Türk2 

1Department of Electrical Education, Batman University, Batman, Turkey 
2Department of Electrical and Electronics Engineering, Firat University, Elazig, Turkey  

  
 
 

Abstract 
In this paper, we propose an effective gray image cryptosystem containing 
Arnold cat map for pixel permutation and an improved Logistic map for the 
generation of encryption keys to be used for pixel modification. Firstly, a new 
chaotic map is designed to show better performance than the standard one in 
terms of key space range, complexity and uniformity. Generated secret key is 
not only sensitive to the control parameters and initial condition of the im-
proved map but also strongly depend on the plain image characteristic which 
provides an effective resistance against statistical and differential attacks. Ad-
ditionally, to get higher encryption strength of the cryptosystem, both confu-
sion and diffusion processes are performed with different keys in every itera-
tions. Theoretical analysis and simulation results confirm that the proposed 
algorithm has superior security and effectively encrypts and decrypts the gray 
images as well. 
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1. Introduction 

With the rapid development of information technology and widely use of com-
puter networks, multimedia applications have become much more prevalent 
than the past. This situation creates security problems of transferring informa-
tion in communication network and thus, confidentiality of the information is 
becoming a serious issue nowadays. Among the multimedia information, digital 
image plays an important role in people’s daily life so the protection of visual 
information has become a major task. Encryption is an ordinary solution for the 

How to cite this paper: Oğraş, H. and 
Türk, M. (2017) A Robust Chaos-Based 
Image Cryptosystem with an Improved Key 
Generator and Plain Image Sensitivity Me- 
chanism. Journal of Information Security, 
8, 23-41. 
http://dx.doi.org/10.4236/jis.2017.81003 
 
Received: November 29, 2016 
Accepted: December 26, 2016 
Published: December 29, 2016 
 
Copyright © 2017 by authors and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

   
Open Access

http://www.scirp.org/journal/jis
http://dx.doi.org/10.4236/jis.2017.81003
http://www.scirp.org
http://dx.doi.org/10.4236/jis.2017.81003
http://creativecommons.org/licenses/by/4.0/


H. Oğraş, M. Türk 
 

24 

protection of information. Most of the available encryption methods such as 
DES (Data Encryption Standard), AES (Advanced Encryption Standard) and 
IDEA (International Data Encryption Algorithm) are typically used for text- 
structure data [1] [2] [3]. However, compared to text, digital images have some 
intrinsic features such as bulk data capacity, high redundancy and strong corre-
lation among adjacent pixels [4] [5]. Hence, these algorithms are not suitable for 
image encryption [1] [6] due to the requirement of much more processing pow-
er, bandwidth and longer time which causes low-level efficiency during encryp-
tion and decryption processes [7]. 

Chaotic systems have important properties of sensitivity to initial conditions 
and control parameters, pseudo-randomness and ergodicity [2] [8] [9], which 
meet Shannon’s requirements of confusion and diffusion in cryptography [10]. 
These characteristics make the chaotic systems a good candidate for data en-
cryption and create the phenomena of chaos-based cryptography. Many chaos- 
based image cryptosystems are proposed in this field recently [1]-[11]. However, 
some of them are successfully broken [12]-[17] due to their small key spaces and 
weakly secure encryption mechanisms. Among these weaknesses, the most se-
rious one is that the key element used in cryptosystem completely depends on 
the secret key which means that the same key is used to encrypt different plain 
images. This property allows the attacker to launch known-plaintext attack or 
chosen-plaintext attack for cryptanalysis. 

Discrete time chaotic systems have high efficiency comparing with the conti-
nuous time chaotic systems [18] and their implementations are very easy in 
software and hardware platforms. However, these systems have serious disad-
vantages of limited or discontinuous range of chaotic behaviors and generally 
show non-uniform data distribution of output [11]. Using such systems in a 
cryptosystem creates crucial drawbacks such as small key space, weak security 
and poor efficiency which threat the security of the whole cryptosystem. As a 
result, a new improved Logistic map has been designed to overcome these 
weaknesses. A good pseudo-random key generator should be a stochastic and 
supposed to generate uniform key that should be random, non-periodic and 
equally distributed as possible for an effective encryption [19]. Improved map is 
expected to provide these properties and demonstrates better performance than 
the standard one. 

The proposed cryptosystem utilizes Arnold Cat map (ACM) method that is 
used to transform all pixel positions of original image to their corresponding po-
sitions without changing their values. This part breaks the strong correlation of 
adjacent pixels and creates a confused image. In diffusion part, all pixels values 
are modified sequentially through a diffusion function as one pixel change can 
influences other pixels, which keeps high plain-text and cipher-text sensitivity. 
The rest of the paper is organized as follows: Section 2 gives brief overview of the 
standard Logistic map (SLM) with its dynamic defect. Section 3 introduces an 
improved Logistic map (ILM) with statistical analysis. In Section 4, the proposed 
cryptosystem is described in detail. Security and performance of the proposed 
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algorithm are analyzed in Section 5. Finally, the conclusions will be discussed in 
Section 6. 

2. Research Question 
Standard Logistic Map (SLM) 

Standard map is one of the simplest discrete systems that exhibit chaos and de-
fined by 

( )1 1n n nx r x x+ = ⋅ −                         (1) 

where 0 4r< ≤  is called control parameter and ( )0,1nx ∈ . When [ ]3.57, 4r∈ , 
then the map is in chaos state, which means that nx  is aperiodic, non-conver- 
gent and very sensitive to initial value 0x . However, some isolated values [20], 
such as 3.83r =  appear to show non-chaotic behavior that results neither uni-
form nor random output distribution. Additionally, SLM demonstrates perfect 
chaotic properties in the case of 4r =  only. In cryptographic manner, this sit-
uation reduces the key space if the control parameter is used as a key parameter. 
As a key generator, what should be done on SLM to overcome that issue? An 
improved Logistic map with larger key space will be designed and its all para-
meters should keep the system fully chaotic. 

3. Methodology 
3.1. Improved Logistic Map (ILM) 

We modify SLM by adding a new parameter to the map equation as the follow-
ing 

( )1 1n n nx x x pλ+ = ⋅ − +                       (2) 

where nx  values are restricted to the interval of ( ) ( )1 2, 1 2α α− +    and 
0 1α< < . In Equation (2), maximum point occurs at 0.5nx =  and its value is 
( )4 pλ + , while the minimum occurs at ( )1 2nx α= −  and its value is 

( ) ( )1 1 4 pλ α α⋅ − ⋅ + + . Thus, 

1 1 1
2 2 2

1
2 4

p

p

α α αλ

α λ

− − +   = ⋅ ⋅ +   
   

+
= +

                  (3) 

by solving the above equations, we get 4λ α=  and ( )2 2 2p α α α= + − . 
Substituting these into Equation (2), then we get, 

( )
1

4 1 1 1
2

n n
n

x x
x α

α+

⋅ − − +
= +                   (4) 

where the range of α  is limited by 1. To make larger key space, the interval of 
the α  must be increased. Hence, the following transformation is applied to the 
map which divides α  in the first term and spreads its range in the system. 

sα α⇒                               (5) 

Finally, we obtain the equation of ILM as 
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( )
1

4 1
2

n n
n

sx x s sx
s
α

α+

− − +
= +                    (6) 

where 1 sα< < . Now, nx  values are restricted to ,
2 2

s s
s s
α α− + 

  
. Here, s   

parameter must be always bigger than α , otherwise nx  values appear out of 
the range (0, 1). If sα = , then the improved map will become standard one 
again. Additionally, the closer α  to s  value, the bigger range of nx  occurs at 
output. We specify the relationship between s  and α  by the following equa-
tion. 

0s xα = −                            (7) 

Here, α  and s  are used as key parameters for the proposed cryptosystem 
and they are not limited to a finite value for ILM to be in chaos state, whereas in 
standard map the control parameter is limited to 4. 

3.2. Lyapunov and Bifurcation Analyses 

Lyapunov exponent states a checkable criterion for sensitivity to initial condi-
tions of a nonlinear dynamical system [20] and it is defined for discrete time 
systems by the following equation. 

( )
1

0

1lim ln
n

in i
f x

n
λ

−

→∞ =

′= ∑                      (8) 

A positive Lyapunov exponent indicates that the dynamical system is chaotic 
[21]. The behavior of a dynamical system from a fixed point to a chaos with re-
spect to its control parameter is given by a bifurcation diagram. Figure 1 shows  
 

 
(a)                                        (b) 

 
(c)                                        (d) 

Figure 1. (a) Bifurcation diagram of the SLM; (b) Bifurcation diagram of the ILM; (c) 
Lyapunov spectrum of SLM; (d) Lyapunov spectrum of ILM. 
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the Lyapunov spectrums and bifurcation diagrams of the SLM and ILM. Lyapu-
nov coefficients for ILM are always greater than or equal to the values of SLM 
which shows that ILM has better mixing property. Figure 1(a) and Figure 1(b) 
show the bifurcation diagrams of the SLM and ILM, respectively. In Figure 1(b), 
there are no free white spaces and the entire area is almost covered. More im-
portantly, all values of s can be used to build the key space. 

3.3. Randomness Analysis 

Randomness means the lack of predictability in a sequence of symbols [19]. We 
use NIST (National Institute of Standards and Technology) standard to evaluate 
the degree of randomness of the ILM outputs. NIST consists of fifteen tests [22] 
and each test produces a p-value which is a real number in [0, 1]. If p-value is 
greater than a predefined threshold, called significance level ( )0.01α = , then 
the statistical test is passed successfully and the generator is considered as ran-
dom with 99% confidence. In order to get sequential bit streams, the following 
transformation is applied to the output of the ILM. 

1, 0.5
0, 0.5

n
n

n

x
b

x
≥

=  <
                       (9) 

A threshold level of 0.5 is used to generate a bit value “1” or “0” for each nx . 
We randomly choose the system parameters as 999s =  and 0 0.009x =  in or-
der to obtain 1,000,000 bits to carry on NIST. The results are given in Table 1. 

According to the NIST result, it can be concluded that ILM is quite stochastic 
and generates chaotic sequences which has sufficient randomness. 
 
Table 1. Results of the NIST test. 

Test name p-value Result 

Frequency 0.9362 Success 

Block frequency 0.2736 Success 

Runs 0.1597 Success 

Long runs of ones 0.1484 Success 

Rank 0.6484 Success 

Spectral DFT 0.3684 Success 

Non-overlapping templates (m = 9; B = 000000001) 0.9320 Success 

Overlapping templates (m = 9) 0.8690 Success 

Universal (L = 7; Q = 1280) 0.3369 Success 

Linear complexity 0.0513 Success 

Serial-1 (m = 5) 0.9486 Success 

Serial-2 (m = 5) 0.9667 Success 

Approximate entropy (m = 5) 0.8972 Success 

Cumulative sums forward 0.5753 Success 

Cumulative sums reverse 0.6476 Success 

Random excursions (x = +1) 0.2995 Success 

Random excursions variant (x = −1) 0.6508 Success 



H. Oğraş, M. Türk 
 

28 

4. Proposed Cryptosystem 

Chaos-based image encryption systems are generally composed of two stages: 
replacement of pixels called confusion and modification of pixel values called 
diffusion [3] [5] [6]. The flowchart of the proposed cryptosystem is shown in 
Figure 2. 

4.1. Confusion Stage 

In an ordinary image, adjacent pixels have strong correlation. This strong corre-
lation need to be broken before encryption. Arnold Cat Map is an invertible dis-
crete system that will be used to rearrange the pixel positions of the plain image 
in a way that the adjacent pixels are far enough from each other. It is represented 
by 

1
mod

1
x p x

N
y q pq y
′     
=     ′ +     

                 (10) 

where (x, y) are the pixel position of the plain image with a size of N N×  and 
(x´, y´) is the corresponding pixel position. Control parameters of the map are p 
and q, which are positive integers and will be used as confusion key parameters. 
The inverse of ACM is determined by the following equation. 

1
mod

1
x pq p x

N
y q y

′+ −     
=     ′−     

                (11) 

ACM effectively changes all pixel positions as only linear transformation with 
simple mod function need to be performed. Furthermore, it has a characteristic 
of area-preserving which means that if it is iterated enough times, original image 
reappears. Shortly, ACM can be considered as a permutation method that fo-
cuses on the pixel position not the pixel value of the plain image. Hence, the 
cryptosystem requires a diffusion process to enhance the security. 
 

 
Figure 2. The flowchart of the proposed cryptosystem (a) Encryption scheme (b) De-
cryption scheme. 
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4.2. Diffusion Stage 

In a gray image, each pixel is represented by 8-bit in decimal range [0, 255]. Key 
must be same format with the pixel in the image to operate diffusion. However, 
the output of the ILM is a floating-point value. Thus, the following equation is 
used to obtain encryption key. 

( )( )9key mod round 10 , 256nx= ×                 (12) 

The proposed cryptosystem uses a sk parameter which is strongly depends on 
the pixel values and size of the plain image. It provides different keys even with 
the same parameters of the cryptosystem and defined by 

( ) { } ( )
1

11 normalized _ img max normalized _ img

plain _ imgnormalized _ img
256

N N i

i
sk

N

×

=

= − + +

=

∑
      (13) 

where normalized image has a size of 21 N×  pixels. This parameter is not a se-
cret key but will be used to generate different keys by modifying the initial value 
of the ILM as in Equation (14). 

( )0 0mod ,1X x sk= +                      (14) 

Diffusion is a process in which the pixel values of confused image are mod-
ified sequentially by mixing the encryption key. Diffusion operation used in the 
cryptosystem is given by 

( ) ( ) ( ) ( ) ( ){ }21 256 mod 256c i k i p i c i k i= ⊕ − − + +        (15) 

where ( )p i , ( )c i , ( )k i  and ( )1c i −  represent the current plain pixel, output 
cipher pixel, encryption key and the previous cipher pixel, respectively. Such a 
diffusion function is very efficient because simple modular arithmetic and logi-
cal operations can be performed in high speed. The current diffused pixel is de-
pend on the previous one, so a small change in the plain image will affect more 
than one pixel in the cipher image and reflects the diffusion to whole cipher im-
age. Here, we encode the first cipher pixel as 

( ) ( )( ){ }50 round 10 mod 256c skα= + ×             (16) 

and its value depends on s , 0x  and sk  parameters of the cryptosystem. In 
every iteration, a new sk is determined from the current cipher image, so ILM 
runs with similar parameter of s, but different initial value of 0x  which allows 
to produce different key for the next iteration of encryption. The proposed im-
age encryption is a symmetric algorithm which means that identical key is used 
for decryption process. The decryption algorithm is the reverse diffusion and de-
fined by 

( ) ( ) ( )( ) ( ) ( ){ }2 21 256 mod 256p i k i c i c i k i= ⊕ + − − +       (17) 

The confusion and diffusion processes complete the proposed image encryp-
tion structure. For instance, Lena image is encrypted by the proposed cryptosys-
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tem with a key of 98.765432s = , 0 0.123456x = , 7n = , 5p =  and 4q = . 
The result is shown in Figure 3. 

5. Security and Performance Analysis 
5.1. Key Space Analysis 

Key space size is the total number of different keys that can be used in a crypto-
system. For an ideal encryption algorithm, it should be larger than 1002  to 
make brute-force attack infeasible [6]. In the cryptosystem, the secret key para-
meters are 0 , , ,x s p q  and n . According to the IEEE (Institute of Electrical and 
Electronics Engineers) floating-point standard [2], the computational precision 
of the 64-bit double precision number is about 1510 . Number of iteration and 
each confusion parameter are 8-bit key. Hence, the total number of possible key 
is approximately, 

( )15 2 24 124key 10 2 2×= × ≈                    (18) 

which is sufficient to resist brute-force attack. 

5.2. Key Sensitivity Analysis 

Key sensitivity analysis can be observed in two aspects: (i) if slightly different 
keys are applied to encrypt the same images, then completely different cipher 
images should be produced; (ii) if a tiny difference exists in decryption key, then 
the cipher image could not be decrypted correctly. For the first key sensitivity 
analysis, a test plain of cameraman image is encrypted with a randomly chosen 
key of 98.765432s = , 0 0.123456x = . Then a slight change 610−  is applied to 
the one of the parameters with the other remains same, and repeats the encryp-
tion. The corresponding cipher images and the differential images are shown in 
Figure 4. The correlation coefficients between the cipher images are calculated 
and given in Table 2. 
 

 
(a)                       (b)                     (c) 

 
(d)                       (e)                        (f) 

Figure 3. The result of the proposed cryptosystem (a) Original Lena image; (b) Encrypted 
Lena image; (c) Decrypted image; (d) Histogram of (a); (e) Histogram of (b); (f) Histo-
gram of (c). 
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(a)                        (b)                          (c) 

 
(d)                        (e)                          (f) 

Figure 4. Key sensitivity in the first case: (a) Plain image; (b) Cipher image with 
98.765432s = , 0 0.123456x = ; (c) Cipher image with 98.765431s = , 0 0.123456x = ; 

(d) Differential image between (b) and (c); (e) Cipher image with 98.765432s = , 

0 0.123457x = ; (f) Differential image between (b) and (e). 

 
Table 2. Correlation coefficients between cipher images produced by slightly different 
keys. 

Figure 4 
Key 

Correlation 
coefficients between Sk 0x  n 

(b)-(c) 98.765431 0.123456 2 0.00403 

(b)-(e) 98.765432 0.123457 2 −0.00022 

 
In Table 2, the negative correlation means that for two cipher images, an in-

crease in one of them is associated with a decrease in the other. In order to ob-
serve the effect of sk in the cryptosystem, we use two Lena images that one of 
them has a central pixel difference and then proceed the encryption with same 
key parameters for both images. Graphical and numerical results are shown in 
Figure 5 and Table 3. 

The proposed cryptosystem should also be sensitive to p, q and n. Cipher im-
ages produced by slightly different keys are shown in Figure 6 and the correla-
tion coefficients for corresponding cipher images are given in Table 4. 

These results show that despite being a very small difference at all encryption 
keys, corresponding cipher images are completely different. For the second case, 
when a slightly different key is used in decryption, then the cipher image could 
not be decrypted correctly. Cipher Lena image in Figure 3(b) is used for second 
key sensitivity analysis and the result is shown in Figure 7. 

We conclude that the proposed cryptosystem is quite sensitive to all keys and 
can effectively resist differential attacks. 
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(a)                               (b) 

 
(c)                               (d) 

Figure 5. (a) Original Lena image; (b) Lena image with central pixel difference; (c) Ci-
pher Lena image; (d) Cipher Lena image with central pixel difference. 
 

 
(a)                    (b)                      (c) 

Figure 6. Key sensitivity in the first case: (a) Cipher image with 6p = , 4q = , 7n = ; (b) 
Cipher image with 5p = , 3q = , 7n = ; (c) Cipher image with 5p = , 4q = , 6n = . 
 

 
(a)                     (b)                      (c) 

Figure 7. Key sensitivity in the second case: (a) Wrong decrypted image with  
98.765433s = , 0 0.123456x = ; (b)Wrong decrypted image with 98.765432s = , 

0 0.123457x = ; (c) Correct decrypted image with 98.765432s = , 0 0.123456x = . 
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Table 3. Correlation coefficients between cipher images produced by slightly different 
keys. 

Figure 5 
Key Correlation  

coefficients 
between sk α  

(a) 10.402343 98.641976  

(b) 10.398437 98.641976  

(a)-(b)   0.999915 

(c)-(d)   0.004622 

 
Table 4. Correlation coefficients between cipher Lena images produced by slightly 
different keys. 

Figures 
Keys Figures  

between 

Correlation  
coefficients 

between p q n 

3(b) 5 4 7   

6(a) 6 4 7 3(b)-6(a) −0.0019 

6(b) 5 3 7 3(b)-6(b) 0.0028 

6(c) 5 4 6 3(b)-6(c) 0.0044 

5.3. Histogram Analysis 

In image processing, histogram is used to represent the distribution of the pixel 
values in an image. Equal probability of each pixel value creates a uniform his-
togram which is more robust against statistical attacks in terms of security [4]. 
Hence, the ideal histogram of a ciphered image should be fairly uniform and 
quite different from that of the plain image. The histograms of different plain 
images and corresponding cipher images produced by the proposed cryptosys-
tem are shown in Figure 8 and Figure 9, respectively. 

It is clear that the histograms of the cipher images are significantly different 
than the originals and uniformly distributed even the plain image is purely 
black. 

5.4. Information Entropy Analysis 

Information entropy is a measure of uncertainty associated with a random mes-
sage [2] [19]. The entropy of an information source with a length of N is deter-
mined by 

( ) ( ) ( )2
1

log
N

i i
i

H X p x p x
=

= − ⋅∑                 (19) 

where ( )H X  and ( )ip x  represent the information entropy in bits and the 
probability of symbol ix , respectively. Let us suppose a truly random source 
emitting 82  symbols as { }1 2 256, , ,S s s s= 

 with equal probability, then the 
entropy will be calculated to 8 which is an ideal result. For a practical informa-
tion source, its entropy value is smaller than the ideal one. Generally, the more 
uncertain or random source is, the more information entropy it will contain [4].  
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(a)                         (b)                          (c) 

 
(d)                         (e)                          (f) 

Figure 8. Histogram of different plain images: (a) Einstein; (b) Peppers; (c) Black; (d) 
Histogram of (a); (e) Histogram of (b); (f) Histogram of (c). 
 

 
(a)                    (b)                       (c) 

 
(d)                         (e)                          (f) 

Figure 9. Histogram of corresponding cipher images: (a) Cipher Einstein; (b) Cipher Pep-
pers; (c) Cipher Black; (d) Histogram of (a); (e) Histogram of (b); (f) Histogram of (c). 
 
Maximum entropy is achieved in the case of a uniform probability distribution. 
We randomly chose eight test images (Lena, Baboon, Frog, Goldhill, Cat, Land-
scape, Truck and Clown) which are available on Internet, to be used for entropy 
analysis. Then these images are encrypted using the proposed cryptosystem. The 
entropy results for the test images and corresponding cipher images are listed in 
Table 5. The reported average entropy result (Lena, Baboon, Frog, Goldhill, 
Truck, Clown) in [9] is 7.999327. In our scheme, using the same plain images in 
[9], the average entropy is calculated to 7.999461. 
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Table 5. Entropy results for the plain and corresponding cipher images. 

Test images Plain image Cipher image 

Lena 7.229783 7.999247 

Baboon 7.183162 7.999378 

Frog 6.994144 7.999255 

Goldhill 7.705715 7.999229 

Cat 7.206827 7.999833 

Landscape 7.353287 7.999815 

Truck 7.343335 7.999842 

Clown 7.766840 7.999813 

 
It is obvious that the entropies of the cipher images are very close to the ideal 

value, which means that the proposed algorithm is secure against entropy at-
tacks. 

5.5. Correlation Analysis 

A meaningful image has a property of strong correlation between adjacent pixels 
since its pixel values are close to each other. A cipher image with sufficiently low 
pixel correlation should be produced after the encryption. To evaluate the corre-
lation coefficients for all the pairs of the adjacent pixels in diagonal direction, the 
following formula is used 

( ) ( )

( ) ( )

1

2 2

1 1

N

i i
i

N N

i i
i i

x x y y
cc

x x y y

=

= =

− ⋅ −
=

   − ⋅ −   
   

∑

∑ ∑
               (20) 

where 
1

1 N

i
i

x x
N =

= ∑  and 
1

1 N

i
i

y y
N =

= ∑ . N defines the total number of pairs of  

diagonally adjacent pixels. The results of the correlation coefficients using four 
test images and their corresponding cipher images are given in Table 6. 

Figure 10(a) shows the diagonal correlation of the plain Lena image having a 
linear distribution, where the value of its adjacent pixel has a high correlation. 
On the contrary, correlation distribution of the cipher Lena is random where the 
value of a pixel and the value of its adjacent pixel have low correlation. They are 
scattered over the entire plain as shown in Figure 10(b). 

5.6. Differential Attack Analysis 

Generally, if only one pixel change in the plain image causes a significant change 
in the cipher image, then the image cryptosystem will resist the differential at-
tack efficiently. Two common approaches, namely, NPCR (Number of Pixels 
Change Rate) and UACI (Unified Average Changing Intensity) are used to test 
the influence of only one pixel change in the plain image over the whole cipher 
image. They are defined [11] as in Equations (21)-(23). 



H. Oğraş, M. Türk 
 

36 

 
(a)                                       (b) 

Figure 10. Correlation distribution of adjacent pixels: (a) Plain Lena image (b) Cipher 
Lena image. 
 
Table 6. Correlation coefficients diagonally. 

Test images Plain image Cipher image 

Flowers 0.89561 −0.00348 

Cameraman 0.89237 0.01957 

Liberty statue 0.95275 −0.02114 

Landscape 0.97320 0.01522 

 

( )
1 1

1NPCR , 100%
W H

i j
D i j

W H = =

 
= × ×  

∑∑                (21) 

where ( ),D i j  is defined as 

( )
( ) ( )
( ) ( )

1 2

1 2

0, if , ,
,

1, if , ,

C i j C i j
D i j

C i j C i j

== 
≠

                (22) 

( ) ( )1 2

1 1

, ,1UACI 100%
255

W H

i j

C i j C i j
W H = =

 −
= × 

×   
∑∑           (23) 

With W and H are the width and height of the cipher image. 1C , 2C  are the 
two cipher images corresponding to two plain images with only one pixel dif-
ference. NPCR measures how many pixels are different between two cipher im-
ages by using same encryption key. UACI is used to measure the average inten-
sity of differences between 1C  and 2C . NPCR and UACI values [3] for two 
random images, which are an expected estimates for an ideal image cryptosys-
tem should be 99.60%  and 33.46%  respectively. Lena test image is used to 
measure NPCR and UACI. Firstly, Lena is encrypted to 1C . Then, we have 
changed the gray value 96 of the pixel at ( )128,128  by 97 and the image with 
small change is encrypted to 2C . We present a comparison of a reference [9] 
and our result in Table 7. From the Table 7, the simulation results show that the 
NPCR and UACI performance of the proposed scheme can reach 99.62% and 
33.45% in the first iteration of encryption, respectively. On the other hand, other 
algorithm in [9] gets the close ideal value after 5 iterations. 

It is obvious that our proposed scheme is stable under NPCR and UACI anal-
ysis and highly sensitive at plain image even in the first iteration. 
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Table 7. Differential analysis of the proposed scheme. 

n 
Proposed scheme Reference [9] 

NPCR UACI NPCR UACI 

1 99.62 33.45 0.422 0.136 

2 99.55 33.51 81.19 27.38 

3 99.58 33.57 99.60 33.39 

4 99.63 33.44 99.59 33.47 

5 99.62 33.45 99.63 33.48 

5.7. Data Loss and Noise Attack Analysis 

A powerful image cryptosystem should resist data loss during transmission. 
Figure 11 shows a simulation result of the data loss attack. A test image of Li-
berty statue is first encrypted using the proposed algorithm. Then, generated ci-
pher image is applied with a data cut size of 50 50×  and decryption is per-
formed to the cipher image. According to the result, the decrypted image con-
tains most of the original information although there are limited data losses in 
cipher image. This result also demonstrates another important property of the 
pixels replacement in encryption. 

For noise attack analysis, Lena image is encrypted and then “Salt & Pepper” 
with 1% noise is added to create noisy encrypted image. The result of the noise 
attack is shown in Figure 12. As it is shown below, recovered image is highly 
similar to the original one. 

5.8. Encryption Speed Analysis 

In order to evaluate the running speed of the proposed cryptosystem, enough 
number of test images are encrypted. Then, we have analyzed the average en-
cryption/decryption rate of the proposed algorithm on Intel Core i7 3.4 GHz 
CPU with 4 GB RAM running on Windows 7 by using MATLAB 7.9 software. 
The average execution time for the results can be found in Table 8. 

5.9. Performance Comparison 

In this section, we will compare the performance of the SLM and ILM in the 
proposed cryptosystem with the same key parameters. The effects of these two 
maps on the cipher images will be evaluated under the same conditions. Histo-
gram, entropy and correlation coefficient analysis are performed for the corres-
ponding cipher images. Lena image is used for both encryption processes. Cryp-
tosystem-1 uses the SLM as a key generator with the parameters of 3.83r = , 

0 0.1x = , 5p = , 4q =  and 1n = . Cryptosystem-2 uses the ILM as a key ge-
nerator with the parameters of 3.83s = , 0 0.1x = , 5p = , 4q =  and 1n = . 
After the encryption, obtained histograms of the corresponding cipher images 
are shown in Figure 13. 

From the histogram results, it is obvious that the output of the Cryptosystem- 
1 is not as uniform as the Cryptosystem-2 and vulnerable to statistical attacks.  
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(a)                     (b)                 (c) 

Figure 11. Data loss analysis: (a) Original Libert statue image; (b) Cipher image with 
50 50×  data cut; (c) Decrypted image of (b). 
 

 
(a)                   (b)                     (c) 

Figure 12. Noise attack analysis: (a) Original Lena image; (b) Cipher image added with 
1%  “salt & pepper” noise; (c) Decrypted image of (b). 
 

 
(a)                                       (b) 

 
(c)                                       (d) 

Figure 13. Performance comparison: (a) Cipher Lena image from Cryptosystem-1; (b) 
Cipher Lena image from Cryptosystem-2 (c) Histogram of the cipher Lena image from 
Cryptosystem-1; (d) Histogram of the cipher Lena image from Cryptosystem-2. 
 

Entropy values and correlation coefficients between plain and cipher images are 
listed in Table 9. 

Visual and numerical results show that the positive contribution and validity 
of the ILM in the proposed cryptosystem.  
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Table 8. Differential analysis of the proposed scheme. 

Test images 
Average confusion & 
diffusion time (sec) 

Decryption 
time (sec) 

Encryption 
rate (Mbps) 

Decryption 
rate (Mbps) 

128 × 128 0.0211 0.0238 6.21 5.50 

256 × 256 0.0842 0.0947 6.22 5.53 

512 × 512 0.3368 0.3804 6.22 5.51 

1024 × 1024 1.3190 1.4869 6.35 5.64 

 
Table 9. Entropy and correlation coefficients analysis. 

 Cryptosystem-1 Cryptosystem-2 

Entropy 7.987539 7.999285 

Correlation Coefficient 0.01039 −0.00141 

6. Conclusion 

An efficient gray image cryptosystem based on chaos is proposed in this paper. 
The entire range of the control parameter of the improved map can be used to 
build the key space due to the having unlimited value of control parameter. A 
small change in the plain image or any parameters of the cryptosystem will pro-
vide totally different keys even with the same encryption key is used. Both con-
fusion and diffusion processes are iterated with different keys in order to get 
higher encryption strength of the cryptosystem. Security and performance anal-
ysis is performed numerically and visually. Both theoretical and simulation re-
sults are satisfactory and show that the proposed cryptosystem is highly secure 
thanks to its large key space, high sensitivity to the encryption keys and plain 
images. The implementation of the proposed cryptosystem using a digital hard-
ware is possible direction for our future work. 
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