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ABSTRACT 

Support vector machine (SVM) has become an increasingly popular tool for machine learning tasks involving classifi-
cation. In this paper, we present a simple and effective method of detect and classify hard exudates. Automatic detection 
of hard exudates from retinal images is worth-studying problem since hard exudates are associated with diabetic reti-
nopathy and have been found to be one of the most prevalent earliest signs of retinopathy. The algorithm is based on 
Discrete Cosine Transform (DCT) analysis and SVM makes use of color information to perform the classification of 
retinal exudates. We prospectively assessed the algorithm performance using a database containing 1200 retinal images 
with variable color, brightness, and quality. Results of the proposed system can achieve a diagnostic accuracy with 
97.0% sensitivity and 98.7% specificity for the identification of images containing any evidence of retinopathy. 
 
Keywords: Hard Exudates; Diabetic Retinal; Support Vector Machine; Discrete Cosine Transform 

1. Introduction 

Diabetic retinopathy (DR) is the most common cause of 
blindness and vision defects in developed countries [1]. 
Due to its prevalence and clinical significance the re- 
search community has attempted to improve its diagnosis 
and treatment by developing algorithms to perform reti- 
nal image analysis, fundus image enhancement [2-4], and 
monitoring [5]. Of special significance is automatic im- 
age analysis algorithms designed to detect hard exudates 
(HEs) [6]. Early detection enables laser therapy to be 
performed to prevent or delay visual loss and may be 
used to encourage improvement in diabetic control. Cur- 
rent methods of detection and assessment of diabetic 
retinopathy are manual, expensive and require traine- 
dophthalmologists. Exudates are one of the primary signs 
of diabetic retinopathy [7,8]. Automatic exudates detec- 
tion would be helpful for diabetic retinopathy screening 
process. 

The eye is an organ associated with vision. The eye is 
housed in a socket of bone called the orbit and is pro- 
tected from the external air by the eyelids [9]. A cross 
section of the eye is shown in Figure 1. Light entering 
the eye through the pupil is focused on the retina. The 
retina is a multi-layered sensory tissue that lines the back  

of the eye. It contains millions of photoreceptors that 
capture light rays and convert them into electrical im- 
pulses [10]. These impulses travel along the optic nerve 
to the brain where they are turned into images. In a nor- 
mal FI, the optic disk is brighter than any part of the ret- 
ina and is normally circular in shape. It is also the entry 
and exit point for nerves entering and leaving the retina 
to and from the brain. A typical retina fundus image 
looks like the one shown in Figure 2. The bright optic 
disc and the vascular network can clearly be seen in the 
image. 

The paper is organized as follows. Section 2 provides 
a related work on diabetic retinal exudates. The tech- 
nique uses Discrete Cosine Transform (DCT) and Fast 
Fourier Transform (FFT) to create feature vector for ret- 
ina images in Section 3, and diabetic retinal classification 
by color histogram clustering technique and SVM in 
Section 4. Finally, Section 5 presents the results and dis- 
cussion of the experiments that have been conducted to 
compare the performance of the diabetic retinal exudates 
based on SVM and traditional methods. 

2. Related Works 

Automatic exudates detection would be helpful for dia-  
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Figure 1. Cross sectional diagram of human eye [1]. 
 

 

Figure 2. Retinal fundus image. 
 
betic retinopathy screening process. Gardner et al. pro- 
posed an automatic detection of diabetic retinopathy us- 
ing an artificial neural network. The exudates are identi- 
fied from grey level images and the fundus image is ana- 
lyzed using a back propagation neural network. The clas- 
sification of a 20 × 20 region is used instead of a pixel- 
level classification [11]. 

In the preprocessing step, adaptive, local, contrast en- 
hancement is applied. The optic disc, blood vessels and 
fovea detection are also localized [12]. Wang et al. used 
color features on a Bayesian statistical classifier to clas- 
sify each pixel into lesion or non-lesion classes [13]. 
Huiqi Li et al. proposed an exudates extraction technique 
by using a combination of region growing and edge de- 
tection techniques. The optic disc is also detected by 
Principal Component Analysis (PCA). The shape of the 
optic disc is detected using a modified active shape 
model [14]. Usher et al. detected the candidate exudates 
region by using a combination of RRGS and adaptive 
intensity thresholding [15]. 

Goh et al. used the minimum distance discriminated to 
detect the exudates. The spectrum feature center of exu-  

dates and background are computed and then the distance 
from each pixel to class center is calculated. The pixel is 
classified as exudate if it falls within the minimum dis- 
tance [16]. Ege et al. used a median filter to remove 
noise. Bright lesions and dark lesions are separated by 
thresholding. A region growing algorithm is used to lo- 
cate exudates. Bayesian, Mahalanobis and K-Nearest 
Neighbor classifier were tested. From these experiments, 
the Mahalanobis classifier was shown to yield the best 
results [17]. The comparative exudate classification using 
Support Vector Machines (SVM) and neural networks 
was also applied. They showed that SVM are more prac- 
tical than the other approaches [18]. 

Many techniques have been performed for exudate 
detection, but they have limitations. Poor quality images 
affect the separation result of bright and dark lesions us- 
ing thresholding and exudate feature extraction using the 
RRGS algorithm, while other classification techniques 
require intensive computing power for training and clas- 
sification. Furthermore, based on experimental work re- 
port in the previous work, most of techniques mentioned 
above worked on images taken when the patient had di- 
lated pupils. Good quality retinal images with large fields 
that are clear enough to show retinal detail are required 
to achieve good algorithm performance. Low quality 
images (non-uniform illumination, low contrast, blurred 
or faint images) do not give good results even when en- 
hancement processes are included. The examination time 
and effect on the patient could be reduced if the auto- 
mated system could succeed on non-dilated pupils. 

Tang et al. [19] used watershed algorithm for segmen- 
tation of splats, a collection of pixels with similar color 
and spatial location. The connected vasculatures were re- 
moved by automated vessels segmentation method. The 
KNN classifier was applied with 42 features in training 
and reduced to 7 features using forward feature selection 
method in testing stage. A set of 20 images from DRIVE 
database [20] was used for training and then 1200 images 
from MESSIDOR database [21] are used in testing. 

Zhang and Chutatape [22] proposed the bottom-up 
strategy to detection of bright lesions and the top-down 
strategy in dark lesions detection. In hemorrhage detec- 
tion, hemorrhages are located in the ROI firstly by cal- 
culating the evidence value of every pixel using SVM. 
The kernel PCA and PCA are used to selection features. 
SVM Classifier with kernel yields 90.6% true positive 
while PCA is 89.1%. 

3. Feature Extraction 

In this section we applied the stages of preprocessing that 
describe in [23]. Figure 3 shown the steps of segmenta- 
tion and enhancement retina image. We asked ophthal- 
mologists how to identify exudates in an image so that  
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Figure 3. The segmentation method and enhancement (a) 
Original image; (b) Enhanced image; (c) Binary image; (d) 
Thinned and separated vassals image. 
 
our feature selection would reflex “ophthalmologists” 
expertise. We found that color, shape and texture are 
among those top features they looked at. To differentiate 
exudates pixels from non-exudates pixels, we attempt to 
mimic ophthalmologist expertise by extracting these re- 
levant and significant features. Features are empirically 
selected and used as input for SVM clustering. 

3.1. Feature Extraction and Analysis Using DCT 

The most commonly employed method of feature extrac-
tion is the Crossing Number (CN), with comparison with 
other methods which are based on Fourier transform of 
retinal images and Two-dimensional Wavelet Transform 
[24] more efficient. The concept this method involves is 
the use of the skeleton image where the ridge flow pat- 
tern is eight-connected. 

The landmarks are extracted by scanning the local 
neighborhood of each ridge pixel in the image using a 3 × 
3 window. The CN value is then computed, which is de-
fined as half the sum of the differences between pairs of 
adjacent pixels in the eight-neighborhoods. Using the 
properties of the CN, shown in Table 1, the ridge pixel 
can then be classified as a ridge ending, bifurcation or 
non-minutiae point. For example, a vascular pixel with a 
CN of one corresponds to a ridge ending, and a CN of 
three corresponds to a bifurcation. 

Identification of diabetic retinal in digital color images 
is made through the frequency domain instead of the tra- 
ditional spatial domain. The FFT and DCT transforms 
are chosen for diabetic retinal exudates image fingerprint 
analysis. Fourier transform plays a vital role in image 
processing applications. It contains most of the informa-  

Table 1. Properties of the crossing number. 

CN Property 

0 Isolated point 

1 Ridge ending point 

2 Continuing ridge point 

3 Bifurcation point 

4 Crossing point 

 
tion in the spatial domain image. DCT transforms an 
image from the spatial domain to the frequency domain 
and provides a better approximation of the image. DCT 
transforms a set of data that is sampled at a given sam- 
pling frequency to frequency components. The funda- 
mental frequencies of these transformations are used to 
identify the infected or uninfected. The two FFT pair 
dimension is given as: 
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The discrete cosine transform (DCT) is a Fourier-re- 
lated transform similar to the Discrete Fourier Transform 
(DFT), but using only real numbers. The equation for the 
two-dimensional DCT is 
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The two dimension DCT is computed by applying one 
dimension DCT (vertically) to columns and the resulting 
vertical DCT is applied with one DCT (horizontally). 
Then an SVM classifier is employed to classify infected 
or uninfected vessels in the diabetic retinal exudates im- 
ages. 

3.2. Principal Component Analysis (PCA) [26] 

Once a database of images of diabetic retinal is obtained, 
a test print can be recognized by comparing a set of 
unique characteristics like the ridge density or the num- 
ber of broken ridges. These characteristics are called the 
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principal components or eigenvalues. These eigenval- 
ues can be obtained by principal component analysis. 
Every original print transforms into an Eigen value and 
the print can be reconstructed by combining these Eigen 
values. Principal component analysis involves the steps 
of prediction, redundancy removal, feature extraction and 
data compression. Also (PCA) is a very well-known ap- 
proach for reducing the dimensionality of data. For ap- 
plying PCA to images, the image is first represented as a 
column of vectors. A matrix is formed by concatenating 
the column of training set images. Let this matrix be X , 

 1 2 nX x x x , 
Where ix  is the ith column vector representing the ith 

training image. Then, the mean is subtracted from each 
column and the covariance matrix is computed. Let the 
mean image be: 

1

1 n

i
i

x x
n 

   
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The covariance matrix  Q
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Finally, eigenvalue decomposition is performed to find 
the highest ranking (based on eigenvalues) eigenvectors. 
These vectors, known as principal components span the 
low dimensional subspace. Out of these eigenvectors m 
most significant vectors are chosen, let these vectors be 
 1 2 me e e . The value of m is chosen by considering the 
cumulative sum of the eigenvalues. The features of an 
image x is then computed by projecting it onto the space 
spanned by the eigenvectors as follows  
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T

mg e e e xx   

where g is an m dimensional vector of features. This fea- 
ture vector g is used during training and classification. 

4. Color Histogram Clustering Technique 

Color histogram thresholding is used to detect exudates. 
This is done by splitting the color fundus image into a 
number of overlapping blocks. Thresholding is done to 
detect exudates [27]. Accurate choice of threshold value 
can be used to differentiate between hard and soft exu- 
dates. The characteristics of the histogram are observed 
for each non overlapping block. It is seen that the histo- 
gram of the blocks containing exudates ranges approxi- 
mately between 90 and 175, whereas the histogram of the 
blocks not containing exudates ranges between 0 to 160 
as shown in Figures 4 and 5. 

Diabetic Retinal Classification by SVM 

Support Vector Machines (SVMs) are classifiers that con-  

 

Figure 4. Histogram of block containing exudates. 
 

 

Figure 5. Histogram of block not containing exudates. 
 
struct a maximal separating hyper plane between two 
classes so that the classification error is minimized. For 
linearly no separable data the input is mapped to high- 
dimensional feature space where they can be separated 
by a hyper plane. This projection into high-dimensional 
feature space is efficiently performed by using kernels. 
For instance-label pair  ,i ix y  with  , 1 ,n

i ix y   1  
for 1 i n   where n is the number of instances, the 
following optimization problem needs to be solved for 
SVMs 
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In the above equation,  is decision hyperplane 
normal vector, C is the penalty parameter for error term 
and 

w

  maps a traininginstance ix  to higher dimen- 
sional space. The kernel K is defined as: 
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T

i j i jK x x x x    

In this paper, a Radial Basis Function (RBF) kernel 
was used. RBF is defined as: 

   2
, ex ,p 0i j i jK x x x x      

Copyright © 2013 SciRes.                                                                                JILSA 



Identification of Diabetic Retinal Exudates in Digital Color Images Using Support Vector Machine 139

where   is kernel parameter, the spread of a therefore 
in the above formulation there are two parameters, C 
and   to control the performance of the classifier 
[28,29]. 

5. Experimental 

Figure 6(a) shows a sample original image from ten 
normotensive images. Figure 6(b) shows the segmenta- 
tion image of the original image (a). Figure 6(c) shows the 
thinning of image (b). Figure 6(d) shows the detection 
results of number of terminal, number of bifurcation and 
number crossover landmarks points in image (c). 

In evaluating the accuracy and appropriateness of the 
proposed technique in detecting BPs and CPs from FI, 
the proposed techniques have been applied to two pub- 
licly available FI databases, namely the Stare databases 
[22]. A performance evaluation of the proposed method 
has been done with the help of receiver operating char- 
acteristics (ROC). Other methods have also been inves- 
tigated for both of the image databases for comparison. 

Below are some of the used acronyms and the set of 
mathematical definitions [30-32] used in the analysis. 
The performance of the proposed algorithm is tested in 
terms of True positive detections (TP), (TN) true nega- 
tive detections, (FP) false positive detections, (FN) false 
negative detections, (ToP) total positives (manually 
counted from the image), (MP) missed points, (PR) pre- 
cision (accuracy), (FR) false activation rate, (TR) true 
positive rate, (SN) sensitivity, (MR) missed rate and (FR)  
 

 
(a)                      (b) 

 
(c)                      (d) 

Figure 6. (a) The normotensive original image; (b) the seg-
mentation image; (c) the thinning image; (d) the detection 
of landmarks points in image (c). 

false activation rate. 
True positive (TP) indicates that the patient suffers 

from the disease and test result was also positive, false 
positive (FP) indicates that the patient does not suffer 
from the disease and was diagnosed as positive, true 
negative (TN) indicates that the patient does not suffer 
from the disease and was diagnosed as negative, false 
negative (FN) indicates that the patient suffers from the 
disease but diagnosed as negative. These metrics are 
given as 

TP
PR

TP FP



; 

FP
FR

PT
 ; 

TP
TR

ToP
 ; 

 and 
TP FN

SN MR
TP FN ToP

 


 

The sum of the true positive and false negative rate is 
the number of patients suffering from the disease. And 
the sum of true negative and false positive is the number 
of patients not suffering from the disease. Sensitivity is 
the measure of percentage of cases detected and specific- 
ity is the measure of correctly classified healthy persons. 
In addition, performance of algorithm was measured with 
receiver operating characteristics (ROC) curves. The 
ROC curve plots the sensitivity against specificity of a 
system. ROC is an indication of the capability of a sys- 
tem to distinguish those images containing diabetic reti- 
nopathyand normal images. Figure 7 shown the ROC 
curves performance on database. 

Results obtained from the application of other methods 
and the proposed method on FIs contained in the Stare 
databases [26] are shown in Tables 2-5. Each of tables 
contains results for one of the four techniques. 

Results shows using of DCT for feature sets extracted, 
and each of this feature set is presented to all the SVM 
classifiers. The results demonstrate that high recognition 
accuracy can be achieved using DCT + SVM approach 
for other methods recognition. 
 

 

Figure 7. ROC curves: Image level performance on data- 
base. 
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Table 2. The ROC produced by the SCN for stare database [26]. 

Details SCN detection analysis ROC 

No ToP SCN TP FP FN PR FR TR SN 

Image 1 101 120 101 19 0 0.84 0.19 1.00 1.00 

Image 2 99 115 99 16 0 0.86 0.16 1.00 1.00 

Image 3 66 74 60 11 3 0.85 0.17 0.95 0.95 

Image 4 61 72 60 12 1 0.83 0.19 0.98 0.98 

Image 5 98 114 98 16 0 0.86 0.16 1.00 1.00 

 
Table 3. The ROC produced by the MCN for stare database [26]. 

Details MCN detection analysis ROC 

No ToP MCN TP FP FN PR FR TR SN 

Image 1 101 117 97 20 4 0.83 0.19 0.96 0.96 

Image 2 99 110 99 11 0 0.90 0.11 1.00 1.00 

Image 3 66 74 62 12 4 0.84 0.18 0.94 0.94 

Image 4 61 72 59 10 2 0.86 0.16 0.97 0.97 

Image 5 98 100 93 7 5 0.93 0.07 0.95 0.95 

 
Table 4. The ROC produced by GAVCC for stare database. 

Details Chain code detection analysis ROC 

No ToP GAVCC[26] TP FP FN PR FR TR SN 

Image 1 101 101 100 1 1 0.99 0.01 0.99 0.99 

Image 2 99 102 100 4 0 0.96 0.04 1.00 1.00 

Image 3 66 60 62 2 5 0.96 0.04 0.93 0.93 

Image 4 61 66 60 7 0 0.89 0.11 0.98 1.00 

Image 5 98 99 99 3 0 0.97 0.03 1.00 1.00 

 
Table 5. The ROC produced by the proposed method for stare database [26]. 

Details DCT detection analysis ROC 

No ToP DCT TP FP FN PR FR TR SN 

Image 1 101 101 100 1 1 0.99 0.01 0.99 0.99 

Image 2 99 102 100 4 0 0.96 0.04 1.00 1.00 

Image 3 66 60 62 2 5 0.95 0.03 0.93 0.93 

Image 4 61 66 60 7 0 0.91 0.09 0.98 1.00 

Image 5 98 99 99 3 0 0.98 0.02 1.00 1.00 

 
The proposed method tends to reduce the FR without a 

simultaneous reduction in PR and TR by making use of 
the SCN and MCN methods in detecting candidate BPs 
and CPs. Results obtained with the CCN method are 
shown in Tables 2 and 3 for the same five images for 
which the SCN, MCN and chain code based genetic al- 
gorithm results are shown in Table 4. Table 5 shows 
improving algorithm with DCT with SVM is more effi- 
cient but the execution time is very high. 

6. Conclusion 

Blood vessels in ophthalmoscope images play an impor- 
tant role in the diagnosis of some serious pathology on 
retinal images. Hence, accurate extraction of vessels is 
becoming a main topic in this research area. This paper 
presents an approach based on (DCT) analysis and (SVM) 
makes use of color information to perform the classifica- 
tion of retinal exudates. We prospectively assessed the  
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algorithm performance using a database containing 1200 
retinal images with variable color, brightness, and quality. 
Results of the proposed system can achieve a diagnostic 
accuracy with 97.0% sensitivity and 98.7% specificity 
for the identification of images containing any evidence 
of retinopathy. 
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