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Abstract 
Artificial Intelligence (AI) technologies have intentionally and unintentional-
ly been used to spread false information on all different types of subjects. 
Throughout the COVID-19 pandemic, there was a pool of different informa-
tion that was being presented to the public, a lot of it contradicting one 
another. False information spreads regardless of whether there is intent to 
mislead or misinform whereas AI is not able to decipher what type of infor-
mation it is pushing to the public is correct and what is not. This mass spread 
of information through online platforms has been coined as an Infodemic 
where it is considered a massive volume of information, both online and of-
fline. It includes deliberate attempts to disseminate false information to un-
dermine the public health response and advance alternative agendas of groups 
or individuals. An infodemic can be incredibly dangerous to society greatly 
affecting the ability of communities, societies, and countries to control and 
stop the pandemic due to the abundance of different information in combat-
ing the health crisis. This article assesses and evaluates the role of Artificial 
Intelligence (AI) technologies in helping to spread disinformation during the 
COVID-19 pandemic. It reviews and evaluates the information curation in 
modern media, the relationship between AI and disinformation, and the chal-
lenges of disinformation campaigns. It further outlines the impact of social 
media platforms on infodemic and their influence in spreading disinforma-
tion during the COVID-19 pandemic. This article analyzes several data min-
ing studies that used different machine learning techniques to identify the in-
fluence of disinformation tactics on the COVID-19 pandemic associated with 
the Twitter platform. It further continues exploring the investigation of the 
number of influential tweets, the type of users, the levels of credibility of URLs, 
and the type and effect of social media bots. Finally, the authors assess and 
conclude how disinformation is widely prevalent throughout social media dur-
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ing the COVID-19 pandemic as well as illustrate the surveys that categorize 
the prevalence of users involved in the conversation about disinformation se-
parated by country including the percentage of users posting tweets and ret-
weeting news URLs, and the future work in combating the rapid disinforma-
tion campaigns and their ethical implication impact. 
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1. Introduction 

The fourth industrial revolution1 has shaped the integration and interaction of 
different information and communication technologies in merging cyber, phys-
ical, and social infrastructure. Recent progress in the development of Artificial 
Intelligence (AI) has been immense and is growing exponentially to tackle tech-
nical and socio-economic challenges. AI solutions have enormous potential to 
accelerate the progress and influence the evolution of smart, sustainable, and 
guarantee stability to develop the communities’ standards. AI is a technology that 
is here to make our lives easier to perform tasks more efficiently than any hu-
man could do however, on the other side of the token it is not advanced enough 
yet to be completing tasks that involve reasoning, real-world knowledge, and so-
cial interaction [1]. Therefore, AI technologies can potentially contribute inten-
tionally and unintentionally in spreading false information on all different types 
of subjects. Throughout the COVID-19 pandemic, there was a vast information 
that was being presented to the public, a lot of it contradicting one another. False 
information spreads regardless of whether there is intent to mislead or misin-
form whereas AI is not able to decipher what type of information it is pushing to 
the public is correct and what is not. It is broadly defined the information activi-
ties2 into three distinct types: Mis-, Dis-, Malinformation (MDM). Misinforma-
tion refers to unintentionally created and shared to misleads without any intent 
of causing harm. Whereas, disinformation is deliberately created, crafted, and 
shared with the intent to deceive, mislead, harm, or manipulate a recipient, so-
cial group, organization, or country. The malinformation is derived from fact to 
weaponize sabotage, harm, manipulate, or mislead. MDM manipulates and shapes 
public opinion and undermines trust in the authenticity of the information. 
Consequently, these activities are used to cause chaos, confusion, and division in 
democracy as well as national cohesiveness. Since the beginning of the COVID-19 
pandemic, social media was the primary platform that spread information on 
how to be safe and connected. However, it turned into a global problem as AI 
algorithms lack deciphering and differentiating between factual and false infor-
mation. This ushered in what has now been coined by the WHO (World Health 

 

 

1https://www.foreignaffairs.com/articles/2015-12-12/fourth-industrial-revolution. 
2CISA—https://www.cisa.gov/mdm. 
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Organization)3 as an infodemic (information pandemic). Infodemic is defined as 
“an overabundance of information—some accurate and some not—that makes it 
hard for people to find trustworthy sources and reliable guidance when they 
need it” 4. Although infodemic is amplified and crafted by social media with the 
help of AI to spread Mis-, Dis-, Misinformation, only disinformation with a ma-
nipulative character has been considered a threat that must be tackled. In the in-
itial stages of COVID-19 pandemic, a survey [2] was conducted among residents 
of Central Pennsylvania about their knowledge of the pandemic and how to 
properly slow the spread of the virus. It concluded that the residents were wor-
ried and overwhelmed by the abundance of information and the mixed messag-
es. The point of this survey was to determine if the public had adequate know-
ledge about the coronavirus, where they were receiving their information, how 
willing they were to comply with public health recommendations, and their level 
of trust in different information sources. This survey found that 4 out of 5 
people had adequate knowledge about the pandemic but many of those people 
who had that knowledge still commented that they feel they do not know 
enough about how to manage symptoms of COVID-19. About 43% of partici-
pants said that government websites were their most trusted source of informa-
tion, and 27% said that news media was their most trusted source. It was also 
noted that some people had negative feelings about how the pandemic was por-
trayed in the news followed by others being concerned that people had politi-
cized the response to this pandemic to push their agenda. This in turn helped 
create this distrust of the information provided by the executive branch of the 
government for some groups. One of the three key worries that participants had 
and were able to write about in their short response area was that they had a 
feeling of information overload and did not know what to believe. The massive 
spread of COVID-19 has been accompanied by an infodemic since there is a 
demand for information on this disease. This demand for information about 
COVID-19 was the perfect opportunity for disinformation [3] to get mixed in 
with accurate information. Some of this disinformation is easy to spot because of 
how ludicrous it sounds but others can be extremely detrimental since the aver-
age person could not discern if what they were reading was true or not. This 
need for information has developed a spike in news consumption around the 
world. In a survey performed by GlobalWebIndex5, it was found that because of 
the pandemic 67% of people that were surveyed have watched more news cov-
erage. This allowed people to be more easily fooled by information that sounds 
legitimate but is misleading. The main objective of this article is to focus on and 
contribute a comprehensive study in assessing the role of AI technologies in 
helping to spread disinformation during the COVID-19 pandemic as well as re-
viewing the information curation in modern media, the relationship between AI 
and disinformation, and the challenges of disinformation campaigns. The con-

 

 

3WHO—https://www.who.int/.  
4Infodemic—https://iris.paho.org/handle/10665.2/52052. 
5https://www.gwi.com/coronavirus. 
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tribution outlines the impact of social media platforms on infodemic and their 
influence in spreading disinformation during the COVID-19 pandemic. It em-
ploys different studies and analyses the influence of disinformation during the 
COVID-19 pandemic by evaluating recent data mining studies comprising 
tweets associated with COVID-19, a comparison of several types of Twitter ac-
counts in proponents versus opponents of COVID-19 vaccinations, negative 
tweets about COVID-19 vaccinations, the source of news, and age distribution 
using the popular source to get information. It continues with an investigation 
of the number of influential tweets, the type of users, the levels of credibility of 
URLs, and the type and effect of social media bots. Finally, it evaluates a study 
that goes further and categorizes the prevalence of users involved in the conver-
sation about disinformation separated by country and the percentage of users 
posting tweets and retweeting news URLs.  

2. Information Curation in Modern Media 

One interesting thing from the media is that a video game talked about some of 
the issues we are facing today back in 2001 when it was released [4]. This game 
dives into issues about curators of information, AI, as well as false information. 
First, when talking about curators of information this game states that through-
out history there have always been people who write and record history as well 
as people who only pass down certain information about history. Now today, 
those curators cannot be any group of people because there is simply too much 
information out there to be able to go through it all and definitively say what is 
true and what is not. That is where AI comes in to enable sifting through all the 
information that is available to use on the internet to be able to do what no hu-
man can do. This is exactly what this video game does inside its storyline. They 
find out that there is a need for someone or something to organize and verify the 
information that is out there, so they created this AI to do just that. Now, in the 
video game, they take a more science fiction route where AI then becomes sen-
tient so, that is where the story breaks off and the discourse ends for this topic. 
But it is very interesting that even back in 2001 the game creator was talking 
about an issue that we would face 20 years later when the mass amounts of in-
formation about COVID-19 would be available to the public without any person 
being able to curate and verify what is true and what is not.  

3. Relationship between AI and Disinformation 

In the early stages of AI, the first iterations were going for a type of human intel-
ligence. This is very similar to how it is portrayed in popular media such as 
movies where it has conscious thought and has free will. Their idea [5] when 
doing this was to be able to reverse engineer the thought process of humans and 
be able to teach that to machines and have it automated. That is vastly different 
from how AI is created today. Today, AI is created to in theory surpass itself. 
Consequently, they are no longer trying to replicate human thought but teaching 
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it the rules they need to follow and then telling it to learn how to complete the 
task as efficiently as possible. It is in turn learning from the mistakes it makes 
and looking for the best possible solution to solve the problem they were as-
signed. 

4. Challenges of Disinformation Campaigns 

Campaigns of disinformation are not new when it comes to controlling public 
opinion whether it be based on elections or other divisive public topics. There 
are recorded instances back in 1796 where the French government6 engaged in 
heavy disinformation and fear tactics to tilt the scale towards the election of 
Thomas Jefferson who was the pro-French candidate. Back in 2016, there were 
similar tactics employed but on a completely different scale compared to what 
was achieved back in 1796. During the 2016 election AI technology was used to 
promote foreign interests as well as disinformation. This is called computational 
propaganda that uses big data and machine learning about the users to allow it 
to manipulate public opinion on a bigger scale as well as more efficiently. It used 
bots to target individuals or different demographics that are known to be more 
susceptible to the messaging that they are pushing. The foreign power [6] used 
AI bots and social media to push its agenda. This shows that information can be 
used as a weapon when trying to influence public opinion as well as the out-
comes of some events like elections. There are similar things happening today 
from 2020 through the present day where there are groups, domestic, or foreign 
powers using social media to push disinformation about COVID-19 as a whole 
or just strictly about the vaccination. The key problem is to address how to 
combat the war on information and find a faster way of sifting through all of the 
information that is posted on their platform. At the same time, it is needed to 
ensure what to sensor because the social media platforms such as Twitter and 
Facebook are open forums [7] so they do not take responsibility for what is 
posted on their platform. If they end up going too far and censoring discourse 
rather than obvious attempts to misinform or disinform the public then they will 
take away the basic right of freedom of speech on their platform. There is a very 
fine line [8] that they need to label and be able to clearly define what is disin-
formation and what might just be a discussion between two opposing ideologies. 
Content is catered for the specific person based on their likes and interests and 
this is the concept of digital personalization where AI fits into that picture. The 
AIs can then be used maliciously based on the data they receive from personal 
accounts. When they find out your preferences then they can tailor what mes-
sage they will use on you to make sure it is the most effective. Social media spreads 
information like wildfire. This was especially evident during the COVID-19 pan-
demic. Whenever there is new information or new guidelines released it then 

 

 

6DeConde, A. (1957) Washington’s Farewell, the French Alliance, and the Election of 
1796. The Mississippi Valley Historical Review, 43(4), 641-658.  
https://doi.org/10.2307/1902277 

https://doi.org/10.4236/jilsa.2022.143003
https://doi.org/10.2307/1902277


M. Roshanaei, G. Sywulak 
 

 

DOI: 10.4236/jilsa.2022.143003 30 Journal of Intelligent Learning Systems and Applications 
 

spreads very quickly to millions of people within mere minutes. Although AI is 
what is helping this infodemic to spread so quickly it is also what is being used to 
slow it down. Facebook has set into place an AI that actively monitors and re-
moves posts of disinformation. From March 1st through November 9th in 2020 
[9] there were more than 180 million pieces of content that were checked with a 
third-party fact-checker that was flagged or completely removed from their plat-
form. The COVID-19 crisis is not all just about the dangers of the disease that is 
spreading but, it is also about the spread of harmful disinformation throughout 
social media. Social Media bots [10] have been observed to be about twice as ac-
tive as they have been for other crises or events that have happened such as elec-
tions. What these bots have done throughout these different events is spread all 
sorts of information about the hot topic that the world is watching very closely. 
This information is not always accurate and there is a plethora of bots designed 
to strictly promote disinformation. Although AI is at the forefront of this issue it 
could also be the solution to the problem. AI is an incredible technology that can 
control the spread of certain types of information based on how they were 
created. It can help disinformation spread like wildfire, but it can also be put in-
to place to decipher the true information from the false on these large social me-
dia platforms. This advanced AI technology [10] can be given more parameters 
as to how they will plan their attack on spreading this disinformation such as 
who to attack when to attack, and what would be the best way for maximum ef-
fectiveness and exposure. Some ways that it can spot these malicious spreaders is 
first to go through social media and do a bot spot. This has an AI sift through 
numerous accounts on a specific social media platform and be able to tell what 
accounts are real people and what accounts are these bots that are spreading 
disinformation. During lockdown more people are spending time online as well 
as on social media. These domains [11] are open forums in which you can post 
topics such as conspiracy theories, false and misleading information. These types 
of information thrive on these types of forums since there is not much modera-
tion. This allowed hateful extremists to spread their disinformation and engage a 
larger audience. These groups or individual people use bots to spread their mes-
sage because it is quicker and more efficient than physically doing it yourself. 
Consequently, this use of bots has made it difficult to track and neutralize the 
source of the disinformation. Tech companies have tried to start using good bots 
to combat the massive spread of disinformation but they are still a long way off 
from having full control over these falsehoods that continue to spread. 

5. Impact of Social Media Platforms on Infodemic 

During the COVID-19 Pandemic, this was the first time that technology such as 
social media was used to spread information on how to be safe and connected. 
This turned into a problem because at the same time there is disinformation be-
ing spread that the public does not know how to decipher the difference between 
the fake information from the factual ones. Social media has a plethora of in-
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formation that has been shared through it. Although this information is readi-
ly accessible it is not readily reliable. When you read or watch something on 
social media about COVID-19 you must take extra steps to confirm the infor-
mation that has been presented in that post. The problem is that many people do 
not take that extra step when reading about COVID-19 and they just take the 
post for face value believing it to be true [12]. This post then gets shared and 
spread to other people in their social group extending the reach of this disinfor-
mation.  

6. Influence of Disinformation on COVID-19 Data Mining  
Studies 

In a data mining study [13], Twitter was queried looking for tweets associated 
with COVID-19. Tweets that were excluded were duplicates that came from 
retweeting or sharing as well as academic source tweets. This left 13,596 non-
academic tweets about COVID-19. The rest of the tweets are nonspecific. The 
methodology used in this study was to extract all Tweets and hashtags related to 
COVID-19 using keywords including “COVID”, “COVID-19”, “corona”, “co-
ronavirus”, “positive”, “test”, “tested”, “feel”, “I”, “we”, “my”, “us”, “our” using 
Twitter programming interface and performing data mining with R version 3.2.3 
and subsequently Python version 3.4.2. In this study, it was found that tweets 
related to COVID-19 in nonacademic settings primarily contain unverifiable in-
formation or disinformation altogether. The study found the different topics 1) 
disinformation on the relationship between influenza infection and COVID-19 
infection 2) belief of getting the influenza vaccine can lead to a positive COVID-19 
test 3) belief of 5G networks and regional outbreaks and infections of COVID-19. 
Figure 1 illustrates the tweets containing disinformation categorized by the top-
ic.  
 

 
Figure 1. Tweets containing disinformation categorized by the topic.  
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Another study performed by researchers from [14] investigated the several 
types of accounts that were proponents of COVID-19 vaccines versus accounts 
that were opponents of COVID-19 vaccines. This study used a sample size of 
2000 accounts to get their findings. The study is used Botometer [15] with ma-
jority of accounts had low scores with indication of low likelihood of automa-
tion. They broke down these accounts into three main groups: vaccine oppo-
nents, vaccine proponents, and others. Others did not have a clear stance on vac-
cinations. About a quarter of all accounts studied posted primarily about vac-
cines which means that they do not post about anything else besides vaccina-
tions whether they are pro-vaccine or against it. Figure 2 illustrates the percen-
tage of accounts in proponents versus opponents of COVID-19 vaccinations.  

The other study [16] investigated the major thematic areas of sentiments to-
wards a COVID-19 vaccine. They collected a total of 1,286,659 tweets from the 
timeline of July 19, 2020, to August 19, 2020. This study employed topic model-
ling technique including an unsupervised machine learning technique to screen 
tweets for inclusion and identify the common topics; Latent Dirchlet Allocation 
(LDA) to determine the comparison between the relevant tweets with the irrele-
vant tweets containing COVID-19 vaccination keywords; and finally ran a sensi-
tivity test with multiple values to determine the number of clusters [17] [18]. 
From that, 20 separate topics were defined and a total of 4868 tweets were orga-
nized in these categories based on the highest probability of belonging to this 
specific cluster. They were then labeled positive, negative, neutral, or irrelevant. 
Out of the 4868 tweets chosen 1306 of them were labeled negative and these are 
the categories of tweets assigned to negative. These tweets contained statements 
like that the vaccine is not necessary because the survival rate is high as well as 
the worries of the side effects of a vaccine being developed that quickly. Figure 3 
illustrates collected negative tweets about COVID-19 vaccinations.  

In the United States, there are more than 8 out of 10 people get their news 
from a smartphone computer, or tablet sometimes or often. [19] employed an 
online surveyed U.S. adults used methodology7 with the representation of the 
U.S. adult population by gender, race, ethnicity, partisan, affliction, education 
and other categories. There are provided a set of questions8 for this analysis, 
along with responses and its methodology9. The chances that people have en-
countered disinformation that they did not even know was false are remarkably 
high. The total statistics are shown in Figure 4.  

The different age groups vary wildly on what platforms online they receive 
their information from. In the youngest group from 18 - 29 years old, social me-
dia is the most popular platform for receiving information but as the groups get 
older in an age that number goes down and the most popular place to receive 

 

 

7Pew Research center’s American Trends Panel (ATP): 
https://www.pewresearch.org/our-methods/u-s-surveys/the-american-trends-panel/.  
8https://www.pewresearch.org/journalism/wp-content/uploads/sites/8/2021/01/PJ_2021.0
1.12_News-and-Social-Media_TOPLINE.pdf. 
9https://www.pewresearch.org/journalism/2021/01/12/news-consumption-on-social-med
ia-methodology/. 
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information is on news websites or apps. The Age Distribution using the most 
popular place online to get information is shown in Figure 5. 

 

 
Figure 2. Percentage of proponents and opponents who accounts for 
COVID-19 vaccinations. 

 

 
Figure 3. Negative tweets about COVID-19 Vaccination. 

 

 
Figure 4. Source of news.  
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Figure 5. Age Distribution using the most popular place online to get information. 
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played a role in the divide between groups of people in the United States is that 
it will show you more about topics that you have interacted with so if you inte-
ract with a post with disinformation, you will be more likely to see more posts 
that are along those same lines. There has been a trend in the rise of disinforma-
tion over the past few years. You can see whenever there is a crisis or a major 
event that has a lot of coverage worldwide there is a surge of disinformation on 
social media platforms as well as other online forums. From [21], there are data 
sets from the years 2015-2018 that were compiled as a list of sites producing dis-
information by combining six lists [22]-[27]. In these data sets, they show that 
leading up to the 2016 election there was a rise in fake news websites as well as 
disinformation as a whole.  

7. Influential Tweets Categories 

There was another study completed in June of 2020 [28] that uses a sample size 
of over 12 million tweets and from there those tweets were then categorized by 
the type of user, and the content, as well as popularity. This study addressed the 
type of users who send influential tweets during the global health emergency 
event, identifying the type of users who discuss disinformation stories and global 
network with low credibility information. The used methodology approach to 
monitoring COVID-19 conversation on Twitter with selected keywords includ-
ing “coronavirus”, “coronavirus”, “wuhan virus”, “wuhanvirus”, “2019nCoV”, 
“NCoV”, “NCoV2019” and identify user’s; location, social identity and political 
orientation. First starting they categorized the type of users that spread the most 
influential tweets and the influence of social media bots as shown in Table 1. 
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Table 1. Influential tweets, the user categories, and social media bots. 

 
Percentage of types 
of users who spread 

influential tweets 

Percentage of users who 
have the 10,000 most 

influential tweets 

Percentage  
of bots 

Regular Users 96.44% 30.73% 25.98% 

News Agencies 1.12% 32.91% 12.38% 

News Reporters 1.18% 18.04% 8.79% 

Government officials 1.05% 19.94% 48.29% 

 
The data showed that the spread of influential Tweets is just regular users at 

96.44%. The next highest category is news reporters at 1.18%. Subsequently, 
when talking about the people who spread the most influential tweets it is shown 
that they are just regular people who do not have any sort of credibility about 
what they post. This can become a huge problem if those people decide to start 
using their platforms to sway the masses in whatever way they want them to. 
Contrary to that the next categorization of tweets is taking the top 10,000 most 
influential tweets out of the sample size and using that as the new sample. When 
only the top 10,000 tweets are considered, it changes the dataset. The most in-
fluential type of tweeter is regular people who still hold 25.98% of tweets inside 
the top 10,000 most influential. However, with that being said the other types of 
users have a higher percentage of tweets in the top 10,000 when compared to 
their presence overall. Even though news agencies were only 1.12% of the total 
data size of influential tweets they have 12.38% of the top 10,000 most influenti-
al. This is showing that even though they have a small amount in the total data 
sample they also have some of the most influential tweets out of all the catego-
ries. Now, when looking at these the question might be asked when AI and dis-
information come into play with these most influential tweets. First, when look-
ing at the prevalence of AI this study examined each user, and from the behavior 
of the account as well as the content that has been posted, they determine 
whether or not it can be labeled as a bot account. Subsequently, as shown in Ta-
ble 1, the highest percentage of bots was found in news agencies followed closely 
by regular users. News agencies having bots run some of their accounts makes 
sense because as said above these accounts that are set up can be used to do re-
peatable tasks and sharing the news daily to Twitter is something that can be 
automated. However, for regular users there raises the question is why there is 
such a high percentage of bots inside that type. Moving on to the prevalence of 
disinformation in this data set they then investigated what types of users cite 
fake news sites or even discuss disinformation storylines. To explain this the first 
thing that needs to be understood is how they classify these websites. They used 
a color system dependent on what the content is on that specific fake news web-
site. The three classifications they used were black site, red site, and orange site. 
They just called sites with credible information to be “real sites”. Black sites are 
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websites that exclusively post fabricated stories. Red sites are ones that spread 
falsehoods using a flawed editorial process. Orange sites are where it was harder 
to tell if they were using a flawed editorial process but at the same time, there 
were still falsehoods on their page. These different charts are showing the num-
ber of tweets split up by websites that each user group is referencing in their 
tweets. Regular users are by far the most prominent type of user on Twitter so 
they are going to be in the top percentile of whatever type of news site it might 
be, but the interesting thing happens when the percentage of bot accounts comes 
into play. Figure 6 is outlining the percentage of bots found in the same tweets 
that were referencing these separate URLs. One thing that can be seen from Fig-
ure 6 is that bots are mostly using black news websites when referencing web-
sites for their information. As you go down the list the percentage of bots de-
creases when getting to the information that is getting more “true.” This shows 
that the bots’ jobs are meant to pull from certain websites to gain a following or 
to gain more attention since it was stated that disinformation spreads six times 
faster than its true counterpart. 

This study goes further and categorizes the prevalence of these tweets filled with 
disinformation by country. The countries that they used were English-speaking 
countries since all these tweets in the data set are written using English (EN). As 
depicted in Figure 7 the most prominent English-speaking countries and their 
percentage of users that posted either “fake news” or “real news” URLs in their 
tweets. 

The most telling from Figure 8 is that the United States is the only one where 
the percentage of “fake news” URLs posted is higher than the percentage of “real 
news” URLs posted. On the other hand, the percentage of users that retweeted 
URLs from either “fake news” or “real news” sources is sorted by country. Once 
again, the United States is the only English-speaking country that had a higher 
percentage of users retweeting “fake news” articles over “real news” articles. 
Figure 8 illustrates the percentage of users involved in the conversation about 
disinformation separated by country.  

 

 
Figure 6. Number of tweets, type of users, and the levels of credibility of URLs (Black, Red and Orange).  
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Figure 7. Percentage of users posting tweets and retweeting with news URLs. 

 

 
Figure 8. Users involved in the conversation of disinformation per country. 
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With the observation of all these data, it becomes clear that the United States 
first off has the most posts and conversations about COVID-19 whether it comes 
from “fake news” sources or “real news” sources. Being said they also have a 
higher percentage of posts, retweets, or talking about disinformation when you 
compare it to their percentage of posts, retweets, or talking about real news 
sources. This shows that tweets about disinformation in the United States are 
more prevalent than tweets about real news sources.  

8. Conclusion 

Disinformation is widely prevalent throughout social media in today’s society. 
The rise of COVID-19 has only given more fuel to the fire for the spread of dis-
information. A key part of fighting the pandemic is fighting against the disin-
formation that has spread like wildfire. This article showed with the data analysis 
that the reason that disinformation has been able to spread so quickly is because 
of AI and how it pushes posts out to users on its perspective platform. The ar-
ticles’ data analyses of the disinformation influence on COVID-19 evaluated the 
recent data mining studies comprise of tweets associated with COVID-19, a com-
parison of several types of Twitter accounts in proponents versus opponents of 
COVID-19 vaccinations, negative tweets about COVID-19 vaccinations, the source 
of news, and age distribution using the popular source to get information. It 
evaluated a study that goes further and categorized the prevalence of users involved 
in the conversation about disinformation separated by country and the percen-
tage of users posting tweets and retweeting news URLs. These studies showed 
that the groups of people continually spread disinformation about the COVID-19 
vaccination which has caused dissent among those groups and they remain un-
vaccinated. This combination of AI and users sharing these posts filled with dis-
information has allowed the Infodemic to progress this far. By looking at data 
sets from Twitter it was able to be determined that disinformation is at an all-time 
high on social media and there are no signs of slowing down. It was clear that the 
vast number of accounts that are spreading disinformation on Twitter are bot 
accounts that spew out set information as well as interact with other bot accounts 
that have similar content. There is no set way of how to deal with this Infodemic 
however Twitter as well as other social media companies have tried taking steps 
to combat the spread of disinformation. With that being said they still need to 
come up with a better way to combat this mass amount of information because if 
this problem keeps ensuring it will only drive the divide between societies to be-
come larger than it already is. In parallel to this article’s assessment and evalua-
tion, the authors recommend that ethical implication is another key point for 
future work in combating the rapid disinformation campaigns. It requires fur-
ther studies that should carefully look into public consensus where still several 
unresolved questions raise regarding the First Amendment protection and hu-
man dignity versus determining the universal description of how to judge the 
desirable or undesirable in society, how to distinguish the generated contents as 
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harmful with regards to the importance of the free speech protection. 
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