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Abstract 
Land cover classification provides efficient and accurate information regard-
ing human land-use, which is crucial for monitoring urban development pat-
terns, management of water and other natural resources, and land-use plan-
ning and regulation. However, land-use classification requires highly trained, 
complex learning algorithms for accurate classification. Current machine 
learning techniques already exist to provide accurate image recognition. This 
research paper develops an image-based land-use classifier using transfer 
learning with a pre-trained ResNet-18 convolutional neural network. Varia-
tions of the resulting approach were compared to show a direct relationship 
between training dataset size and epoch length to accuracy. Experiment re-
sults show that transfer learning is an effective way to create models to classi-
fy satellite images of land-use with a predictive performance. This approach 
would be beneficial to the monitoring and predicting of urban development 
patterns, management of water and other natural resources, and land-use 
planning. 
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1. Introduction 

In recent decades, the human population has more than doubled and is pro-
jected to continue to grow at the same rate. The expansion of infrastructure and 
agriculture required by this population growth has increased the pace of land 
degradation. This current rate of land transformation is unsustainable. To con-
trol this issue, land-use classification can regulate the monitoring and predict of 
urban development patterns, management of water and other natural resources, 
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and land-use planning and regulation. Therefore, the creation of an efficient and 
accurate means of classifying land use is important. While it is possible to classi-
fy manually, it is not a plausible means of classification due to its time-consuming 
and costly nature. This creates a necessity for an inexpensive and efficient means 
of land-use classification. The application of machine learning to this issue 
would provide a good solution as it trains computers to make decisions without 
explicit programming. Specifically, since land-use classification is done through 
satellite images, we should utilize deep learning and convolutional neural net-
works, which are designed for working with images. An issue with deep learning 
is that the training of such an algorithm requires a large amount of data. In this 
experiment, the data used are satellite images, which are rarely released for pub-
lic use. The images readily available are often either outdated or of low quality. 
These types of data are not ideal for the use of image classification because of 
their negative effect on the performance of the models. An efficient way to solve 
this issue is with the use of transfer learning, which is a machine learning me-
thod where a pre-trained model is borrowed as the starting point for modeling a 
new task. The use of transfer learning would not only decrease the amount of 
data required for us to train the model, but also allow us to create an image clas-
sification model within a short time period. In this paper, we explore the possi-
bility of using transfer learning to create an accurate model that classifies types 
of land use. Specifically, we utilized the ResNet-18 Convolutional Neural Net-
work and tested the effects of different training dataset sizes as well as the num-
ber of training periods. As supported by our findings, transfer learning can be 
used to create an accurate land-use classification model.  

2. Background  

Our approach employs techniques from machine learning, a subfield of artificial 
intelligence. In this section, we briefly review relevant background material on 
these topics before describing our application of these techniques to land use 
classification.  

Fundamental Principles:  
Artificial intelligence (AI) is a broad field that refers to the ability of comput-

ers to complete tasks that typically require human intelligence. The goal of AI is 
to create machines that are ultimately able to mimic human behavior. An im-
portant subfield of artificial intelligence used within this experiment is machine 
learning, which further specifies deep learning. Machine learning is a field of AI 
that deals with machines that are able to learn and make predictions based on 
data processed [1]. Therefore, machine learning allows for machines to make 
decisions with higher accuracy by processing large amounts of data. One tech-
nique that has been shown to obtain high performance is the use of neural net-
works. Neural networks are composed of nodes that mimic the functions of hu-
man brains. Each node is connected to another and has an associated weight. 
Deep Learning algorithms consist of neural networks with multiple layers. The 
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layered network enables the computer to process and gathers progressively more 
information from the inputs as data is passed through the layers.  

There are different types of neural networks, and each is used for different 
purposes. The two most common types are the multilayer perceptron (MLP), 
and the convolutional neural networks (CNN). The MLP has a feedforward ar-
chitecture and is one of the most commonly used neural network architectures. 

When it comes to image classification, CNNs are more commonly used. This 
is a favored algorithm over others due to its property of spatial invariance, which 
refers to its ability to recognize features in an image even if the feature does not 
look exactly the same as the images used during training [2]. Currently, convo-
lutional neural network models have been applied to multiple fields, including 
image classification, expression recognition and more. CNN’s typically consist of 
three types of layers, convolutional layer, pooling layer, and fully-connected 
layer. This is demonstrated in Figure 1. With each progressing layer, the CNN 
increases in complexity and starts to identify different levels of features from 
lines and corners to objects [1] [2] [3]. The convolutional layer is where the ma-
jority of calculations take place within the network [4]. When an image is processed, 
its RGB values (which represent the intensity of the colors red, green, and blue) are 
translated and combined into tensors for faster and more efficient calculations. 
Then, as shown in Figure 2, the image first gets padded by blank values around 
it to ensure that no pixels are passed over less than the others [2]. 
 

 
Figure 1. A representation of the layers within a CNN. 

 

 
Figure 2. A visual representation of padding. 

https://doi.org/10.4236/jilsa.2022.142002


C.-Y. Weng 
 

 

DOI: 10.4236/jilsa.2022.142002 18 Journal of Intelligent Learning Systems and Applications 
 

A convolution is when a filter is passed through the image, checking if the 
feature is present. In different algorithms, there can be different amounts of fil-
ters used, and strides of the filters. After each convolution operation, a CNN ap-
plies a Rectified Linear Unit (ReLU), which is a piecewise linear function that 
will output the input directly if it is positive; otherwise, it will output zero [2] [4]. 
The ReLU function is a popularly used activation function for many types of 
neural networks because a model that uses it is easier to train and often achieves 
better performance. After the convolutional layers, the CNN has pooling layers 
that reduce the number of parameters from the input [2]. This is to decrease the 
computational power required to process the data while also forcing the neural 
net to the abstract critical information needed by future layers [3]. Finally, there 
is a fully-connected layer where each node is connected to a node in the previous 
layer [5]. This is the layer where classification is done through the features ex-
tracted from the previous layers [4]. A full pass of the dataset through the algo-
rithm is called an epoch, and is sometimes referred to as an iteration. Within 
each epoch, the weights of the algorithm are changed to better fit the dataset [5]. 
Figure 3 demonstrates the layers of an epoch. 

As mentioned before, the training of a deep learning model requires a large 
amount of data. Transfer learning addresses this issue because it utilizes pre-trained 
models with a large dataset, thereby reducing the time and resources needed to train 
a new model. This method speeds up the process of creating a model for the second 
task and increases the precision of said model because the pre-trained model allows 
for the reuse of learned features, giving it a better starting point for the search  
 

 
Figure 3. A visual representation of fully connected layers. 
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process. This is especially useful when there isn’t enough data to train a new model. 
The key to transfer learning is the common features used within image recogni-
tion models. The ability to reuse these features means that the trained network 
can in some form be repurposed for a new problem. It is very common for this 
method to be used in models trained to take image inputs. In the case of image 
recognition, models with high precision require the model to have processed a 
large amount of data to effectively learn the importance of certain features.  

3. Approach  

This experiment used a pre-existing model, ResNet-18, which is an 18-layer deep 
model pre-trained with more than a million images from the ImageNet database. 
The previous training done with these images allows it to identify general fea-
tures and classify general images, decreasing the amount of time required for us 
to create a relatively accurate model. This ability is applied in this experiment as 
we modify the weights to fit our specific satellite images. Our dataset composed 
of 21 classes of images is acquired from UC Merced, created by professor Shawn 
D. Newsam [6].  

After loading the dataset, we split the data randomly into three: training data-
set, validation dataset, and testing dataset [7]. From the pre-trained model, we 
modified it by removing its final classification layer, which was then replaced 
with a 21-element new classification layer and with all of the other weights kept 
as initialized. We then used backpropagation on the training data in order to 
train up the final classification layer, as well as fine tune all of the other weights. 
Originally, we trained the model with 75% of the data for 25 epochs, and during 
these epochs, we tracked the accuracy of each model and reported the model 
that provided the best accuracy out of all of the epochs. The purpose of splitting 
into the validation dataset and the testing dataset is to make sure that when we 
choose the best model from the validation dataset, the final model is tested by a 
fresh set of images set aside in the validation dataset beforehand; therefore yielding 
the true accuracy of the model.  

We first normalized the images, which shifts and rescales the pixel values 
across images to make them easier to learn, thus simplifying the calculation 
process [7]. The images are augmented, randomly resized and flipped before 
normalization and manipulation. Then we created a function to train the model 
for the classification of the data. As the model is trained, the best learning rate 
and the most accurate model are saved. For each epoch, we implemented a 
training and validation phase that iterates through the datasets for each of the 
phases. Before continuing onto the next iteration of data, we accumulate the 
gradients over each minibatch and then perform a step of gradient descent to 
reduce the predictive error [7]. Next, the forward pass of the model is started to 
calculate the values of the layers from the inputs, and the loss of the model dur-
ing this iteration is calculated. After each pass completes, we check if it has the 
highest accuracy thus far, and if it does, backward descent takes place and opti-
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mizes the model. After each epoch, we calculated the loss and accuracy.  

4. Experiments and Results  

We obtained and examined the accuracy of the data processed by the machine 
learning model we created. The dataset used consists of 21 classes, each with 100 
images. Examples of these classes include agriculture, forest, and river. Example 
images are shown in Figure 4. The experiment also tested the effects of training 
data size and epoch length on the accuracy of the model by training the model 
with different numbers of epochs. We collected the accuracy of the models from 
each of the epochs trained, which show us the trends as values were modified. For a 
more accurate result, we ran each model five times, and the accuracies of each epoch 
were averaged to show the general trend between accuracy throughout the iterations.  

Within each of the experiments, the training, validation, and testing accura-
cies increase significantly in the first few epochs. After this initial increase, the 
accuracies increase by smaller margins. 

We first tested the effects of changing the training data size of the model. As 
shown in Figure 5, the experiment showed a positive correlation of accuracy and 
the size of the training data. For example, the accuracy increases from the range 
between 0.75 and 0.80 to above 0.90 (Shown in Figure 5). This can be explained 
because a larger training dataset exposes the model to a greater variety of fea-
tures needed to identify the objects within each image. With each of the models, 
the training accuracy starts below the validation and testing accuracies. 

In a second experiment, we evaluated the effects of different numbers of epochs 
on the accuracies of the model. As shown in Figure 6, the experiment showed a 
positive correlation between accuracy and the number of epochs used to train 
the model. This result is because through the use of more epochs, the model is 
able to best fine tune the weights of the original image recognition model to 
 

 
Figure 4. Examples of classes in the data set used for this experiment. 
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Figure 5. Accuracies of the model with different training data sizes. Models trained with larger training data sizes are more accu-
rate than those that are trained with a smaller training data size. As shown in the graphs, the numbers within the parenthesis 
represent the percentage of data used for training, validation, and testing. 

 

 
Figure 6. Accuracies of the model with different epochs. Models trained with a greater number of epochs are more accurate than 
those that are trained with a lower number of epochs. 

 
fit the land-use dataset.  

However, it is important to note that too many epochs used can result in 
overfitting the training dataset, and too few epochs can result in an underfit 
model. We can measure if a model is overfitted by checking if the validation loss 
is decreasing or increasing. If it is decreasing, the model is underfitting, and if it 

https://doi.org/10.4236/jilsa.2022.142002


C.-Y. Weng 
 

 

DOI: 10.4236/jilsa.2022.142002 22 Journal of Intelligent Learning Systems and Applications 
 

is increasing, the model is overfitting.  

5. Conclusions  

The increasing land use in recent years has been proved to have a significant ef-
fect on the environment. In order to monitor and mitigate this issue, human 
land-use needs to be classified. Machine learning proves to be an efficient way of 
classifying this increasing human land use. While the accuracy of the model still 
isn’t at 100%, the upward trend of the learning curve shown by the graph de-
monstrates that the accuracy can be improved through larger training datasets 
and a greater number of epochs. We learn that transfer learning is a greatly effi-
cient way of creating an accurate image classification algorithm within a short 
period of time. With this information, this method can be applied in the future 
with larger databases covering more categories of human land use.  

We have created a machine learning model through transfer learning that is 
able to classify satellite images of land use with relatively high accuracy. This 
would be beneficial to the monitoring and predicting of urban development pat-
terns, management of water and other natural resources, and land-use planning 
and regulation. As a result of companies and governments keeping satellite data 
private, there is currently a limited amount of satellite data available to the pub-
lic. The accuracy of this model can be further improved through larger datasets 
and longer training periods. With this model, we as a society can better under-
stand the change in land use over the years and the increase in human land use 
on this planet. It will not only be useful for urban planning purposes but also for 
the study of how human activity affects landscape and more. 
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