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ABSTRACT 

A novel example-based process for Automated Colorization of grayscale images using Texture Descriptors (ACTD) 
without any human intervention is proposed. By analyzing a set of sample color images, coherent regions of homoge- 
neous textures are extracted. A multi-channel filtering technique is used for texture-based image segmentation, com- 
bined with a modified Fuzzy C-means (FCM) clustering algorithm. This modified FCM clustering algorithm includes 
both the local spatial information from neighboring pixels, and the spatial Euclidian distance to the cluster’s center of 
gravity. For each area of interest, state-of-the-art texture descriptors are then computed and stored, along with corre- 
sponding color information. These texture descriptors and the color information are used for colorization of a grayscale 
image with similar textures. Given a grayscale image to be colorized, the segmentation and feature extraction processes 
are repeated. The texture descriptors are used to perform Content-Based Image Retrieval (CBIR). The colorization 
process is performed by Chroma replacement. This research finds numerous applications, ranging from classic film 
restoration and enhancement, to adding valuable information into medical and satellite imaging. Also, this can be used 
to enhance the detection of objects from x-ray images at the airports. 
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1. Introduction 

Image colorization has been performed through various 
means since the early 20th century, as a very laborious, 
time-consuming, subjective and painstaking manual process. 
Its main purpose is to increase the visual appeal of old 
black and white photographs, motion pictures and illus- 
trations. 

Current methods of image colorization can be classi- 
fied into two different groups depending on the approach 
being used. They are Scribble-based and Example-based 
approaches. Scribble-based colorization techniques require 
a user to scribble color information onto appropriate re- 
gions of the grayscale image [1]. The color information 
is then spread through the image via various algorithms. 
Scribbles however, need to be added manually, which, 
depending on the complexity of the image, represent a 
time-consuming task. Example-based colorization tech- 
niques automate this process by providing an example 
image from which to extract the color information [2-4]. 
This method can save a lot of time and requires little or 
no user interaction. However, the quality and accuracy of 
the results can vary considerably depending on the ex- 
ample image chosen. Most techniques still require user 

input in the form of swatches, and use simple (pixel- 
based) texture matching methods [2]. Other techniques 
require the sample images to be of the exact same loca-
tion as the image to be colorized [3]. This may not al-
ways be practical, and may be pointless if a colored im-
age of the same location is already available. The method 
suggested by Irony et al. [4] used a very robust mono-
chrome texture matching method with spatial filtering. 
They suggested that better results could be obtained by 
using improved spatial coherence descriptors, such as the 
Gabor transform. Several other research papers also sug-
gested that better segmentation could be achieved by 
using Gabor filters. 

2. Previous Work 

2.1. Texture-Based Image Segmentation 

Accurately identifying the areas of homogeneous tex- 
tures in an image is a key element of the colorization proc- 
ess. In order to effectively segment the image based on 
texture, Malik and Perona [5] suggested that a multi- 
channel filtering approach could be used. Jain and Far- 
rokhnia [6] accomplished this by using a bank of two- 
dimensional Gabor filters. 
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2.2. Gabor Transform 

A two-dimensional Gabor function consists of a sinusoid- 
dal plane wave of some frequency and orientation, modu- 
lated by a two-dimensional Gaussian. The convolution of 
an image with a bank of Gabor filters creates a set of 
filtered images containing features that responded to the 
particulate filter. Jain and Farrokhnia [6] suggested that 
feature extraction can be obtained by using a nonlinear 
sigmoid function, and by calculating the average absolute 
deviation for each filtered image. 

2.3. Clustering and Feature Extraction 

Naotoshi [7] used Gaussian smoothing in order to remove 
the smaller areas, combined with a simple K-means 
clustering algorithm in order to extract regions from fil- 
tered images. The segmentation results were satisfactory 
but lacked accuracy. Texture-based segmentation was re- 
cently improved by Dong et al. [8] by using a Fuzzy 
C-Means (FCM) method to generate the index map and 
palette, and by using the Probabilistic Index Map (PIM) 
model to improve segmentation accuracy. Once a proper 
level of clustering has been obtained, smaller regions 
(with a number of pixels below a predefined threshold) 
contained inside of a larger region can be removed. Iso- 
lated small regions of unique texture are discarded, and 
the remaining regions are labeled. 

Once each region is labeled, a sample area for each 
texture is extracted. This is done by finding the largest 
square that can be fitted into each identified contiguous 
region on unique texture. For each texture, the color des- 
criptor (the dominant color as per the color histogram) 
and texture descriptors can be extracted and stored. 

2.4. Content-Based Image Retrieval (CBIR) 

Content-Based Image Retrieval (CBIR) is the ability to 
retrieve images by analyzing their content. This research 
area has gained a lot of attention in recent years. Gabor 
transforms are also the central part of the Homogenous 
Texture Descriptor (HTD), which offers a simple yet 
powerful method for storing texture information for re- 
trieval. HTD is part of the “Multimedia Content Des- 
criptor Interface” of the MPEG-7 standard, which has 
been successfully used in the fields of Image Classifica- 
tion and Content-based image retrieval [9]. 

The LIRe [10] and the img (Rummager) [11] image re- 
trieval systems have implemented some additional MPEG-7 
descriptors such as the Edge Histogram, along with a re- 
cently developed set of Compact Composite Descriptors 
(CCD) that can be used to retrieve images in various sit-
uations. 

In this research, a new process for automated colorize- 
tion is proposed by combining these techniques in a new 
and innovative way. 

3. Automated Colorization Using Texture 
Descriptors (ACTD) 

The first part of this process is to analyze several sample 
color images. The sample images need to be processed so 
that the different textures present in each image can be 
identified and extracted. In order to effectively segment 
the image based on texture, the multi-channel filtering 
approach suggested by Malik and Perona [5] is used. 
Gabor wavelet transforms have proven to be a very effec- 
tive method for achieving accurate texture-based image 
segmentation. A clustering algorithm is then used in order 
to effectively and accurately segment the regions of ho- 
mogeneous texture previously identified and extract a 
representative sample for each texture. The texture des- 
criptors and color information are computed for each 
texture, and stored in a database. 

The second part of the process takes a new grayscale 
image that needs to be colorized based on the texture and 
color information present in the database. The segmen- 
tation and feature extraction process takes place as pre- 
viously described. For each texture identified, the texture 
descriptors are computed, and used to locate the best 
matching texture present in the sample database. Once 
the best matching texture is identified, the corresponding 
color information is extracted, and applied to the seg-
mented region of the grayscale image. Figure 1 shows an 
overview of the ACTD process used in this research. 

3.1. Texture-Based Image Segmentation 

In order to obtain a good texture-based segmentation of 
an image, the multi-channel filtering approach suggested 
by Malik and Perona [5] is used. This is accomplished by 
using a bank of two-dimensional Gabor filters. The fea- 
ture extraction process used for this research is described 
in Figure 2. 

A two-dimensional Gabor function consists of a sinu- 
soidal plane wave of a given frequency and orientation, 
modulated by a two-dimensional Gaussian envelope. 

The Gabor filters are obtained by using the following 
method: 

 
2 2 2

2
, ; , , exp cos 2π

x γ y x
g x y λ σ γ γ

λσ

      
  

 
   (1) 

coscos sin sinx x θ y θ             (2) 

sin sin cos cosy x θ y θ             (3) 

Where: 
σ is the width of the Gaussian envelope; 
γ is the spatial aspect ratio; 
λ is the wavelength of the filter; 
θ is the orientation of the filter.  
The pseudo-code is as follows: 
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Figure 1. Architecture for ACTD. 
 

 

Figure 2. Feature extraction using Gabor filters. 
 

Step 1 For orientation θ = 0 to θ = 3π/4 step π/4. 
Step 2 For λ = 0.3 to 0.5 step 0.1. 
Step 3 Calculate Gabor (4, 4, 1/λ, 0.56 * θ, 0.5). 
Figure 3 shows the twelve Gabor filters generated by 

this algorithm for these three wavelengths and four ori-
entations. 

Figure 4(a) shows the composite test image used for 
this experiment. It is comprised of five different textures 
from the Brodatz texture database. Figures 4(b) and 4(c) 
sow the segmentation results obtained. Figure 5 shows 
the results of the convolution of the test image with each 
of the twelve Gabor filters. 

 

Figure 3. Gabor filters. 
 

 
(a)                (b)                 (c) 

Figure 4. (a) Composite texture test image; (b) Normalized 
sum of the Gabor responses; (c) Inversed, normalized sum 
of Gabor responses with mean smoothing. 
 

 

Figure 5. Normalized Gabor responses of the composite 
texture test image. 
 

Each resulting response highlights the texture elements 
from the source image that responded strongly to the 
filter’s particular wavelength and orientation. 

In their research, Jain and Farrokhnia [6] achieved 
good feature extraction results by using a nonlinear sig- 
moid function and by calculating the average absolute 
deviation (AAD) for each filtered image. Gaussian smoo- 
thing was used in order to remove the smaller areas. In 
this research, smoothing is performed by calculating the 
mean values of the gray-level intensities between neigh- 
boring pixels. The Gabor response values for each pixel 
is added, and normalized.  

This technique is very effective for identifying and 
segmenting areas of homogeneous textures in an image. 
This information can then be used for clustering. 

3.2. Clustering 

Jain and Farrokhnia used the K-means clustering algo- 
rithm to create and label the texture regions. Because the 
Gabor responses contain a lot of noise, Gaussian smoo- 
thing was also used in order to remove the smaller areas. 
However, the use of such smoothing methods results in a 
loss of the edge information that is needed for accurately 
segmenting the desired texture area.  
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3.3. K-Means Clustering 

The first segmentation algorithm tested was a simple K- 
means clustering based on the color values of each pixel 
in the Red-Green-Blue (RGB) color space. One of the 
downsides of this algorithm is that the number of clusters 
must be set as an arbitrary value. The following results were 
obtained with five clusters; the cluster color was obtained 
by obtaining the mean RGB values of all the pixels in 
each cluster during each iteration. Figure 6 shows the re-
sults obtained on two sample images 6(a) and 6(c). 

While these results demonstrate the effectiveness of 
this algorithm in clustering pixels of similar colors, they 
were not satisfactory for the purposes of performing tex- 
ture-based segmentation. For instance, the results in Fig- 
ure 6(d) shows that the sky and the trees were not part of 
the same homogeneous cluster, but were each divided 
into two separate clusters (dark blue and light blue; and 
dark green and light green). A more robust clustering algo- 
rithm can be obtained using the Fuzzy C-means clustering 
(FCM) algorithm. It uses the same general concepts as the 
K-means algorithm, but permits greater flexibility by allow- 
ing pixels to become members of more than one cluster. 

3.4. Fuzzy C-Means Clustering 

The concept of partial membership, in which an image 
pixel can belong to multiple clusters, is known as a “soft” 
clustering method. It allows for a more precise computa- 
tion of the cluster membership, which in turn increases 
the accuracy of the results. It also increases the overall 
robustness of the algorithm to noise. 

The FCM clustering is obtained by minimizing an ob- 
jective function shown in Equation (4): 

1

2

1

n c

i
m
ik i kk

A μ p v
 

                (4) 

Where: 
 A is the objective function. 
 n is the number of pixels in the image E. 
 c is the number of clusters.  
 µ is the fuzzy membership value from table. 
 m is a fuzziness factor (a value > 1). 
 pi is the ith pixel in E. 
 vk is the centroid of the kth cluster.  
 |pi – vk| is the Euclidean distance between pi and vk 

defined by Equation (5): 



        
(a)                       (b) 

     
(c)                        (d) 

Figure 6. (a) Sample image 1; (b) K-means clustering of 
sample image 1(a) with 5 clusters; (c) Sample image 2; (d) 
K-means clustering of sample 2(c) image with 5 clusters. 
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Step 1 Set the number c of clusters, the fuzzy para- 
meter m, and the stopping condition ε. 

Step 2 Initialize the fuzzy membership values µ. 
Step 3 Set the loop counter b = 0. 
Step 4 Calculate the cluster centroid values using (6). 
Step 5 For each pixel, compute the membership va- 

lues using (7) for each cluster. 
Step 6 Compute the objective function A. If the value 

of A between consecutive iterations <ε then stop, other- 
wise set b = b + 1 and go to step 4. 

The Fuzzy C-means clustering shows very good seg- 
mentation results, but is still sensitive to noise and is still 
unable to segment areas of homogeneous textures.  

3.5. Modified Fuzzy C-Means Clustering with 
“Gki Factor” 

In order to improve the tolerance to noise of the Fuzzy 
C-means clustering algorithm, Krinidis and Chatzis [12] 
have proposed a new method by introducing the novel 
Gki factor. The purpose of this algorithm is to adjust the 
fuzzy membership of each pixel by adding local informa- 
tion from the membership of neighboring pixels. It is 
obtained by using a sliding window of predefined dimen-
sions used to compute the Gki factor. 

2
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             (5) 

The calculation of the centroid of the kth cluster is 
achieved using Equation (6): 

1
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The Gki factor is calculated by using Equation (8): 

1

m
ikμ 

                   (6) 

The fuzzy membership table is calculated using the 
original Equation (7): 
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Where: 
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 the ith pixel is the center of the local window; 
 the jth pixel belongs to the window around the ith pixel 

(wi); 
 dij is the spatial Euclidian distance between pixels i 

and j; 
 µkj is the degree of membership of the jth pixel in the 

kth cluster; 
 vk is the centroid of cluster k; 
 m is a fuzziness factor (a value > 1); 
 pj is the jth pixel in wi; 
 |pi - vk| is the Euclidean distance between pi and vk. 

These ith pixel in a sliding window of size w = 1 is 
shown in Figure 1. The “size = 1” implies that one 
neighboring pixel in all directions from pixel i will be 
considered in order to determine the Gki factor for I, as 
illustrated in Figure 7. 

The algorithm is formulated by minimizing the ob- 
jective function shown in Equation (9): 
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         (9) 

The fuzzy membership of each pixel to a cluster is 
calculated using Equation (10): 
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The Gki factor increases the robustness of the clus- 
tering by ignoring several types of noise. Since the 
neighboring pixel’s membership values are also consid-
ered for clustering, this algorithm provides a better seg-
mentation. However, if larger window sizes are used for 
the computation of the Gki factor, then there will be sig-
nifycant increase in the number of calculations needed 
for each iteration. The number of computations required 
is also dependent upon the size of the window w and the 
number of clusters c, and is given by . For 
example, in order to compute Gki factor for a window 
size w = 1 and a number of clusters c = 3, 9 calculations 
have to be performed for updating the membership tables 
at any position. A window size w = 2 and a number of 
clusters c = 3 will result in 25 additional calculations for 
every pixel in the image. 

 2
2 1c w

This algorithm is further improved by including both 
the local spatial information from neighboring pixels and 
the spatial Euclidian distance of each pixel to the clus-
ter’s center of gravity. In this research, the algorithm is 
also extended for clustering of color images in the RGB 
color space. Hence, the computation given in Equation (2) 
to compute the Euclidean distance between the values pi 
and vk is modified to incorporate RGB colors, and is 
shown in Equation (11): 

    

 

Figure 7. Sliding window of size 1 around the ith pixel. 

3.6. Modified Fuzzy C-Means Clustering with 
Novel Hik Factor 

In order to further improve the effectiveness of the Fuzzy 
C-means clustering algorithm, a new Hik factor is in-
cluded in the equation for computing the membership 
value of each pixel in all clusters. The Hik factor is used 
to further adjust the fuzzy membership of each pixel. It is 
based on the spatial Euclidian distance to the center of 
gravity of each cluster, and is defined in Equation (12): 
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Where: 
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 dik is the spatial Euclidian distance between pixels i 
and the spatial center of gravity of cluster k. 

The spatial coordinates kx and ky of the center of gra- 
vity of cluster k are calculated by finding the mean of the 
x and y coordinate values of all pixels in cluster k after 
defuzzification. Equation (9) is then modified with this 
Hik for computing the fuzzy membership of each pixel to 
a cluster. The resulting equation is given in (13): 
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An illustration of the spatial Euclidean distance of 
pixel i is provided in Figure 8. 

Let c1, c2 and c3 be 3 clusters identified in an image, 
and let pi be a pixel. di1, di2 and di3 denote the corres- 
ponding statial Euclideal distances of pi to clusters c1, c2 
and c3 respectively, as calculated using Equation (2). 

By substracting the Hik factor from the Gki the algo-
rithm converges faster. Also, since the segmentation is 
based on both the proximity of a pixel to a cluster and the 
RGB information, the clustering accuracy is improved. 
The architecture of this method is given in Figure 9. 

The Hik factor is then combined with the Gki factor as 
given in Equation (14): 
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Figure 8. Illustration of the new Hik factor displaying the 
spatial Euclidian distance to the center of gravity of each 
cluster. 
 

 

Figure 9. Architecture of the FCM clustering with the Hik 
factor. 
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3.7. Feature Extraction 

The contiguous region of unique texture enhanced by the 
Gabor filters and identified by the segmentation algo- 

rithm are then isolated and extracted. Blob filtering is 
used in order to remove the smaller clustered areas. The 
center of gravity of each blob is used to extract a sample 
image representative of that particular texture. The tex- 
ture image is stored both in color for a reference to the 
color component (Chroma) of the texture and in gray- 
scale for texture matching. This forms the library of tex- 
tures and corresponding color information that can be 
used for the ECTD process. 

3.8. Grayscale Image Processing 

The segmentation and feature extraction processes are 
then repeated for the new grayscale image to be colorized. 
These processes are used exactly in the same manner, 
since no color information was used in order to perform 
the segmentation of the sample images. 

3.9. Texture Matching 

Compact Composite Descriptors (CCD) is a recently pro- 
posed set of descriptors combining several features de-
scriptors. These Descriptors are part of the new Visual 
Multimedia Content Description Scheme (VICODEs), 
which is proposing a set of specialized descriptors tuned 
for different types of images. Testing of these descriptors 
was performed using the img (Rummager) [11] applica- 
tion, as well as with the DLLs provided by the authors. 
The following descriptors were used for this research: 
 The MPEG-7 Edge Histogram Descriptor (EHD) re- 

presents the spatial distribution of five types of edges: 
four directional edges and one non-directional edge. 
Since edges play an important role for image percep- 
tion, they can be used for image-to-image matching 
(by example or by sketch) to retrieve images with simi- 
lar semantic meaning. 

 The VICODEs (CCD) Fuzzy Spatial Based Scalable 
Composite Descriptor (BTDH) [13] was developed to 
be used for Medical Radiology Images. This descrip- 
tor uses brightness and texture characteristics as well 
as the spatial distribution of these characteristics in 
one compact 1D vector. To extract the brightness in- 
formation, a fuzzy unit classifies the brightness values 
of the image’s pixels into clusters. The cluster centers 
are calculated using the Gustafson Kessel Fuzzy Clas- 
sifier. 

 The VICODEs (CCD) Auto Descriptor Selector (ADS) 
is a feature of the application that automatically selects 
the proper descriptor for each image. 

3.10. Grayscale Image Colorization 

Once the proper segmentation is obtained and appropri- 
ate colors are identified, placing the color in the correct 
areas of the test image can be achieved in the YCbCr 
color space. The advantage of this color space is that it 
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separates the luminance (Y) component from the color 
components (Cb and Cr are the blue-difference and red- 
difference Chroma components). Thus, it is possible to 
replace the Chroma components while preserving the lu- 
minance information of the image. In this research, the 
Chroma component of the test image is replaced with the 
colors corresponding to the matching textures from the 
library of images. 

4. Experimental Results 

The different algorithms used in this research were im- 
plemented in C# using Microsoft Visual Studio 2008 
[14]. The img (Rummager) application, as well as with 
the DLLs provided by the authors were used for CBIR. 

Several synthetic and natural images were used for 
simulation purposes in order to test the proposed seg- 
mentation algorithm [15]. Salt and Pepper noise was 
added to test images in order to test the tolerance of the 
algorithm to noise. The spatial center of gravity of each 
cluster is marked by a red pixel on all the test images 
processed when the Hik factor is used. The initial values 
used to populate the cluster centroids were the top c co- 
lors present in the image as per the color histogram, and 
the initial kx and ky values were set randomly. Figure 10 
shows the results obtained by performing a Fuzzy 
C-means clustering on a natural color image obtained 
from the web. 

The Fuzzy C-means clustering shows very good seg- 
mentation results, but is still sensitive to noise and fails 
to segment areas of homogeneous textures. The test im- 
age shown in Figure 11(a), with added salt and pepper 
noise, was used in order to test the effectiveness of this 
method. Figures 11(b) to 11(h) display some of the re- 
sults obtained by testing various configurations of this 
algorithm on the test image with 2 clusters. 

These results demonstrate the ability of this algorithm 
for removing noise. Table 1 summarizes the percentage 
of misclassified pixels obtained by testing with various 
settings. Table 2 displays the number of iterations that 
were needed in order to achieve convergence. 

Even though the use of the Hik demonstrated very good 
results, the best results were obtained by combining the, 
Gki and the Hik factors. The size of the window used in 
the Gki calculation does not appear to have much of an 
impact when used in combination with the Hik factor. 

The results obtained with this test image demonstrate 
the added computation required when using the Gki factor 
in combination with a larger window size. This also re- 
sulted in a significant increase in the number of iterations 
that were required for the algorithm to achieve conver- 
gence. The number of iterations with regular FCM and 
with both factors was the same. But, the number of mis- 
classified pixels was significantly lower, demonstrating 
the efficiency and effectiveness of the use of the combined 

 
(a)               (b)            (c) 

Figure 10. (a) Natural test image; (b) FCM segmentation of 
the natural test image with 5 clusters; (c) FCM Segmenta-
tion of the natural test image using the modified FCM algo-
rithm with 5 clusters, Gki window = 1 and Hik. 
 

 
(a)                (b) 

 
(c)               (d)            (e) 

 

 
(f)               (g)            (h) 

Figure 11. (a) Synthetic 2-color test image with salt and 
pepper noise; (b) FCM clustering of 11 (a) with 2 clusters; 
(c) FCM clustering with Gki window = 1; (d) with Hik; (e) 
with both (a) and (b); (f) FCM with Gki window = 5; (g) with 
Hik; (h) with both (a) and (b). 
 
Table 1. Percentage of pixel misclassification using FCM 
clustering of image 9(a) with 2 clusters. 

% No Gki Gkiw = 1 Gkiw = 3 Gkiw = 6 Gkiw = 9

No Hik 30 25 20 15 10 

With Hik 5 1 1 1 1 

 
Table 2. Number of iterations required to achieve conver- 
gence using FCM clustering of image 9(a) with 2 clusters. 

N. of iterations No Gki Gki window = 5 
No Hik 3 72 

With Hik 4 3 
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method. Additional testing of this algorithm was performed 
on a 4-color test image. The FCM clustering with 4 clus- 
ters with various options are displayed in Figure 12. 

By combining the Gki and of the Hik factors, the tole- 
rance to noise of the Fuzzy C-means algorithm is greatly 
increased. This leads to an improved capability to obtain 
coherent and contiguous segments from the original im- 
age. However, due to the radial nature of the spatial Eu- 
clidian distance factor, noise is still present in areas of the 
image that are equidistant to the cluster centers. Nonetheless, 
these results demonstrate the ability of this algorithm to 
remove noise when clustering an image. 

Figure 13 shows the different steps in the image seg- 
mentation and texture extraction process, starting with 
the normalized sum of the Gabor responses. 

Figure 14 shows the various stages of the colorization 
of atest image through the ACTD process. 

Figure 15 shows the several steps of the colorization 
process on another sample image. 

5. Conclusions and Future Work 

In this research, a new and innovative ACTD method for 
automating example-based colorization process is im- 
plemented. This process combines several state-of-the-art 
techniques from Digital Image Processing in order to 
improve the automation of the colorization process. This 
includes Gabor-based image segmentation combined 
with improved fuzzy C-means clustering, extraction and 
storage of the Texture and Color Descriptors, and a tex- 
ture-based color retrieval technique. 
 

 
(a)                    (b) 

 
(c)                     (d) 

Figure 12. (a) Synthetic 4-color test image with added salt 
and pepper noise; (b) FCM clustering of the test image; (c) 
FCM clustering of the image in Figure 12(a) with Gki win-
dow = 1 and with Hik; (d) FCM clustering of the image in 
Figure 12(a) with Gki window = 5 and with Hik. 

 

Figure 13. Feature extraction process on a sample image. 
 

 
(a)               (b)            (c) 

 
(d)               (e)            (f) 

Figure 14. (a) Grayscale image; (b) Sum of Gabor responses; 
(c) Inversed, normalized sum of Gabor responses; (d) Mean 
smoothing of Gabor responses; (e) Segmented regions; and 
(f) Final colorized image. 
 

 

Figure 15. Colorization process for another test image. 
 

The FCM with the Gki factor is modified using the Hik 
factor, and the algorithm is extended for the clustering of 
color images. The use of the sliding window in the Gki 
factor improves the segmentation results by incorpora- 
ting local information about neighboring pixels in the 
membership function of the clusters. However this result 
in a significant increase in the number of calculations 
required during each iteration for each pixel as defined 
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original image. 
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