Separability Analysis of Atlantic Forest Patches by Comparing Parametric and Non-Parametric Image Classification Algorithms
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Abstract

The aim of this work was to differentiate Atlantic Forest patches, as well as their spatial distribution, from other tree covers that compose the landscape, by comparing three methods of digital images classification, using techniques of geoprocessing and remote sensing. The study area was a sub-basin of the Iperó River, tributary of the Iperó-Mirim stream, Sarapuí River basin, in Araçoiaba da Serra, State of São Paulo, Brazil. This research has been developed on a Geographic Information System environment platform, using medium resolution images from Sentinel-2 Satellite. Three image classification algorithms: Maximum Likelihood Classification (MLC), Support Vector Machines (SVM) and Random Tree (RT) were applied to verify the separability of forest patches, forestry and other uses. The results were analyzed by means of a confusion matrix, accuracy and kappa index, thus showing that the three algorithms were able to successfully differentiate the targets, with the higher efficiency attributed to MLC and the lowest to RT. Overall, the three classifiers presented errors, but specifically for the forest patches, the highest accuracy was obtained from SVM.
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1. Introduction

Mapping the Brazilian Atlantic Forest remnants and their stages of succession is a pivotal step for the implementation of several studies, environmental control and management actions [1]. Therefore, the classification of natural patches from the Atlantic Forest biome is fundamental for a wide range of studies, considering that the majority of natural forest remnants are in form of small patches, highly disturbed, isolated, little known and poorly protected [2]. These natural forest patches are constantly pressured by a land cover dynamics, related to expansion and retraction of land uses that modify the landscape by forming a mosaic of forest patches with different sizes and in several stages of succession, isolated by an anthropized matrix [3].

The proposition of methodologies that contemplate this theme allows quantitative and qualitative evaluations of the remaining patches, as well as their spatial distribution [4], being also very important to characterize these natural patches, composed of different arboreal individuals forming a complex vegetation canopy. Among mosaics of different uses that surround these patches, stand out cultivation areas of Eucalyptus spp. (Myrtaceae), Pinus spp. (Pinaceae) and exotic species with commercial purpose, it is fundamental to distinguish among these different tree coverings in order to get an accurate evaluation of truly natural patches from native Atlantic Forest.

In this way, the aim of this research was to evaluate three methods of image classification: Maximum Likelihood Classification (MLC), Support Vector Machine (SVM) and Random Tree (RT) in order to distinguish patches of native vegetation from patches of exotic vegetation through differentiation of their canopies. The application of image classification by remote sensing involves a complex process that encompasses many factors, including the choice of the classification method, which requires checking the accuracy of the results [5].

2. Study Area

As study area, it was selected a sub-basin of the Iperó River, which is located in the municipality of Araçoiaba da Serra, southeast of the State of São Paulo, Brazil (Figure 1). It was chosen due to the presence of forests remnants belonging to the Atlantic Forest Biome [6], which is a biodiversity hotspot [7] that has a geo-referenced database, developed by the Landscape Ecology Studies Center and Conservation (UFSCar-Sorocaba). The Iperó River is a tributary of the Iperó-Mirim stream, which is part of the Sapapuí River basin. It has an area of 4933.23 hectares, with 295 perennial channels distributed in 88,638.19 meters [8].

3. Materials and Methods

Along the development of the research, the following steps were taken: 1) selection of the study area, which adopted a sub-basin of the Iperó River, due to the fact that this area presents forest patches (natural forest patches of the Atlantic
Figure 1. Study Area: A watershed of the Iperó River in Araçoiaba da Serra - State of São Paulo, Brazil.

Forest) and forestry areas (Eucalyptus spp. (Myrtaceae) or Pinus spp. (Pinaceae); 2) an image obtained from the Sentinel-2 Satellite of the GMES Program, with bands 02 to 12 was used as material; 3) then, the selection of samples for the classes: forest patches, forestry and other elements of the landscape was carried out; 4) these samples were used in the Maximum Likelihood Classification (MLC), Support Vector Machine (SVM) and Random Trees (RT); 5) the test of accuracy of the classifiers was carried out from ground truth collected and application of statistical indices; 6) the result is a land cover map of each classification algorithm, regarding the “forest patches”, “forestry” and “other uses” categories.

3.1. Data Acquisition

Images were selected from the Sentinel 2a and 2b Satellite of the year 2018, GMES multi-spectral imaging mission. In this research, twelve multispectral bands were used: B02 (blue), B03 (green), B04 (red) and B08 (near Infrared), with a spatial resolution of 10 meters, and bands 05 to 08A (red edge and infrared of short waves), with a spatial resolution of 20 meters, resized to 10 m.

3.2. Supervised Image Classification and Selection of Training Samples

Supervised classification is the process of extracting information from images to recognize patterns and homogeneous objects used to map areas on earth’s surface corresponding to subjects of interest, by associating each pixel of the image with a “label” describing a real object. The result is a thematic map, which presents the geographical distribution of a theme, for example, vegetation. In the
supervised classification it is necessary the knowledge of the area studied to allow the collection of samples for the training of the classifiers. This is made by interpretation of computer screen images, selecting areas known for forming the training set with ground truths for later supervised classification. The result is presented as spectral classes (areas that have similar spectral characteristics), since a target is hardly characterized by a single spectral signature. It consists of a map of graded “pixels”, represented by graphic symbols or colors. The digital classification process converts a large number of gray levels, from each spectral band, into a small number of classes into a single image [9] [10] [11] [12] [13].

The construction of the set of samples was based on the selection of areas defined as “forest patches” (Figure 2(A)), “forestry” (Figure 2(B)) and “other uses” (Figure 2(C)). These groups were created using theoretical assumptions of photo interpretation [14], from the delimitation by training polygon vectors on the Sentinel 2 image. In this procedure, we tried to identify patterns with the greatest variability among the pixels for each set of classes. For the field verification set, 40 samples were obtained randomly for each class and categorized from Google Earth images (Figure 2(D)).

3.3. Image Classification

The classification of the images was performed by using the parametric algorithm MLC and the non-parametric SVM and DT. In the following subsections, a brief explanation of the three algorithms is provided.

3.3.1. Maximum Likelihood Classification (MLC)

A maximum likelihood classification algorithm is one of the well-known parametric classifiers used for supervised classification. It is considered pixel to pixel, since it works from the weighting of distances between the means of the pixels values for each class, using statistical parameters and assuming that all the bands

![Figure 2](image-url). Construction of samples set: (A) Forest patches; (B) Forestry; (C) Other uses; (D) Ground truths.
have normal classification; so, it is estimated the probability of a determined pixel to belong to a determined class [15]. Its great use is bound in its efficiency, because the training classes are used to estimate the shape of the pixels distribution for each class in the space of n bands, as well as the location of the center of each class [16].

### 3.3.2. Support Vector Machines (SVM)

Support vector machines (SVM) are a set of learning algorithms, used for classification and regression, and are non-parametric classifiers. The theory of statistical learning was introduced in the late 1960s and, until the 1990s, it was a purely theoretical analysis of the problem of estimating the function of a given data collection. In the mid-1990s, new types of learning algorithms (called support vector machines), based on the developed theory, were proposed. This has made the theory of statistical learning not only a tool for theoretical analysis, but also a tool to create practical algorithms for estimating multidimensional functions [17]. The success of the SVM depends on how well the process is trained. The easiest way to train the SVM is by using linearly separable classes, its functioning is based on training to find the optimal hyperplane, by minimizing the upper limit of classification error [18].

### 3.3.3. Decision Trees (DT)

The Random Trees classifier can be defined as a collection of individual decision trees, generated from different samples and subsets of training data. The basic idea of this type of classifier is to have, for each classified pixel, a number of decisions made, based on order of importance, creating a decision tree [19]. The basic structure of the decision tree, however, consists of one root node, a number of internal nodes and, finally, a set of terminal nodes. The data is recursively divided down the decision tree, according to the defined classification framework [20].

### 3.4. Confusion Matrix

The confusion matrix classifies all cases of a model studied into categories. To this end, a classification matrix is created to determine if a predicted value corresponds to the actual value. In each category, data are counted and the totals displayed in the array [21]. This classification is a standard tool for all statistical models [22].

In this research, data provided by the three algorithms have been compared with the ground truth set. The results were arranged in a two-column table, which provides an effective measure of the classification model, by showing the number of correct classifications versus the classifications predicted for each class, over a set of examples.

### 3.5. Evaluation of Accuracy

The evaluation of classifier accuracy indicates the likelihood that a randomly se-
selected sample will be correctly classified (Equation (1)) [15]:

\[
\sum_{k=1}^{c} \frac{x_{kk}}{n}
\]

where:
- \( C \): diagonals of classification and reference;
- \( N \): total of the classification and reference columns;
- \( x_{kk} \): total number of correctly classified points in class.

Two other evaluations can also be derived from the confusion matrix. The accuracy of the reference, which evaluates how much of a particular class has been identified by the classifier (Equation (2)) and the accuracy of the classifier, that evaluates how much of a particular classified class actually belongs to this class, as well as their respective errors of omission and commission (Equation (3)) [15].

\[
K_1 = \frac{x_{kk}}{x_{+k}}
\]

\[
K_2 = \frac{x_{kk}}{x_{k+}}
\]

where:
- \( K_1 \): class to be classified;
- \( K_2 \): class to be classified;
- \( x_{kk} \): total number of correctly classified points of class \( k \);
- \( x_{ik} \): value classified as \( k \);
- \( x_{k+} \): value belonging to \( k \);

### 3.6. Kappa Index

The Kappa index is a measure of association to test and describes the degree of reliability and accuracy of a classification (Equation (4)); the index measures the accuracy of the results, based on the confusion matrix of the sorted image and the reference image. Their values range from 0 to 1, where values close to 0 suggest an inefficient classification and, next to 1, highly efficient [23].

\[
K = \frac{N \sum_{i=1}^{r} X_{ii} - \sum_{i=1}^{r} (X_{i+} \cdot X_{i+})}{N^2 - \sum_{i=1}^{r} (X_{i+} \cdot X_{i+})}
\]

where:
- \( K \): Kappa accuracy index; \( r \): number of rows in the array;
- \( X_{ii} \): number of observations in row \( i \) and column \( j \);
- \( X_{i+} \) and \( X_{i+} \): marginal totals of row \( i \) and column \( j \);
- \( N \): total number of observations.

### 4. Results

The classification of the MLC algorithm showed a Kappa index of 0.85 (Figure 3(A)), which, according to the classification of Landis and Koch [23], is consi-
dered an almost perfect agreement. A total accuracy of 90% was obtained, which means that, within the total of 150 samples, if a sample was chosen randomly, it would have a 90% probability of being correctly classified (Table 1).

Regarding how much of the class was identified by the classifier (reference accuracy), the “other uses” class achieved the best performance, followed by “forestry” and “forest patches”. From the point of view of the number of pixels actually classified in the correct class (classification accuracy), “other uses” obtained the best accuracy, followed by “forest patches” and “forestry” (Table 2).

Figure 3(B) shows the classification map of the SVM and Table 3 shows the confusion matrix for this classifier. The Kappa index was 0.84, considered as an almost perfect agreement, according to Landis and Koch [23]. Regarding the classifier accuracy, the SVM reached 89.3%, only 0.7 of difference from the MLC classification.

The accuracy calculation indicated the best performance for “forestry”, followed by “forest patches” and “other uses”. Regarding the classification performance, the accuracy calculation showed the best performance for “other uses”, followed by “forest patches”. For “forestry”, the performance presented 30% of

Table 1. Confusion Matrix-maximum likelihood classification.

<table>
<thead>
<tr>
<th>Map</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land Cover</td>
<td>forest patches</td>
</tr>
<tr>
<td>forest patches</td>
<td>48</td>
</tr>
<tr>
<td>forestry</td>
<td>12</td>
</tr>
<tr>
<td>other uses</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 2. Classifier accuracy assessment-maximum likelihood classification.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>reference accuracy</th>
<th>omission error</th>
<th>classification accuracy</th>
<th>commission error</th>
</tr>
</thead>
<tbody>
<tr>
<td>forest patches</td>
<td>80%</td>
<td>20%</td>
<td>96%</td>
<td>4%</td>
</tr>
<tr>
<td>forestry</td>
<td>97%</td>
<td>3%</td>
<td>74%</td>
<td>26%</td>
</tr>
<tr>
<td>other uses</td>
<td>96%</td>
<td>4%</td>
<td>100%</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 3. Classified images: (A) Maximum Likelihood Classification (MLC); (B) Support Vector Machine (SVM); (C) Random Trees (RT).
commission error, which means that there was a significant confusion related to this class (Table 4).

**Figure 3** shows the ordering of the classes by Random Trees and the Kappa index for the RT classifier, which was 0.49. This result is considered as moderate agreement, considering the quality of the classification (Table 5), according to Landis and Koch [23].

Considering how much of the class was identified by the classifier (reference precision), the “other uses” and “forestry” classes achieved the best performances, followed by the “forest patches” class. From the point of view of the pixels number actually classified in the correct class (classification accuracy), the “other uses” class obtained the best accuracy, followed by “forest patches” and “forestry”. The “forestry” class obtained a low classifier performance with a commission error of 48 (Table 6).

**Table 3.** Confusion matrix-support vector machine.

<table>
<thead>
<tr>
<th>Map</th>
<th>Ground truth</th>
<th>Land Cover</th>
<th>forest patches</th>
<th>forestry</th>
<th>other uses</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>forest patches</td>
<td>49</td>
<td>0</td>
<td>1</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>forestry</td>
<td>14</td>
<td>35</td>
<td>1</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>other uses</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>63</td>
<td>35</td>
<td>52</td>
<td>150</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Classifier accuracy assessment-support vector machine.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>reference accuracy</th>
<th>omission error</th>
<th>classification accuracy</th>
<th>commission error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest patches</td>
<td>77.7%</td>
<td>22.2%</td>
<td>98%</td>
<td>2%</td>
</tr>
<tr>
<td>forestry</td>
<td>100%</td>
<td>0%</td>
<td>70%</td>
<td>30%</td>
</tr>
<tr>
<td>other uses</td>
<td>96%</td>
<td>4%</td>
<td>100%</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 5.** Confusion matrix for the random trees classification.

<table>
<thead>
<tr>
<th>Map</th>
<th>Ground truth</th>
<th>Land Cover</th>
<th>forest patches</th>
<th>forestry</th>
<th>other uses</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>forest patches</td>
<td>48</td>
<td>1</td>
<td>1</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>forestry</td>
<td>23</td>
<td>26</td>
<td>1</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>other uses</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>71</td>
<td>27</td>
<td>52</td>
<td>150</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.** Classifier accuracy assessment-random trees.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>reference accuracy</th>
<th>omission error</th>
<th>classification accuracy</th>
<th>commission error</th>
</tr>
</thead>
<tbody>
<tr>
<td>forest patches</td>
<td>67.6%</td>
<td>32.3%</td>
<td>96%</td>
<td>4%</td>
</tr>
<tr>
<td>forestry</td>
<td>96%</td>
<td>4%</td>
<td>52%</td>
<td>48%</td>
</tr>
<tr>
<td>other uses</td>
<td>96%</td>
<td>4%</td>
<td>100%</td>
<td>-</td>
</tr>
</tbody>
</table>
5. Discussion

Results indicated that MLC classification leaded to the best separability performance among all classes, although when evaluating the targets individually, it was found that the SVM algorithm leaded to the highest accuracy for the class “forest patches” in relation to the other classifiers considered in this research.

This best performance from the non-parametric SVM algorithm in the classification of the forest patches is in agreement with the research by Kavzogluand Colkesen [24], which studied the application of SVM to classify the land cover of the Gebze district, in Turkey, using Landsat ETM + and Terra ASTER images. Their results showed that SVM outperforms the maximum likelihood classifier, in terms of general accuracy and individual class. Oommen [25] conducted a study on the performance of SVM for Landsat images, comparing two areas: Cuprite, Nevada, and Goodnews Bay, in southwestern Alaska, and concluded that SVM has higher acuity than MLC.

SVM classification was considered less efficient than MLC in relation to the separability of the “forestry” and “forest patches” classes. Although this classifier is non-parametric and considers the textural information of the pixels, which is considered an indicative of a better discrimination between vegetation classes [26], its potentiality for the separability of classes has not been verified. In the present work, the classifier presented a smaller noise error (salt and pepper effect, being less susceptible to errors, but also classifying erroneously isolated areas).

On the other hand, MLC presented common problems related to pixel-to-pixel classifications, such as the salt and pepper effect, which are related to noise and classification errors, especially when the spatial contextual information is not taken into account [27]. Chelotti [28] considers that the performance of the classifiers is influenced by the number of classes; so, the few selected classes associated to the parametric statistics of the MLC may be an indicative of a better classifier effectiveness.

The separability of “forest patches” and “forestry” was less significant when the RT algorithm was used. According to Adam [18], the main hypothesis of such outcome may be related to an inefficiency of the decision tree classification algorithm within the GIS platforms, which is corroborated by results from studies demonstrating a large potential of image classification based on RT algorithm [29] [30] [31] [32].

The use of high resolution satellite images should also improve the classifier accuracy, as stated by Jensen [33]; a high radiometric resolution increases the probability of the phenomena to be evaluated by Remote Sensing with more accuracy, allowing to identify several pieces of forestry among the forest patches. These enhanced results were obtained only for the MLC and SVM classifiers.

6. Conclusion

The mapping and classification of Brazilian Atlantic Forest patches are of pivotal
importance for actions aiming at conservation and management of this important biome. In this way, this research contributes to knowledge about image classifiers application for the separability of targets, such as patches of native forest. Therefore, results from the present work show that the three classifiers studied allowed to separate the remaining patches from native Atlantic Forest, with the greatest efficiency observed for the SVM. Furthermore, the continuous refinement of satellite image classification algorithms is an important task, since the enhancement on such methods helps to better identify native forests along fragmented environments, increasing the knowledge and supporting decision-makings, as well as conservation policies. Satellite imagery and automated classifications are important tools, which offer facility and agility in studies involving the mapping of landscape units and represent essential instruments for environmental management.
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