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Abstract 
In this research, we aim to create a computer player that gives fun to the op-
ponent. Research on game AI has spread widely in recent years, and many 
games are being studied. Some of those studies have made remarkable results. 
Game research is aimed at strengthening computer players. However, it is 
unknown whether a computer player who is too strong is good. There may 
also be opponents who think that a computer player is not interesting if it is 
too strong. Therefore, we thought whether we could create a computer player 
who entertains the opponent while maintaining a certain degree of strength. 
To realize this idea, we use the Monte Carlo Tree Search. We tried to create a 
computer player that gives fun to the opponent by improving the Monte Carlo 
Tree Search. As a result of some experiments, we succeeded in giving fun, al-
though it was a first step. On the other hand, many problems were found 
through experiments. In future, it is necessary to solve these problems.  
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1. Introduction 

In recent years, researches on game AI have been actively conducted. The main 
ones are Go, Shogi. It is no exaggeration to say that Go is no longer able to win 
even by professional players, and the ability of AI is improving also in Shogi. 
Other game AIs are heading toward strengthening their ability based on this 
flow. 

However, players will think that playing against too strong AI is not fun. Of 
course, some players want to fight against strong players, but many players think 
that they do not want to play with opponents that they cannot win. Players de-
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sire to play against opponents who are close to their ability. Therefore, if the AI 
that will entertain the player as a new AI is created, the game AI will develop 
further. In this research, we aim to construct such AI. Specifically, create an AI 
for a game and evaluate the fun of that AI. Repeat creation and evaluation, and 
we conduct experiments to construct AI that can express fun. To achieve this 
objective, the method used to strengthen AI is improved and applied. The me-
thod is called UCT, which is based on Monte Carlo Tree Search (hereinafter 
called “MCTS”). Tree search can be proceeded efficiently by UCT. In addition, 
MCTS and UCT do not need to design the evaluation function. These methods 
can be applied to things where it is difficult to create an evaluation function. 
These methods are widely used in game AI. For example, CrazyStone uses 
MCTS [1]. CrazyStone is the first Go program using MCTS to win a tourna-
ment. As a result, it became the first program to beat professional players. Be-
sides, Chess and Draughts [2], Chinese Checkers [3], and Hex [4] use these me-
thods. We express fun by improving UCT.  

The flow of this study as follows: First, select a game. There are various games, 
we need to narrow down the types. In this study, we targeted at the Hanafuda. 
Second, create a computer player about Hanafuda. Third, perform an experi-
ment, and evaluate players. Repeat the second and third steps to refine the play-
er. 

2. Games and Game AI 

There are various kinds of games. In this chapter, the relationship between game 
classification and AI is described. 

2.1. Game Classification and Complexity 

There are perfect information game and imperfect information game in the clas-
sification of the game. Perfect information game is game player can get all in-
formation of board, and imperfect information game is game that there is hid-
den information in board. For example, Go, Shogi, and Chess belong to perfect 
information game, and Bridge, Rummikub, and Mahjong belong to imperfect 
information game. In general, it can be said that a type of game that draws 
something from the deck is classified as imperfect information game. This classi-
fication is an example. Classification methods are various. 

The complexity of the game, and furthermore the difficulty of AI, is deter-
mined by the number of situations of board that appear in the game. In Go, 
there is 10360 situations, and in Shogi, there is 10220 situations. It is correspon-
dingly difficult to create AI for games with these vast search space. Even com-
plete information games have vast gaming space. When comparing perfect in-
formation game and imperfect information game, imperfect information game 
becomes more complicated. Because the situation depends on the hidden infor-
mation. Also, the optimal behavior changes according to the hidden informa-
tion. Therefore, it is more difficult to create an imperfect information game AI 
than the complete information game AI. 
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2.2. Previous Research 

Research on game AI has been actively conducted. Min-Max method and α-β 
method are famous as methods used from long ago. Recently Monte Carlo me-
thod and deep learning are often used. One example is CrazyStone. This pro-
gram won the gold medal of the 11th Computer Olympiad. Moreover, AlphaGo, 
which has received attention in recent years, is a combination of MCTS and deep 
learning [5]. The ability of the program is such that humans cannot win. 

Game AI research has developed, but the main research is a perfect informa-
tion game. Research on imperfect information games has not been done much. 
Accordingly, we previously created computer player of Hanafuda which is a type 
of imperfect information game. This computer player uses UCT for decision 
making. As a result of some experiments, we succeeded in strengthening it. On 
the other hand, a computer player who was too strong was lack of interesting. 
Thus, as the next stage of research we have created a computer player that giving 
fun to the opponent. 

2.3. Target Game and Significance of Study 

We define the game to be covered in this research as a Hanafuda which is a type 
of imperfect information game. The reason for choosing this game is that it is 
relatively complicated. For example, although poker is also an imperfect infor-
mation game, it is a game that is simple compared to a Hanafuda. In ordinary 
draw poker, excluding betting, the only action that the player can do is to ex-
change cards of player’s hand. The cards to be exchanged are decided to some 
extent by hand, and there are not many strategies. On the other hand, in Hana-
fuda, actions to select cards are necessary. One of the strategies is to select cards 
to acquire or discard cards. Furthermore, there is a rule which ending the game 
on the way in the Hanafuda. Selection is required here. This is because the player 
may lose as a result of continuing the game. As mentioned above, the selection 
complicates the Hanafuda. 

By conducting this research, it is expected that the form of AI will be ex-
panded. Previous studies are almost occupied by perfect information games, and 
research is being conducted to strengthen AI. However, this research is targeting 
imperfect information game. Also, instead of strengthening AI, our goal is to 
create AI that will make players enjoyable. Therefore, if an AI that will entertain 
the player is created, the research of AI will develop further. 

3. Hanafuda 

Hanafuda is traditional Japanese card game, and it is the name of the card used 
in this game. There are 48 cards in this game. Players aim to acquire them ac-
cording to the rules. Winning or losing is decided with the card taken by the 
player. 

3.1. Game Rules 

Hanafuda has various rules. The most mainstream among them is “Koi-Koi”. 
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Koi-Koi is a game that makes a combination of specific cards. This game is done 
by two players. Players scramble for cards with each other. Cards can be taken 
by matching with cards of the same suit. Figure 1 shows Hanafuda cards and 
correspondence between the card and the month. The rows of cards belong to 
the same suit. However, the value of the card is different even within the same 
suit. Each card belongs to one of “Hikari”, “Tane”, “Tan” and “Kasu”. The value 
of the card affects when making a winning hand. Figure 2 shows relationship 
between cards and classification. Other cards belong to “Kasu”. 

In the player’s turn, select a card on player’s hand. If there is card of the same 
suit in the field, the player can acquire them. At this time, if there are two cards 
of the same suit in the field, select either one to acquire. If there are three cards, 
acquire all cards. On the other hand, if there is no card of the same suit in the 
field, player puts the selected card in field. After the selected card has been 
processed, excavate the top card of deck, and do in the same way. Up to this 
point is the turn of the player. At this point, if the winning hand is completed, it 
is selected whether to continue the game. If player continue, the player aims to 
create a new winning hand. When player do not continue, player receive points 
from the opponent player according to the winning hand. If the winning hand is 
not completed, give a turn to the opponent. The above is a rough rule of 
Koi-Koi. Based on this, the following section explains the flow of Koi-Koi. 

3.2. The Flow of Koi-Koi 

1) Select the dealer 
First, select the dealer. Selection method is random card draw. Each player 

draws a card; the player who draws a card close to January is a dealer. 
 

 
Figure 1. A Hanafuda cards. 

 

 
Figure 2. A relationship between cards and classification. 
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2) Deal the cards 
The dealer deals cards. Eight cards are dealt to each hand and eight cards are 

dealt to the field. 
3) Game start 
A turn is started from the dealer. After that, continue to play until the hand 

cards runs out or until turn player stops the game on the way. The turn player 
collects cards according to the rules written in 2.1. If both players run out of 
cards, give 6 points to the dealer and the next game is started. 

4) Game end 
It is one game until cards are dealt and either player gains points. One match 

is made twelve times in a game. It is the win of the player who has the highest 
score when one match is over. 

3.3. Winning Hans of Koi-Koi 

Winning hands of Koi-Koi is as shown in Table 1. 
 
Table 1. Examples of winning hands of Koi-Koi. 

Name Combination Points 

Hikari 
 

(an example) 

6~ 

Inoshikachou 
 

6 

Shichigosan 
 

6 

Omotesugawara 
 

6 

Akatan 
 

6 

Aotan 
 

6 

Tsukimi-Zake 
 

5 

Hanami-Zake 
 

5 

Tane ommision 1~ 

Tan ommision 1~ 

Kasu ommision 1~ 
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Hikari is determined by the combination of acquired “Hikari” cards. Tane is 
completed by any five “Tane” cards. Tan is completed by any five “Tan” cards. 
Kasu is completed by any four “Kasu” cards. Each winning hand, one additional 
point is awarded for every additional card. 

4. Using the Template 
4.1. Monte Carlo Method and MCTS 

In the general Monte Carlo method, results are stochastically obtained by simu-
lation using random numbers. When applying this method to game, it is a me-
thod of obtaining an optimal solution by progressing the game using random 
numbers and accumulating the result. Specifically, play to the end according to 
the rules prescribed in the game, and get win or lose and score. Next, evaluate 
the board surface based on them. These are repeated to find an optimal solution. 

The MCTS is one that incorporates the Monte Carlo method into the tree 
search. Features of MCTS are shown in Figure 3 and Figure 4. As shown in 
Figure 3, the MCTS is to allocate many simulation times to the hand which is 
thought to be useful. Also, as shown in Figure 4, the game tree grows. 

The flow of MCTS is as follows: 
1) Create a tree. 
2) Play to the end according to the rules prescribed in the game using random 

numbers (hereinafter called “playout”). At that time, nodes selected a certain 
number of times or more are expanded. 

3) Get a score. 
4) Add scores to nodes. 
5) Repeat the specified number of times with 2 to 4 as 1 time. 
6) Choose the best hand. 

 

 
Figure 3. MCTS: many simulations at be useful hand. 

 

 
Figure 4. MCTS: the tree growth. 
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Figure 5 shows these procedures. 
The feature of the MCTS is that the design of the evaluation function is unne-

cessary. Based on this feature, MCTS has been widely used for games in which it 
is difficult to create an evaluation function. Currently UCT with improved 
MCTS also has been used. 

4.2. UCT 

UCT (UCB applied to Tree) is an application of upper confidence bounds (UCB) 
for tree search. UCB was developed by Auer to solve the Multi-Armed Bandit 
problem [6]. Multi-armed Bandit problem is to sort through profitable machines 
from among many slot machines by trial. Gambler is going to make a big profit 
with little loss. However, a good state machine will not be known until he plays. 
Therefore, he needs to search for good condition machines while suppressing 
losses. This problem of asking for machines to which coins are to be inserted is 
called a Multi-Armed Bandit problem. 

The UCB has been proposed to solve this problem. It is a strategy to calculate 
UCB for each slot machine and to input coins to the machine with the highest 
UCB. By doing this, it is possible to receive a high payout while reducing the 
amount of calculation. UCB is calculated by the following equation. 

2ln( ) i
i

nUCB i X c
n

= +                      (1) 

In Equation (1), iX  is expected value of ith machine, ni is coin insertion 
number of ith machine, n is total number of coin inputs of all machines, and c is 
constant, 1 is often used. According to Equation (1), the higher the expected 
value, the easier it is to select. It is also possible to search for machines with few 
coins inserted. The possibility of finding a potentially good machine increases. 

Each node is regarded as a Multi-Armed Bandit problem, and UCT incorpo-
rates UCB for tree searching. UCB is updated based on the data obtained by the 
simulation. Sometimes victory or defeat is used, or sometimes reward is used. 
UCB is calculated with these being iX . After repeating the simulation a certain 
number of times, the child node of the root node with the highest UCB is se-
lected. 

5. Experimentation 
5.1. Definition of “Fun” 

The “fun” in this research is defined as follows: 
 

 
Figure 5. The step of an MCTS. 
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1) Increase the variance of get or lose scores 
2) Adjust the final score of one match to near ±0 
For (1), it means to make a fancy match. The exchange of small points tends 

to be a simple battle. Make a fancy match by increasing the exchange of points. 
For (2), it means to eliminate major defeat and big win. If a human player wins 
greatly, that player feels computer player is weak and it is boring. On the other 
hand, if a human player loses a lot, player think that they don’t want to fight that 
they can’t winning. Adjust the final score to near ±0 so as not to have a boring 
impression. We create a computer player that can produce the “fun” of these two 
points. 

5.2. Improvement of UCT 

To realize the fun as defined in 5.1, we add the following improvements to UCT. 
Specifically, the hand to select is determined as follows. 

min ( ) 0

max ( ),
i

i

point UCB i point
Select hand

UCB i otherwise

 + >= 


             (2) 

In Equation (2), the point is the point acquired by the computer player, i is the 
number of hand cards. Equation (2) is, in the case where the score of the com-
puter player is plus, it is an equation that intentionally selects a hand card that 
lose score. As an example, suppose the computer player is winning 7 points. At 
this time, the improved UCT highly evaluates the hand card which makes the 
score closer to ±0. As a result, the computer player selects a hand card that loses 
points and attempts to adjust the score to around ±0. The “fun” is added by 
making this choice. 

5.3. Battle against Human Players 

In order to evaluate the created computer player, a battle with a human player is 
performed. Battle is done by two people accustomed to Hanafuda. After several 
bouts, evaluate by listening to comments. 

Experimental setting is as follows: 
 c in Equation (1): 1 
 UCT loop time: 2000 
 iX : Average of be earned point at simulation 

By making iX  like this, computer players can pick appropriate cards. 

5.4. Result 

Figure 6 shows the transition of the score of a certain match seen from the UCT 
player. The final score of this match was +3 points. Looking at Figure 6, the final 
score is close to ±0, satisfying 2. of the defined “fun”. However, it is hard to say 
that increase the variance of get or lose scores was successful. Each battle was 
within about 5 points of winning or losing. The score also converged to around 
±0 in other battles, but depending on the deployment it was also a unilateral  
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match. In order to produce more “fun”, it is necessary to increase the variance of 
the score. Considering the feature of Hanafuda, exchange of about 8 to 10 points 
is desired. Future work is to seek measures that can make the variance larger. 

Table 2 shows the comments of the player who conducted the experiment.  
Analyzing these comments, the following can be said. 

 It is not so strong that human player cannot win. 
 Computer player is trying to entertain them. 

On the other hand, there are some problems. 
 It feels too weak for some people. 
 There are scenes in which selection is considered strange. 

From now on, we need to conduct research that solve these problems and 
produce more “fun” to player. 

6. Conclusion 

In this study, we proposed a new type of computer player. This computer player 
is trying to entertain people. In order to aim at that purpose, computer players 
use UCT which is a technique used to strengthen AI. We improved UCT and 
applied it to computer players. A battle experiment with a human player was 
carried out with this computer player. As a result of experiments, we succeeded 
in producing entertainment slightly. In addition, comments were obtained from 
the experimenter. Analysis of these comments revealed what should be im-
proved on computer players. Based on these results, further experiments and 
improvements are needed to be a better computer player in the future. Wider  
 

 
Figure 6. The transition of the score. 

 
Table 2. Examples of winning hands of Koi-Koi. 

Name Good point Bad point 

A 

 It is not too strong, but it will not let me  
win easily. 

 Not a one-sided match, I can enjoy a  
match to a certain extent. 

 Computer players sometimes  
 do strange selection. 

B  I could see it trying to make a game. 
 The strength was not constant.  

I felt it was often too weak. 
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recruitment of experimenters and adjustment of algorithms are required. Fur-
thermore, it is necessary to increase the number of experiments. After that, a 
detailed analysis is carried out and the computer player is evaluated. 
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