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Abstract 
Advanced countries around the world are spurring the development of Un-
manned Surface Vehicles (USVs) that can operate autonomously at marine 
environment. The key enabling technology for such USVs is the mission 
planning system (MPS) that can autonomously navigate through the harsh 
waters. The MPS not only has the functions for the navigation, but also has 
the capabilities, such as obstacle avoidance, malfunction corrections, dealing 
with unexpected events, return home functions, and many other eventualities 
that cannot be programmed in advance. The autonomy levels are increasingly 
moving higher and it is foreseeable that the trend will continue in the future. 
The main purpose of this paper is the analysis of the MPS onboard the USVs, 
in terms of the categories, functions, and technological details. Also, we ana-
lyze the case study of autonomous mission planning control systems in vari-
ous fields and introduce the features that constitute the critical functionalities 
of the mission planning systems. 
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1. Introduction 

According to the development of advanced science technology and along with 
the changes of increasingly complicated maritime environment, the level of au-
tonomy required for USVs is getting higher and higher. The autonomous mis-
sion planning system (MPS) has been studied not only in the marine field but 
also in the fields of ground-based robotics and aerospace domains. While the 
demand for the effective MPS is increasing at a rapid pace, the actual construc-
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tion requires a very high level of domain knowledge as well as investment. One 
can easily note that the development of autonomous vehicles is advancing fast in 
the laboratory environment, yet the actual deployment is very slow due to many 
concerns, such as unexpected accidents or undetected shortcomings in the con-
trol algorithms. With all the technological development, the current level of 
global autonomous technology is staying at levels 3 or 4 [1] [2] [3]. This means 
that only limited autonomous operations are possible under restricted condi-
tions. The autonomy level is divided into 11 categories, the zero level being re-
mote control operations, while the level 10 representing a complete autonomy 
for the self-driving vehicles. The level 4 means that the vehicle can autonomous-
ly avoid obstacles in real-time, detect/sense the changing environment, and 
change the mission plan in accordance with the changing environment. There-
fore, moving onto the level 10 means decades of further research at this time [3] 
[4].  

In order to reach this level, a system that can judge, plan, execute, and effec-
tively respond to all planned as well as unforeseen events occurring in real-time 
should be required. Depending on the situations, USVs will be able to react to 
the abnormal conditions, system malfunctions, and re-plan the original plans, 
while making a judgement in accordance with the priorities within the mission 
goals [4] [5] [6]. In this sense, the MPS can be the most important component of 
any USV systems, if the USVs should be intelligent and self-operating at waters 
that are far beyond the reach of remote human operators [7]. For this purpose, 
we closely analyze the cases of autonomous mission planning systems and the 
corresponding characteristics. We have studied the most advanced forms of 
MPS that have been adopted in the space program. We also looked into the most 
current MPS that is being developed for the USV. By examining those current 
and previously successful MPS, one can identify the critical elements and the 
operating principles of the mission planning system. Such studies have not been 
adequately conducted in the past. In addition, we suggest the essential technolo-
gical functions of integrated mission planning systems that are onboard the var-
ious autonomous mission planning platforms [8]. 

2. Review of Related Literature 

The autonomous navigation system is an operational system that establishes a 
voyage plan for navigation, identifies the status of USV, anticipates and responds 
to changes in surrounding conditions [8] [9] [10]. These technologies have been 
studied in many developed countries. There are many examples that have ac-
tually been applied. The US Navy developed CARACaS. This is for the un-
manned underwater vehicle and ground robot applications, which has been de-
veloped by MIT and Oxford. In space applications, the first AI (artificial intelli-
gence) system was installed in the space exploration robot, NMRA and ASPEN. 
These systems have autonomous mission plan/re-plan, and also CARACaS is 
originally a technology developed by space exploration robots. Below are the key 
features analyzed for the MPS technology. 
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2.1. CARACaS 

CARACaS, which stands for control architecture for robotic agent command 
and sensing, has been developed by the US Naval laboratory for unmanned 
swarming boats. It consists of software, radar, and various surveillance sensors. 
The CARACaS system integrates a number of USVs, assigns each mission to 
USVs, and assists in joint operations. The system structure consists of 1) Beha-
vior Engine, 2) Dynamic Planner Engine, 3) Perception Engine, and 4) World 
Model. In particular, Dynamic Planner Engine continually updates the status of 
USV. Within, the CASPER (continuous activity scheduling planning execution 
and re-planning) creates the best possible plan within the resources available as 
well as within the constraint limits [11] [12] [13]. Figure 1 shows the CARACaS 
onboard the USV. 
 Main functions and features of CARACaS 
• Detection and avoidance of high-performance static threats (buoys, reefs, 

mines) 
• Mission collaboration with other weapon systems 
• Adaptive mission planning based on load resources (fuel, ammunition) 
• Navigation in accordance with COLREGS regulations 
• Adaptive behavior based on threat detection 
 

 
Figure 1. CARACaS control system. 
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2.2. MOOS-IvP 

MOOS-IvP is the MPS software with an application called IvP Helm that is 
added on MOOS. The MOOS part was jointly developed by researchers at MIT 
and Oxford University and provides middleware capabilities for building ubi-
quitous environments of unmanned underwater vehicle and unmanned ground 
robot applications [14] [15]. The IvP is an application developed by Naval Un-
dersea Warfare Center (NUWC). It is a multi-purpose optimization algorithm 
applied for arbitration in a behavior-based architecture. Figure 2 shows the ar-
chitecture of MOOS-IvP. 

As shown in Figure 2, MOOS is connected with various function applications 
and IvP Helm around MOOSDB. It transmits real-time position and direction of 
unmanned submersible, sensors information about surrounding environment 
and obstacles, control commands through publish-subscribe method. In addi-
tion, IvP Helm has a star-topology structure in which many behavior modules 
are connected in the same manner as the MOOS structure, and the behavior is a 
module defined in advance for operations related to mission planning and ac-
tions. 
 Main functions and features of MOOS-IvP 
• A Publish-Subscribe middleware function that enables smooth communica-

tion between applications and the operation environment 
• Provides Marine-Viewer function that can check the simulation process by 

rendering information about position, direction and speed of UUV in real 
time 

 

 
Figure 2. MOOS-IvP system. 
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• Easy to expand and reusable modules 
• A multi-objective optimization algorithm using architecture based behavior 
• The IvP autonomous module is called pHelm IvP and determines the direc-

tion, speed, and depth of UUV 
• Independent operation of the configuration module enables fast response 

and excellent scalability 

2.3. NMRA 

NMRA (new millennium remote agent) architecture is an autonomous explora-
tory robot control system onboard the Deep Space One platform. This system is 
the first AI system boarded in a space exploration robot that integrates the ex-
isting real-time monitoring control method, constraint-based on planning/ 
scheduling, multiple processing methods, and model-based situation judgment 
and reconstruction functions [16] [17]. 

In Figure 3, the NMRA architecture consists of five components: 1) Planning, 
2) Scheduling, 3) Executive, 4) Model-based mode identification, and 5) Real- 
time control system. Among them, the monitoring and control system follows 
the conventional structure. The explanation of each component is described be-
low. 
 Main functions and features of NMRA 
• Mission planning is accomplished through the collaboration of Executive, 

Mode-Identification and lower-level monitoring and control systems 
• Mode-Identification (MI) transmits the abstract information to Executive, 

and the Executive judges the state of the exploration robot with the informa-
tion provided 

• MI inputs the observed information provided from the sensor to identify the 
command sequence for mission execution and the current mode of the robot 
configuration module 

• Monitoring receives the sensor data stream and distinguishes the stream in-
formation into the required abstract levels for the MI 

• Real-time Control System receives the commands from Executive, and con-
ducts the actual control of the low-level state of the exploration robot 

 

 
Figure 3. NMRA architecture. 
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• Planner/Scheduler is a “Batch Process” type of sequential module 

2.4. ASPEN 

ASPEN (Automated Scheduling and Planning Environment) was developed by 
the Artificial Intelligence Group at JPL (see Figure 4). Based on AI techniques, 
ASPEN is a modular, reconfigurable application framework which is capable of 
supporting a wide variety of planning and scheduling applications [18] [19] [20].  

Key features include that operators in ground control station can check the 
available resources of the exploratory robot and the mission plan in operation 
through the ASPEN software. In Figure 4, since the resources available in the 
ASPEN interface appear in various colors in the form of time horizon, operators 
can understand the robot status easily. As such, the ASPEN performs the Itera-
tive Repair algorithm for mission re-planning in real time when any event oc-
curs.  

3. Analysis of Autonomous MPS 

The common features of technologies described above indicate that they require 
a variety of decision-making processes, such as assigning missions and targets 
with regard to the available resources, responding to unexpected situations (mis-
sion planning/re-planning), and mission path planning and re-planning to 
achieve the intended goals. It is necessary to estimate the state of USV according  

 

 
Figure 4. ASPEN software. 



J. Heo et al. 
 

89 

to the environmental changes that are occurring in real time, while detect and 
identify the unidentified vehicle or recognize the situations in order to make a 
necessary judgement. For spacecraft operations, since those vehicles are far away 
from the Earth and cannot receive any maintenance or resupplies, the consider-
ation of onboard resources in terms of how to assign the priority becomes really 
crucial. For example, the spacecraft needs to decide when to use the RAM (on-
board memory), and how much to use at a given time. This is due to the fact that 
the onboard RAM capacity is limited and it can perform so much computation 
at a given time. Therefore, the MPS has to consider using the available resources 
very carefully with the priority. The use of electric energy (which is stored in the 
onboard battery) also needs to be scrutinized, especially during the night-time 
operations. During the daytime (when the Sun is within the sight, so the space-
craft can recharge its batteries), the use of battery is less critical than during the 
night time. For batteries, they can be recharged and be used many times. How-
ever, the use of onboard rocket fuel is much more restricted, because the fuel 
cannot be replenished once used. All those issues need to be scrutinized and re-
solved without jeopardizing the mission. Monitoring and making a judgement 
for the spacecraft become very expensive, since the vehicles are too far away 
from the Earth, and due to time lag, sometimes it takes more than 20 minutes to 
make it respond to the control signals. Therefore, the onboard MPS that can 
make intelligent decisions become a very important component, if any long- 
distance missions need to be successful. The overall concept is illustrated in Fig-
ure 5.     

In short, the effective MPS should contain the following functions: 1) be able 
to set up a new mission goal based on the sensor information and through the 
monitoring system, 2) a mission profile system should be capable of setting a 
mission plan as well as conducting re-planning tasks, and 3) while at the same 
time, capable of creating path planning and path points. All those should happen 
simultaneously along with the consideration of a) current mission goals, b) al-
tered, new mission goals, if necessary, c) equipment status, and d) the current  
 

 
Figure 5. Integrated mission planning process suggested in this paper. 
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resource constraints. Doing all those while navigating in rough seas or through 
the deep space is by no means an easy task. On top of all those illustrated tech-
nological components, with the introduction of artificial intelligence, the MPS 
will continue to evolve and advance in the future.  

4. Conclusion 

In this paper, we analyzed various cases of MPS systems related to the integrated 
mission planning that can plan and execute missions autonomously. Looking at 
previously developed examples, they are similar in terms of 1) receiving envi-
ronmental information through various onboard sensors, 2) recognizing the sit-
uation, 3) re-planning the missions according to the changing environment, and 
4) while considering the important restrictions. In its current form, the MPS is at 
the level 4 of autonomy. In order to carry out the missions autonomously, the 
level 4 is still lacking many judgmental capabilities. The advanced sensors need 
to be developed, and the artificial intelligence (AI) needs to be further evolved, 
for the combination of advanced sensors (which can precisely detect the chang-
ing environment) and AI (which can make a judgement in accordance with the 
sensory inputs). Up until very near future, one can easily predict that the USVs 
will be jointly controlled both by the remote human operators and by the ad-
vanced mission planning systems. However, in the long-term, it is anticipated 
that the USVs equipped with more advanced integrated mission planning sys-
tems will be able to judge like human beings and carry out the missions auto-
nomously. 
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