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Abstract 
In recent years, the accuracy of speech recognition (SR) has been one of the most active areas of 
research. Despite that SR systems are working reasonably well in quiet conditions, they still suffer 
severe performance degradation in noisy conditions or distorted channels. It is necessary to 
search for more robust feature extraction methods to gain better performance in adverse condi-
tions. This paper investigates the performance of conventional and new hybrid speech feature ex-
traction algorithms of Mel Frequency Cepstrum Coefficient (MFCC), Linear Prediction Coding Coef-
ficient (LPCC), perceptual linear production (PLP), and RASTA-PLP in noisy conditions through 
using multivariate Hidden Markov Model (HMM) classifier. The behavior of the proposal system 
is evaluated using TIDIGIT human voice dataset corpora, recorded from 208 different adult 
speakers in both training and testing process. The theoretical basis for speech processing and 
classifier procedures were presented, and the recognition results were obtained based on word 
recognition rate. 
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1. Introduction 
Automatic speech recognition (ASR) is an interactive system used to make the speech machine recognizable. 
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ASR as shown in the block diagram in Figure 1 consists of two main parts. The first part, the signal modeling, 
known as front-end is used to extract the acoustic features from input speech signal using specific feature ex-
traction algorithm. The second part, the statistical modeling, known as back-end, is used to match these features 
with reference model to generate the recognition result using one templet or classifier techniques [1], such as 
Hidden Markov Models (HMMs), Artificial Neural Network (ANN), Dynamic Time Warping (DTW), or Vector 
Quantization (VQ). Front-end is used to extract input speech signal into several short frames. Typically, each 
frame between 10 to 30 ms length reflects a number of useful physical characteristics of the input signal. The 
same processes are repeated for all subsequent frames. A new frame is overlapped to its previous frame typically 
~10 ms to generate sequence of feature vectors and then passes to the next back-end part to select the most likely 
words out of all trained words as possible words. Back-end applies statistical modelling which is used to calcu-
late the maximum likelihood based on reference models to select the most likely sequence of words. The per-
formance of automatic speech recognition system based on acoustic model is totally dependent on the condition 
of training and testing data [2]. This means that the lack of noise robustness is the largely unsolved problem in 
automatic speech recognition research today. Indeed, the main challenges involved in designing speech recogni-
tion system are selecting the signal modelling, statistical modelling, and noise. The focus of this study is to ex-
perimentally evaluate the effectiveness of noise on different conventional and hybrid feature extractions algo-
rithm using MFCC, LPCC, PLP, and RASTA-PLP through using multivariate HMM classifier and TIDIGIT 
speech corpora. This paper is organized as follows: Section 1, introduction; Section 2 describes the speech mod-
eling; Section 3, details of different feature extraction techniques that are discussed, followed by a description of 
Hidden Markov Model as statistical modeling classifier in Section 4. Sections 4 and 5 include the result and the 
conclusion of the comparison done on all the eight above mentioned methods of speech extraction algorithms 
respectively. 

2. Speech Pre-Processing 
Sampling, pre-emphasis, frame blocking and windowing are the common steps needed to prepare input speech 
signal in order to extract the features [3]. 

2.1. Pre-Emphasis 
The input speech signal has been digitally disturbed and corrupted by adding different values of realistic noises 
at SNRs ranging from 30dB to5dB as shown in Figure 2 using v_addnoise.m Mathlab function. 

2.2. Signal-to-Noise Ratio Estimation 
First order High-pass filter (FIR) was used to flatten the speech spectrum and compensate for the unwanted high 
frequency part of the speech signal [4]. Equation (1) describes the transfer function of FIR filter in z-domain 

[ ] [ ] [ ]1y n x n Ax n= − −                                      (1) 

 

 
Figure 1. Speech recognition system.                                 
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[ ]x n : input speech signal. 
[ ]1x n − : previous speech signal. 

A: pre-emphasis factor which chosen as 0.975. 

2.3. Frame Blocking and Windowing 
In order to ensure the smoothing transition of estimated parameters from frame to frame, pre-emphasized signal 
y[n] is blocked into 200 samples with 25 ms frame long and 10 ms frame shift. In addition to that hamming 
window as shown in Equation (2) was selected and applied on each frame in order to minimize the signal dis-
continuities at the beginning and the end of each frame as shown in Figure 3. 

( ) 2π0.54 0.46cos 1 , 0nw n n N
N

 = − − ≤ 
 

                           (2) 

n: windowed speech signal. 
N: sampled speech signal. 

3. Speech Feature Extraction 
Feature extraction is used to convert the acoustic signal into a sequence of acoustic feature vectors that carry a 
good representation of input speech signal. These features are then used to classify and predict new words. To 
increase the feature evidence of dynamic coefficients, delta and delta delta can be devoted by adding the first 
and second derivative approximation to feature parameters [4]. In this research, several conventional and hybrid  
 

 
Figure 2. Word seven corrupted by different values of SNR.                                           

 
Figure 3. Hamming window.                                                                 
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feature extraction techniques were designed and tested using Matlab software to generate 39 parameter coeffi-
cients. 

3.1. Mel Frequency Cepstral Coefficients (MFCC) 
MFCC is the most dominant method used to extract spectral features. MFCCs analysis is started by Appling Fast 
Fourier Transform (FFT) on the frame sequence in order to obtain certain parameters, converting the power- 
spectrum to a Mel-frequency spectrum, taking the logarithm of that spectrum, and computing its inverse Fourier 
transform [5] as shown in Figure 4. 

3.2. Linear Prediction Coding Coefficients (LPCC) 
LPCC is one of the earliest algorithms that worked at low bit-rate and represented an attempt to mimic the hu-
man speech and was derived using auto-correlation method [6]. Autocorrelation technique is almost an exclu-
sively used method to find the correlation between the signal and itself by auto-correlating each frame of the 
windowed signal using Equation (3) as shown in Figure 5. 

( ) ( ) ( )1
1 , 0wN

w wnR i s n s n i i p−

=
= − ≤ ≤∑                           (3) 

wN  Length of the window. 
ws  Windowed segment. 

3.3. Perceptual Linear Prediction (PLP) 
Several spectral characteristics were calculated in order to match human auditory system. PLP computation was 
used as an autoregressive all-pole model to derive a more auditory-like spectrum based on linear LP analysis of 
speech. This kind of feature extraction was reached by making spectral analysis, frequency band analysis, equal- 
loudness pre-emphasis, intensity-loudness power law, and autoregressive modeling [7] as shown in Figure 6. 
 

 
Figure 4. Mel Frequency Cepstral Coefficients (MFCC).                                      

 

 
Figure 5. Linear Prediction Coding Coefficients (LPCC).                                      
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3.4. RASTA-PLP 
A special band-pass filter was added to each frequency sub-band in traditional PLP algorithm in order to smooth 
out short-term noise variations and to remove any constant offset in the speech channel. Figure 7 shows the 
most processes involved in RASTA-PLP which include calculating the critical-band power spectrum as in PLP, 
transforming spectral amplitude through a compressing static nonlinear transformation, filtering the time trajec-
tory of each transformed spectral component by the band pass filter using Equation (4), transforming the filtered 
speech via expanding static nonlinear transformations, simulating the power law of hearing, and finally compu-
ting an all-pole model of the spectrum, as in the PLP [8]. 

( ) ( )
1 3 4

4 1

2 20.1
1 0.98

z z zH z
z z

− − −

− −

+ − −
= ×

−
                              (4) 

3.5. Hybrid Feature Extraction. 
In order to obtain new features, hybrid algorithms are developed using a combination of previous feature extrac-
tion methods MFCC, LPC, PLP, and RASTA-PLP. Each of the previous features were designed to generate 13 
coefficient parameters as shown in Figure 8. In each experiment, three kind of feature extractions were selected 
to provide 39 coefficient parameters in one vector as follows: 
1) 13 MFCC + 13 LPC + 13 PLP. 
2) 13 MFCC + 13 LPC + 13 RASTA-PLP. 
3) 13 MFCC + 13 PLP + 13 RASTA-PLP. 
4) 13 LPC + 13 PLP + 13 RASTA-PLP. 

4. Statistical Modeling 
Powerful statistical tools are used to test the previous feature extraction algorithms. HMM classifier is selected 
due to the ability of modeling non-linear aligning speech and estimating the model parameters [9] is to classify 
feature vectors and to predict unknown words based on evaluation, learning, and decoding processes. HMM is a 
finite-state machine characterized by a set of parameters hidden states, observations, transition probabilities, 
 

 
Figure 6. Perceptual Linear Prediction (PLP).                                         

 

 
Figure 7. RASTA-PLP.                                                              
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Figure 8. Hybrid feature extraction algorithm.                                              

 
emission probabilities, and the initial state probabilities. 

4.1. Evaluation 
Probability of the observation sequence given in the model was computed using forward-backward dynamic 
programming. This algorithm was used to compute the probability that any sequence of states has produced the 
sequence of observations using Equation (5) as shown in Figure 9. 

( ) ( ) ( ) ( )
1 1

\
N N

t t t t
i i

P O P O q i iλ λ α β
= =

= = =∑ ∑                          (5) 

4.2. Learning 
In this step, all the model parameters (λ), mean, variance, transition probability matrix, and Gaussian mixtures 
were re-estimated using Baum-Welch algorithm as shown in Figure 10. Baum-Welch is used to learn and en-
code the characteristics of the observation sequence that best describes the process in order to recognize a simi-
lar observation sequence in the future [9]. The training model can be formed as Equation (6). 

( )* arg max P O
λ

λ λ =                                      (6) 

4.3. Decoding 
In order to find the state sequence that is most likely to have produced an observation sequence, Viterbi algo-
rithm was used to find the optimal scoring path of state sequence as shown in Figure 11. The maximum proba-
bility of state sequences was defined in Equation (7), and the optimal scoring path of state sequence selected was 
calculated using Equation (8). 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )max 1 , 2 , , 1 ; 1 , 2 , ,t i P q q q t o o o tδ λ= − 
                        (7) 

( )
1

arg maxT Ti N
q iδ∗

≤ ≤
=                                           (8) 

5. Results 
The performance evaluation for the proposal speech recognition model was obtained. This system includes con-
ventional and new hybrid feature extractions of MFCC, LPCC, PLP and RASTA-PLP, was trained and tested in 
clean [10] and noisy conditions in order to find the maximum word recognition rate through using Multivariate 
Hidden Markov Model (HMM) classifier. A number of experiments are carried out in different conditions using 
small vocabulary isolated words based on TIDIGITS corpora. The data consist of 2072 training file and 2486 
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Figure 9. Forward α and Backward β probabilities in each state.               

 

 
Figure 10. Eight dimensional Gaussian distribution.                          

 

 
Figure 11. Viterbi trellis computation for 8-states HMM.                     

 
testing file, including eleven words (zero to nine and the letter o) recorded from 208 adult speaker males and 
females. For the purpose of fair comparison, all experiments were repeated using the same pre-reemphasis factor 
0.975, covered by 25 milliseconds hamming window, and 10 milliseconds overlapping. 256-point Fast Fourier 
Transform (FFT) was applied to transforming 200 samples of speech from time to frequency domain. The re-
sulting confidence level intervals for the recognition rate obtained in decoding process are listed in Table 1. All 
training data were modeled using 6, 8, 10 and 12 states. Each state has 2 to 8 multi-dimensional Gaussians Hid-
den Markov Model. The chart in Figure 12 summarizes the recognition rate obtained for each feature extraction 
methods. 

6. Conclusions 
The objective of this research is to evaluate the performance of four feature extraction techniques MFCC, LPCC, 
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Figure 12. Recognition rate of conventional and hypered feature extractions.   

 
Table 1. Recognition rate of different type feature extractions.                                                        

Feature Extraction Methods 

Word Accuracy [%] 

Clean Speech 
SNR [dB] 

30 20 10 5 

MFCC + ∆ + ∆∆ 98.95 98.45 97.92 94.87 90.37 

LPCC + ∆ + ∆∆ 99.95 98.59 97.63 93.27 82.73 

PLP + ∆ + ∆∆ 99.95 98.50 98.35 93.42 93.52 

RASTA-PLP + ∆ + ∆∆ 99.75 98.46 95.93 91.92 88.24 

LPCC + PLP + RASTA 98.93 96.32 94.10 90.52 82.73 

MFCC + LPCC + PLP 98.79 97.92 94.05 86.31 89.41 

MFCC + LPCC + RASTA 99.12 95.50 94.00 92.45 76.69 

MFCC + PLP + RASTA 98.93 94.53 94.05 90.32 76.25 

 
PLP, RASTA-PLP and the combination of them is done by implementing a discrete-observation multivariate 
HMM-based on isolated word recognizer in MATLAB. 

In clean speech, as shown in Table 1 and Figure 12, the acoustic signals extracted using the individual algo-
rithms LPCC and PLP give the best recognition rate. At 99.95%, LPCC and PLP separately provide the highest 
rate of recognition rate using 12 states and 4 Gaussian mixtures. Followed by the combination of MFCC, LPCC, 
and RASTA which provides a 99.12% recognition rate using the same number of states and Gaussian mixtures, 
the hybrid combination of LPCC, PLP, and RASTA represents the third highest recognition rate at 98.93% using 
10 states and 3 Gaussian mixtures. Trailed by the combination of MFCC, LPCC, and PLP with a recognition 
rate of 98.79% using 10 states and 3 Gaussian mixtures, the lowest of the group, MFCC, provides a 98.95% 
recognition rate using 12 states and 4 Gaussian mixtures. When adding 30 db of realistic noises at SNR range to 
the input speech signal, individual LPCC method provides the best recognition rate by 98.59%. With the addi-
tion of 20 db, PLP provides the best recognition rate at 98.35%. When adding either 10 db or 5 db, individual 
MFCC provides the best rate of recognition at 94.87%, and 90.37% respectively. 
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