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Abstract 
This paper devises a scheme which can discover the state association rules of process object. The 
scheme aims to dig the hidden close relationships of different links in process object. We adopt a 
method based on difference and extremum to compute the timing. Clustering is used to classifying 
the adjusted data, and the next is associating the clusters. Based on the rules of clusters, we pro-
duce the rules of links. Association degrees between each two links can be determined. It is easy to 
get association chains according to the degree. The state association rules that can be obtained in 
accordance with association rules are the final results. Some industry guidance can be directly 
summarized from the state association rules, and we can apply the guidance to improve the effi-
ciency of production and operational in allied industries. 
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1. Introduction 
Big data has 4 characteristics [1] which can be summarized as “4V”: volume, variety, velocity and value. More- 
over, big data may not be stored in fixed database; it also spread out in network space in different places. Semi- 
structured data or unstructured data is the main type of big data, so big data is complexity. Undoubtedly, all 
these characteristics bring more difficulty to storage, calculation and knowledge discovery. The process industry 
plays a dominant role in country economy. It produces real-time dynamic data and accumulates large amount of 
historical data. The data is an important component of big data. We can extract knowledge and interesting infor- 
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mation from big data while the knowledge is hidden, unknown, but potentially useful. 
In process industry, industrial installation is composed of multiple operation unites or equipment generally. 

The input of downstream unite is usually output of upstream unite. To make full use of the equipment capacity 
and mining enterprise production potential, process industry should ensure failure-free operation of the equip-
ment. However, researchers intuitively obtain the correlation of the data simply through regular analysis. No ef-
fective algorithm is adopted to discover hidden knowledge, so we get less regulation or rule from big data. 

2. Related Work 
The research on association rules is paid more and more attention by many researchers. Association rule mining 
was first introduced by reference [2] [3]. Since then, it has been extensively studied. 

A method proposed by reference [4], which can find concept from time series, could be the start of the time 
series data mining. Firstly, it used the property of dynamical system behind time series data to delay the time se-
ries. Then they clustered the result, and applied the clusters to machine learning. But the algorithm did less work 
in the field of association rules. A novel divide and conquered two-phase algorithm is presented in [5]. It guar-
anteed to find all good rules efficiently. The paper also proposed an optimization technique that drastically im-
proved the speed, and discussed how to maintain the rules. Reference [6] developed an algorithm that partitions 
the domain of items according to their correlations. It described a mining algorithm that carefully combined par-
titions to improve the efficiency of the mining procedure. The authors raised a chain structure to store frequent 
item sets in [7]. The algorithm can promotes the efficiency of mining frequent pattern. Reference [8] studied the 
question of incremental updating for mining association rules in large transaction database. At the same time, 
the authors presented an incremental updating algorithm based on frequent pattern tree to deal with the update of 
association rule after the change. In [9], authors put forward a parallel FP-Growth algorithm based on composite 
list mining under the cloud environment. The algorithm use cloud computing to handle the big data, and mine 
frequent patterns based on composite list to instead of constructing FP-growth tree or condition FP-growth tree. 
These algorithms can just get rules like “ a b→ ”, but they are inability to the relationship of links in process 
object. 

There are many problems involved in discovering hidden knowledge, such as computing the timing of the 
process object, the classifying of the data, the producing and using of the rule and so on. Against these problems, 
this paper proposes a scheme. The scheme adopts various data mining algorithms and technologies to discover 
the state association rules of process object based on association chains. From the state association rules we can 
intuitively know how a state change of a link influences the others. According to these rules, people can give the 
process industries professional guidance in fault analysis, failure detection, optimal state estimation and so on. 

3. Definitions of Process Object 
For convenience of the following analysis, this paper gives several definitions. 

Definition 1. An object composed of n  links is called process object, which the sample data of all links can 
form a time series. Assume that we have a process object χ , if { }1 2, , ,M mT t t t=   and 1 2 mt t t< < < , then 

( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ){ }1 1 1 1 2 1 2 2 1 2 2 2 1 2, , , , , , , , , , , ,m m n n n n mX x t x t x t X x t x t x t X x t x t x tχ =         (1) 

where ( ), , 1, 2, ,i jX X i j m=   are the sample data of any two links in { }1 2, , , mT t t t=  , and there exists 
( )ijf x  that makes 

( ) ( )( ) ,i ij j ijX t f X t t t T= + ∆ ∈                             (2) 

ijt∆  is the response time of jX  when iX  has a change. 
Definition 2. A unidirectional chain which is composed of different links based on correlation degree is called 

association chain. 
Definition 3. A rule likes a chain which element is the state of iX  is called state association rule.  
Assume that process object χ  include n  links. The data of all links is sampled in { }1 2, , , mT t t t=  , 

where 1 2 mt t t< < < . The following analysis of this paper is based on the assumption, and undoubtedly, the 
assumption is reasonable. 

app:ds:put
app:ds:forward
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4. Scheme Design 
This paper devises a scheme to find the implicit state association rule of process object. The scheme consists of 
five main steps including data sampling, timing analysis, clustering, association rule mining, association chain 
mining and state association rule generation. In timing analysis step, a novel method based on counting was 
proposed to determine time series and time delay of different links. In clustering step, data collected at the same 
time was divided into k classes by k-means clustering algorithm. The novel step uses silhouette coefficient based 
on cohesion degree and separation degree as the clustering criteria. In association chain step, cluster set was or-
ganized into the association chain containing only a single chain or the association tree containing multiple 
chains. Using these association chains, state association rules are easily obtained. The state association rule re-
flects the relationship of different links. 

The scheme is shown in Figure 1. 

4.1. Sampling 
In this article, difference serves as sampling criteria and reflects data changes over time. Obviously, the larger 
the variation of data, the more rich the information contained in these data. In our practical application, original 
data are divided equally into m segments. Δχ indicates the variation of χ, Δχ is defined as the sum of absolute 
first-order difference. The segment with the largest Δχ was selected. The selected segment is noted as χM, and 
the period is noted as TM. Compared with other segments, χM contains the most information, so χM can represent 
the raw data.  

4.2. Timing 
An idea on the basis of difference and extremum is put forward in this section to calculate the timing. In the 
meantime, the delay time between different links can be known. In process industry, the change of any link will 
influence the others. Imagining one link has great fluctuation, it must cause some changes in other links. That is 
to say, there must have the corresponding extremums turned up in some links while a extremum appeared in one 
 

 
Figure 1. The flow chart.                                                                     
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link. The interval between different extremums is the delay time. Let ijt∆  be the delay time between iX  and 
jX . In process industry, the speed of passing information between adjacent links is fast, and almost the delay 

time between any two links is shorter than the interval between different extremums. So we can calculate ijt∆  
according to the difference of extremums. In practical case, fluctuation can spread rapidly and also the sample 
data exist a lot of noise. In order to reduce error and increase measurement precision, the delay time ijt∆  which 
makes them the most frequent can be treated as actual delay time. 

By now, the time series data is emerged. And then we can adjust the data based on the delay time. Assume the 
order of all links after adjusted is 

1 2 mL X X X′ ′ ′= → → →                              (3) 
L  is unidirectional. 

4.3. Clustering 
In clustering step, k-means algorithm was adopted. After k-means, each link is separated to different classes with 
their best k. Each class represents a state of the link. So, every link can be simplified as k states. The biggest 
benefit would be to reduce the amount of computation, thereby increase the practicability of this method. 

To determine k, silhouette coefficient [3] denoted as ks  based on cohesion degree and separation degree is 
adopted. For any one clustering result with k classes, the silhouette coefficient is  

( )1

1
max

n
i i

k
i i i

b a
s

n a b=

−
=

−∑                                 (4) 

where ia  is the average distance of i-th sample point and other sample points in the same class, ib  is the av-
erage distance of i-th sample point and other centers of class. An ideal clustering result should have the mini-
mum cohesion degree and the maximum separation degree. There will be a low computational because of the 
large amount of data. For this reason, one link with the largest variation can be selected to determine k. 

Suppose the best k of link ( )1,2, ,iX i m=   is denoted as ( )1,2, ,ik i m=  . After k-means, all links are 
separated to ( )1, 2, ,ik i m=   classes. For the links, the ( )1,2, ,ik i m=   classes can represent all the states 
of corresponding links. 

4.4. Association Chain 
Apriori algorithm is a most valuable frequent item sets data mining algorithm to find boolean association [2]. 
Apriori algorithm can only find one-dimensional boolean association rules while the state association rule of 
process object is multidimensional rules. Interdimension association rule mining algorithm based on Apriori is 
adopted. If the number of element of frequent predicate set is greater than 2, then the antecedent or consequent 
of corresponding association rule has multiple predicate. In that case, this rule cannot be expressed as one-to-one 
correspondence relations. This paper proposes an idea to set the number of element of frequent predicate set be 2. 
Then the association rules of the links’ states are obtained. According to the interestingness and support of the 
rules of clusters we can gain a value which can be the correlation between two links, and also the rules of links 
obtained. 

At present, we have already known the rules between links and the association degree. Based on this informa-
tion, choose the rules to structure association rule which have the biggest association degree and satisfy the or-
der L . We call the association rule as the strongest association rule that express a relationship between different 
links. Put any one of the links as the first link of the chain, and it will construct a chain. There will be 1n −  
strongest association chains with which head nodes are replaced by 

{ } { }1,2, ,i i mX i n X X ′= ≠                                 (5) 

In order to fully exploit the possible hidden relationships of all links, a binary tree, which we called associa-
tion tree, need to be constructed. The tree will be constructed on the basis of association chains which can show 
the relationship of different links. All links can be included in the tree, and every branch of the tree is an associ-
ation chain. 

Suppose any one of association rules is denoted by iϕ . Assuming that iϕ  includes d  links, it can be 
represented as 
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1 2i dX X Xϕ = → → →                                  (6) 

4.5. State Association Rule 
From the association rules we can know that there exist mutual influences and relations between links, but it is 
unable to determine how a link state influence the others. In view of the problem, this section provides an idea 
based on difference to determine the relationship between adjacent links on association rules. Generally, the 
state of numeric data can be distributed into 3 types: rise, fall and unchanged. χ∆  can express the state. Ac-
cording to χ∆ , we can get the state of all the association rules, that is to say the state association rules like 
chains obtained. Count the number of state association rule and the number can represent the probability of the 
rule’s state.  

The state value of any one of iϕ  at jt  is 

( ) ( ) ( ) ( ){ }1 2, , ,i j j j d jt t t tϕ ζ ζ ζ=                            (7) 

where ( )i jtζ  is the state value of iX  at jt . Count all state value of iϕ  in MT , and then get all the state as-
sociation rules. Suppose ( )i jψ  represents any one of state association rule iϕ . If iϕ  generate h  rules in 
total, we can know 

( ) ( ) ( ){ }1 , 2 , ,i i i i hψ ψ ψ ψ=                                 (8) 

The probability of ( ) ( ), 1, 2, ,i j j hψ =   is 

( )( ) ( )( )
( )
i

i

N j
p j

N
ψ

ψ
ψ

=                                    (9) 

where ( )( )iN jψ  is the number the state ( )i jψ  occurrences in MT , and ( )N ψ  is the total number of 
transactions. 

The number from big to small is the process that the state of object from normal to abnormal. We can directly 
gain some industry guidance from the state association rules, and then give some guidance to improve the effi-
ciency of production and operational in allied industries. 

5. Experiment Result and Analysis 
We have performed some experiments to make sure that our method works effective. Power generation system 
of the electric power is a typical process industry system. The whole process flows of power system is a process 
object. The historical data of a subsystem of a power plant are selected to be the experimental data. 789 days of 
data are filtered down to 1,070,008 pieces of data. The time interval of data acquisition is 1 min. There are 8 
links with their names list in Table 1, denoted as { }1 2 8, , ,X X X . We have mined the association chains from 
the data, and have computed the state association rules. 

5.1. Experiment Result 
The rough industry process of all links is gained after timing. The process is shown as following. 

{ } { } { } { }1 2 4 6 8 7 3 5, , , ,L X X X X X X X X= → → →                       (10) 

According to L , adjusted the sample data to ensure that the data of all links in the same time is sequential. 
Clustered all the links into 1 - 10 classes. Their best k  is determined by silhouette coefficient with the 10 clus-
tering results. Based on the best k  to separate ( )1,2, ,8iX i =   into ( )1,2, ,8ik i =   classes by k-means 
algorithm. Mined the association rules with one antecedent and one consequent by interdimension association 
rule mining algorithm based on Apriori. From this step, we obtained the rules between clusters and their support 
and interestingness. Computed the association degree between two links with the support and interest. From the 
point of this result, we gained the strongest association chains like Table 2. 

The association tree contains more possibility of the relationships of all links, such as the association tree of 
1X  (Figure 2). 
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Table 1. The name of all links.                           

Links Name 

1X  10HNA10CQ1013S 

2X  10HNA10CQ1013S 

3X  01_q2 

4X  01_q4 

5X  01_q3 

6X  01_Qnetar 

7X  01_Vdaf 

8X  MSTMFLOW 

 
Table 2. The strongest association chains.                  

Links Association Chains 

1X  581 XXX →→  

2X  5812 XXXX →→→  

3X  
543 XXX →→  

4X  54 XX →  

5X  -- 

6X  
546 XXX →→  

7X  
547 XXX →→  

8X  54718 XXXXX →→→→  

 

 
Figure 2. The association tree of 1X .          

5.2. The Analysis of Experiment Results 
Take the strongest association chain begins with 7X  for example, the association chain can have 27 states in 
theory. The state association rules of the chain we computed is shown in Table 3. 

As we all know, there are only a few states in a process industry. From Table 2 we can know that there are 
only 19 states occurred which just proves the phenomenon. The percentage shows the probability of all state as- 
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Table 3. The state association rules of {X7 → X4 → X5}.                                                          

Number 7X  4X  5X  Percentage State 

1 unchanged fall fall 20.876 normal 

2 unchanged rise rise 20.467 normal 

3 unchanged fall rise 17.442 transition 

4 unchanged rise fall 17.109 transition 

5 unchanged unchanged fall 11.17 transition 

6 unchanged unchanged rise 7.392 transition 

7 rise rise fall 1.271 abnormal 

8 fall fall fall 0.758 abnormal 

9 fall fall rise 0.741 abnormal 

10 rise fall fall 0.55 abnormal 

11 rise unchanged rise 0.399 abnormal 

12 rise rise rise 0.389 abnormal 

13 unchanged unchanged unchanged 0.354 abnormal 

14 fall rise rise 0.352 abnormal 

15 fall rise fall 0.307 abnormal 

16 rise fall rise 0.238 error 

17 unchanged rise unchanged 0.183 error 

18 fall unchanged fall 0.001 error 

19 unchanged fall unchanged 0.001 error 

 
sociation rules. 

The first two state association rules with the bigger percentage are considered to be rules with the normal 
states in the process. Both the two have the common feature that 4X  and 5X  have the same state while 7X  
remain unchanged. The results tells that 7X  is likely to be a property and it has a close relationship with both 

4X  and 5X . 4X  and 5X  are positive since the variation of 4X  can lead to similar variation. Actually, 
7X  is exactly a percentage of coal, and 4X  and 5X  have a close relationship. The total percentage of rules 

from 7 to 15 is less than 6%. All those rules are thought to be abnormal. It must be caused by some faults for 
that 7X  has different changes. The rules of 3 to 6 are considered to be the transition states. Because of the situ-
ation that 4X  and 5X  have the different state while 7X  still keep the unchanged state, we infer those rules 
in the transition state from normal to abnormal. The last 4 rules account for less than 1% can be ignored. It can 
be regard as the error data caused by measurement or other reasons. 

Each branch of association tree is an association chain. The results of association trees are likely to the above 
analysis. 

6. Conclusions and Outlook 
In this paper, we proposed a novel scheme for mining the state association rules of process object. The method 
includes k-means algorithm, association rule mining algorithm and other technologies. The rules which contain a 
close relationship of the links bring the significance. Firstly, it helps decrease the cost of production and enhance 
the productivity. The association rules show the hidden relationships, so that we can directly increase or de-
crease some links to adjust the output links instead of waste time on the others. Secondly, from the abnormal 
rules, some failure can be detected. Knowing well about abnormal states can help to find the reason quickly 
when the failure happens. So we can gain some knowledge and give the process industry some industry guid-
ance to improve the efficiency of production and operating. 

However, the results may be not ideal. The percentage of the transition part is a little high. At the same time, 
the kind of the state is more than expected. From that point of view, we will try to improve the algorithm of de-
termining the state of each link in every moment. 
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