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Abstract 
Electrocardiogram (ECG) signals are used to identify cardiovascular disease. 
The availability of signal processing and neural networks techniques for 
processing ECG signals has inspired us to do research that consists of extract-
ing features of an ECG signals to identify types of cardiovascular diseases. We 
distinguish between normal and abnormal ECG data using signal processing 
and neural networks toolboxes in Matlab. Data, which are downloaded from 
an ECG database, Physiobank, are used for training and testing the neural 
network. To distinguish normal and abnormal ECG with the significant accu-
racy, pattern recognition tools with NN is used. Feature Extraction method is 
also used to identify specific heart diseases. The diseases that were identified 
include Tachycardia, Bradycardia, first-degree Atrioventricular (AV), and 
second-degree Atrioventricular. Since ECG signals are very noisy, signal 
processing techniques are applied to remove the noise contamination. The 
heart rate of each signal is calculated by finding the distance between R-R in-
tervals of the signal. The QRS complex is also used to detect Atrioventricular 
blocks. The algorithm successfully distinguished between normal and abnor-
mal data as well as identifying the type of disease. 
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1. Introduction 

An electrocardiogram (ECG) is a measure of how the electrical activity of the 
heart varies with respect to time as action potentials propagate throughout the 
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heart during cardiovascular cycles [1]. As heart beats, membrane polarity varia-
tions in the electrical conduction system throughout the heart result in the de-
polarization and repolarization of the ventricular and atrial cardiovascular cells, 
triggering them to contract and relax. This causes the chambers to pump blood 
throughout the body [2]. The contraction (depolarization) and relaxation (repo-
larization) can be monitored using electrodes placed in different combinations 
and configurations on the chest and limbs to collect a series of ECG complexes. 
An ECG complex is comprised of various components, or waves, that represent 
the electrical activity in specific regions of the heart [2]. 

By studying ECG signals, doctors can find out whether a patient has a heart 
condition. ECG signals are made up of several segment and intervals (Figure 1). 
We use these segments to find abnormalities to detect heart diseases. Abnormal 
ECG signals are also called arrhythmia and it occurs when segments and inter-
vals of ECG signals have irregularities. Every ECG signal is made up of QRS 
complex, P waves, and T waves. These are important in identifying heart diseas-
es [3]. If they are present in the ECG signal, then it should be within certain 
minimum and maximum range. Failure in reaching the minimum value and ex-
ceeding the maximum value as well as absence of any waves will yield the type of 
heart disease [4]. Feature extraction through accurate wave detection is crucial 
in measuring the heart rate and finding any suspicion of diseases related to arr-
hythmias such as Tachycardia and Bradycardia. Even though ECG signals are 
not easy to classify due to its time varying nature, this research implements an 
effective algorithm to detect R peaks and extract the most important features of 
an ECG signal [3]. 

Arrhythmia refers to any change from the normal sequence of electrical im-
pulses. The electrical impulses may happen too fast, too slowly, or erratically— 
causing an abnormal heartbeat. When the heart doesn’t beat properly, it can’t 
pump blood effectively which causes the lungs, brain and all other organs to shut 
down or be damaged. Two types of Arrhythmia are Tachycardia (Figure 2) and 
Bradycardia (Figure 3). Tachycardia means the heart rate is above 100 beats per  
 

 
Figure 1. Detailed normal ECG signal. 
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Figure 2. Tachycardia. 

 

 
Figure 3. Bradycardia. 

 
minute (BPM) in adults. This occurs when the electric signals in the heart’s up-
per chambers fire abnormally [4]. 

The rapid heartbeat causes the body to be compromised because it does not 
allow enough time for the blood to flow to the rest of the body. Bradycardia 
means that the heart rate is less than 60 beats per minute. Athletes often have a 
resting heart rate slower than 60 BPM but that is normal for them. Elderly 
people are more prone to problems with a slow heart rate. A slow heart beat may 
cause insufficient blood flow to the brain with symptoms such as dizziness or 
lightheadedness [4]. 

Atrioventricular block (AV block, Figure 4 and Figure 5) is a partial or com-
plete interruption of impulse transmission from the atria to the ventricles. A 
first-degree AV block has a PR interval longer than normal, typically greater 
than 0.20 sec. A second-degree AV block has the PR interval progressively leng-
then with each beat until the atrial impulse is conducted and the QRS complex is 
dropped [4]. 

This paper describes a robust and an effective algorithm, that is used to ex-
tracts all main features of ECG signal and based on that features our algorithm 
provides an effective way to detects the cardiovascular diseases like tachycardia, 
bradycardia, First Degree AV Block, Second Degree AV Block. 

2. Methodology 

The signals that we used for feature extraction is obtained from Physiobank 
ATM are named as MIT-BIH Arrythmia database which has sampling frequency 
of 360 Hz and other is MIT-BIH normal sinus database has a sampling frequen-
cy of 128 Hz [4]. The raw signals were obtained in the Physio.net database is 
consisting of noises, which may cause problem while extracting the different 
features of ECG [5]. Therefore, the signals are filtered before feature extraction 
to eliminate the possibility of wrong feature extraction of signal. Neural network 
is used to classify whether the ECG signal is normal or abnormal, where we used 
70% of data for the training and rest 30% data was used for the validation and  
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Figure 4. First degree AV block. 

 

 
Figure 5. Second degree AV block. 

 
training purpose [5]. If arrhythmia is detected, signal processing is applied to 
remove the noisy components such as Baseline noise and power interference 
noise of ECG signals. After effectively removing all types of noises, the signals 
are ready to be processed for feature extraction. We used state-machine algo-
rithm to detect the R peaks, where windowed size filter and threshold filter was 
used to find the R peaks of signal. Based on R peaks, all other features have been 
extracted using buffer values with different sizes for every wave. In next step, 
results of those feature extraction are used to calculate the heart-beats per 
minute and then we move on to find the duration of QRS complex [5]. After de-
tection of different features of algorithm, our algorithm progress to identify what 
type of disease the signal represents. The system runs on Matlab and consists of 
components shown in Figure 6. 

3. ECG Data 

Normal and abnormal ECG data is acquired from Physiobank database. Data is 
downloaded from the Normal Sinus Rhythm database (NSR-DB) and MIT/BIH 
Arrhythmia database [6]. The NSR-DB contains 18 records of subjects without 
diagnosed cardiovascular abnormalities. Each record is 24 hours in length. The 
sampling rate is 128 Hz. The Arrhythmia database has 48 records with each 
record being 24 hours in length. The sampling rate is 360 Hz. For our research, 
we used 10 seconds of each record for both normal and abnormal datasets [6]. 

4. Neural Networks 

The classification process includes using artificial neural network (ANN), a pa-
radigm that is related to biological networks and tries to mimic the structure of 
the human brain. One of the most important properties of neural networks is 
their ability to learn from examples (training sets). ANN can learn to produce a 
certain output when presented with a certain input [7]. The learning process in-
volves modification of the parameters in the net, the connection weights, to 
make its overall behavior correspond to a desired behavior defined by a set of 
training examples. Each example in the training set consists of an input pattern  
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Figure 6. System process flow chart. 

 
and a desired output pattern. To train the network, an example from the training 
set is fed into the network to see the output it produces [7]. If the output is not 
what is expected, the weights of the network are adjusted according to the train-
ing algorithm to minimize the difference between the desired and actual output. 
The training is then continued with another example until the network has 
reached steady state and there were no more changes to the weights are made 
and the system produces correct outputs. 

Insert ECG Signal

Define I/O of NN

Define Target of NN

Divison Of Data For Training, Validation, Testing

Train the NN by Backpropogation Algorithm

Test the Neural Network

Define conditions for Arrythmia or Not

Remove Lower Frequency Components

Filter ECG signal by Window filter

Scale filtered ECG

Filter The Signal By Threshold Filter

Obtain R-peaks from ECG signal

Minimum Distance Between Two Peaks

Obtain Heart Rate by Using Disatnace Between R-R 
Peaks

Obtain Q, R, S and T peaks of ECG signal

Obtain QRS, ST interval of Signal

Define the condition for Tachycardia, Bradycardia, First 
degree AV block and Second degree AV block
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ANN is organized in layers as seen in Figure 7. Each connection represents a 
weight which refers to the strength of a connection between two nodes. There is 
another input in the hidden layer known as a bias. The bias is much like a 
weight, except that it has a constant input of 1 [7]. Layers are made up of many 
interconnected nodes which contain an activation function. Within the hidden 
layer node is a sigmoidal function which polarizes network activity and helps it 
to stabilize. The softmax function is implemented in the final layer of the net-
work used for classification. The node at the output produces a value of 0 and 1 
which correspond to the normal and abnormal heartbeat. The learning rule used 
in the ANN is backpropagation (BP) [8]. The BP algorithm is used for the train-
ing procedure in two phases. First, the inputs are presented to the network, 
which propagate forward to produce the output for each neuron, ( )jy t , in the 
output layer. The activity of each neuron is determined, ( )j jy f z= , where is 
the sigmoid activation function and α, β are constants. Then the error signal is 
generated: 

( ) ( ) ( )j j je t f t y t= −  

where ( )jd t  is the desired output for neuron j at the iteration. The BP algo-
rithm changes the weight vector, ω, of ANN to minimize the error function, ζ, 
defined by 
 

 
Figure 7. Twelve layer neural network. 
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where the C includes all neurons in the output layer. The correction ∇ω applied 
to ω is defined by, 

ξω β
ω
∂

∇ = −
∂

 

Training of the ANN is based on an adaptive algorithm with the parameter β 

changing. If in 0ξ
ω
∂

=
∂

, a minimum has been reached. 

5. Automatic Classification 

As described in previous section, we used ANN to classify whether the ECG sig-
nal was normal or abnormal. The normal and abnormal ECG signals are fed to 
the input of the ANN [9]. The output is defined by 0’s and 1’s so the network 
understands that the normal data corresponds with 0 while the abnormal data 
with 1. The data used for classification is divided into 70% training, 15% valida-
tion, and 15% testing. Learning takes place during the training [9] [10]. Valida-
tion is used to measure network generalization and to halt training when it stops 
improving. Testing is when the neural network is presented with a dataset that it 
has not seen before and produces an output. The results obtained correspond to 
the testing portion of the neural network to see its predictive power (Figure 8). 
 

 
Figure 8. Confusion matrix of neural network. 
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In Figure 8, the confusion matrix gives us combined data for training, valida-
tion, and testing. The network outputs are very accurate, as you can see by the 
high number of correct responses in the green squares and the low number of 
incorrect responses in the red square [10]. The lower right blue squares illustrate 
the overall accuracies. This means the accuracy for predicting normal and ab-
normal data is at 82.5%. 

In Figure 9, the colored lines in each axis represent the ROC curves. The ROC 
curve is a plot of the true positive rate versus the false positive rate as the thre-
shold is varied [10]. A good test would show points in the upper-left corner, with 
82.5% sensitivity and 82.5% specificity. In the above Figure 9 we have a good 
test due to the points being in the upper left corner. 

6. Signal Processing 

The Fast Fourier Transform (FFT) computes the discrete Fourier transform 
(DFT) of a sequence. It has many applications in signal processing because it can 
convert a signal from its time domain to the frequency domain and vice versa 
[10].  

The FFT and inverse Fourier transform (IFFT) equations implemented are as 
follows: 

( ) ( ) ( )( )1 1

1

n
j k

n
j

Y k X j W − −

=

= ∑  

( ) ( ) ( )( )1 1

1

1 n
j k

n
k

X j Y k W
n

− − −

=

= ∑  

where 
2π

e
i

n
nW

−

=  is one of n roots of unity. 

The signal is represented by ( )X j , so the first equation is used to compute 
the sequence ( )Y k  of n complex-valued numbers given another sequence of  
 

 
Figure 9. Receiver Operating Characteristic (ROC). 
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data ( )X j  of length n. FFT is used in the algorithm to filter ECG signal [10]. 
FFT converts time domain vector signal to the frequency domain vector signal; 
while, IFFT converts frequency domain vector signal to time domain vector sig-
nal. 

To find what specific disease the abnormal data contained, we used signal 
processing to identify certain features in the ECG signal. These features con-
sisted of the different types of peaks in the signal such as QRS, P, and T peaks 
[10]. The first step is to remove the lower frequency components. We apply FFT 
to ECG signal to change from time domain, to the frequency domain. To remove 
the lower frequency components from Fourier transform values of ECG data, we 
set frequency components from beginning and end of data to zero [10]. We then 
apply the Inverse Fourier transform [IFFT] to signal to reconstruct ECG signal 
with removed lower frequency components.  

Once lower frequency components are removed from ECG signal, the algo-
rithm detects all different types of peaks which include R-peaks and QRS com-
plex. Once we detect all the peaks, we find the duration of QRS segment and du-
ration of R-R interval [10]. Duration of those intervals helps us to detect the 
heart rate and certain heart diseases like Bradycardia, Tachycardia, First and 
Second Degree Atrioventricular [AV] Blocks. Figure 10 and Figure 11 show the 
raw ECG signal and the signal with lower frequency components removed. 
 

 
Figure 10. Raw ECG signal. 
 

 
Figure 11. Lower frequency components removed. 
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Figure 10 contains the noise in form of lower frequency components which 
makes signal to vary by large amplitude at the bottom part of the signal. On the 
other hand, Figure 11 shows the signal after removal of all types of noises, 
mainly lower frequency components by applying the FFT and IFFT to the signal. 
Once the noise is removed, the algorithm will detect the main features of the 
ECG signal accurately. 

7. R-Peak Detection 

To find the R-peak, we used a threshold filter and window size filter tool of 
Matlab. After removing noise by FFT, our second step is to find the local max-
ima to detect the R-peaks of the data [11]. We use a window filter that detects 
only maximum values in the window size, and ignores all other values which are 
not important in detecting peaks. Next, we remove small values and keep signif-
icant values of data which helps us to detect R-peaks. To do that we used thre-
shold filter in our algorithm [11].  

We defined the conditions that if the value of the peak is greater than 4, peak 
was detected. If it is less than 4, a peak was not detected. This helps us detect the 
peaks in the ECG signal. To ensure that R-peaks are detected for any ECG signal, 
we adjusted the size of the window filter for optimization and repeated the fil-
tering process. This method was applied on 66 ECG signals obtained from Phy-
siobank and it could detect all the peaks [11]. Figure 12 shows the filtered ECG 
signal and Figure 13 shows the R-peaks detected on the signal. 

8. Heart-Beat Calculation 

After detecting R-peaks of the ECG signal, the next step was to find the heart 
rate by using the distance between R-R interval of signal. First, we find the total  
 

 
Figure 12. Raw ECG signal. 
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Figure 13. R-Peak detection of ECG signal. 
 
distance between the first and last peaks of the signal. We then find the average 
distance between the peaks by dividing total distance between the first and last 
peaks by total number of R-Peaks of ECG signal. The heart rate can be calculated 
by dividing the product of 60 (Number of seconds in 1 minute) and sampling 
frequency by the average distance between the peaks [11]. The heart rate helps 
us define certain conditions for detecting diseases such as Bradycardia and Ta-
chycardia.  

9. Various Feature Extraction of ECG Signal 

To detect the Q, S and T points we used the state-machine logic algorithm to 
determine different peaks in ECG based on averaging and adaptive thresholds 
which has fluctuating characteristics in respect to the noise and the signal. For 
finding these points, first we define the two buffers, one is to find the threshold 
mean of the ECG signal and the other is to detect the T points of the signal [11]. 
As we progress further in the algorithm we start the online interference in which 
it saves the upcoming new samples and baseline samples. It will renew the value 
of the mean in the buffer and adapt it to the main signal after 1 second of 
processing, and it will smooth the signal by taking the average of 15 samples and 
add the new upcoming samples in it. The algorithm will progress to state 1 
where we detect the R-peaks of signals, for that we find the highest local maxima 
of the stored buffer values [11]. 

The algorithm will move to state 2 where it will detect the Q point of the ECG 
signal. In addition, we have used the buffer value to check when the slope of the 
ECG signal changes before the R-peak to find the Q-points. In state 3, the 
S-point is detected using the same method as detecting the Q point but the buffer 
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values check when the ECG signal changes in slope after the R-peak [12]. The 
point is saved in another buffer. That’s the point where our S-point of ECG sig-
nal lies. To verify both Q and S points locations we set the counter in our algo-
rithm to verify if it’s a change in slope or if just due to the noise in the signal. 

After detecting the main features of ECG, the algorithm will progress to state 
4 to find if the T points are present in the ECG signal. We define one counter 
that will exit the state if no T wave is detected after 0.3 seconds of the signal. If a 
T wave is present in the signal, then a double threshold is set based on the last 
detected S wave and baseline of the signal. A T wave is detected in between these 
two thresholds. To verify it again, the counter is set to distinguish if the signal 
has a change in slope or it is due to noise in the signal [12]. At the end of the al-
gorithm, we set another state to 5 which helps avoid the detection of highly va-
riable noise or another peak of the signal. We used all the values of Q, R, S and T 
points and its amplitude to plot those on the main ECG signal. Figure 14 shows 
the result of all Q, R, S and T points detected successfully on ECG signal. 

10. Detection of Various Diseases from ECG Signal 

In this research, we could detect the four types of diseases Tachycardia, Brady-
cardia, first-degree Atrioventricular (AV), and second-degree Atrioventricular. 
If the person has bradycardia, which means the person’s heart beat is slower than 
normal which would be below 60 BPM [12]. For most people, a normal heart 
rate is in the range of 60 to 100 BPM while at rest. For some people, a slow heart 
rate does not cause any problems. It can be a sign of being physically fit. Healthy 
young adults and athletes often have heart rates of less than 60 beats a minute.  
 

 
Figure 14. Q, R, S and T detection. 
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When electrical signals in the heart’s upper chambers fire abnormally, which in-
terferes with electrical signals coming from the sinoatrial (SA) node [the heart’s 
natural pacemaker], a series of early beats in the atria speeds up the heart rate 
[12].  

The rapid heartbeat does not allow enough time for the heart to fill before it 
contracts so blood flow to the rest of the body is compromised, that is how the 
tachycardia occurs in the heart. First-degree atrioventricular block or PR pro-
longation, is a disease of the electrical conduction system of the heart in which 
the QRS complex interval falls below 0.1 seconds. If first degree AV block oc-
curs, it means that conducting from atria to ventricles through the atrioventri-
cular node is delayed and flows much slower than the normal one. The drugs 
that most commonly cause first-degree heart block are those that increase the 
refractory time of the AV node, thereby slowing AV conduction. The presence 
of second-degree AV block is diagnosed when one or more of the atrial impulses 
fail to conduct to the ventricles due to impaired conduction [12]. Second degree 
atrioventricular block, is a disease of the electrical conduction system of the 
heart in which the QRS complex interval falls between 0.1 and 0.2 seconds. Ta-
ble 1 shows the Characteristics features of different cardiovascular diseases like 
Bradycardia, Tachycardia, First and Second degree of AV block [13]. 

For detecting Tachycardia and Bradycardia, the heart rate is used to identify 
them. When detecting first-degree Atrioventricular and second-degree Atrio-
ventricular we used the duration of QRS complex. For detecting the duration of 
QRS complex, first we detect the Q and S points of ECG signal, then by using 
those points we detects distance between all QS points which gives us the dura-
tion of QRS complex of ECG signal. Table 2 shows the result of features ex-
tracted for different patient’s ECG and the diseases detected. 

11. Conclusion 

This algorithm proposed here was tested on MIT/BIH Normal Sinus Database 
and MIT/BIH Arrythmia Database obtained from Physio.net ATM. In total, we 
tested our algorithm on a total of 66 ECG signals obtained from patients for 
medical research purpose. The algorithm could distinguish 86% of Normal and 
Arrhythmia data successfully by using neural networks to classify the signals. 
The algorithm succeeded in detecting important peaks and waves, including the 
duration of QRS complex, R-R interval, and S-T interval. The duration of the 
QRS complex is used to detect first degree and second degree Atrioventricular  
 
Table 1. Disease characteristics. 

Name of Abnormalities Characteristics features 

Bradycardia Heart Rate < 60 BPM 

Tachycardia Heart Rate > 100 BPM 

First Degree AV Block QRS complex ≤ 0.1 Seconds 

Second Degree AV Block 0.1 Seconds ≤ QRS complex ≤ 0.2 Seconds 
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Table 2. Results of features extracted for different patient’s ECG and the diseases de-
tected. 

Types of Data 
Classified by NN or Not? 
Correctly classified-YES 
Incorrectly classified-NO 

Type of Disease 

Normal 1 Yes None 

Normal 2 Yes None 

Normal 3 Yes None 

Normal 4 Yes None 

Normal 5 Yes None 

Normal 6 Yes None 

Normal 7 No None 

Normal 8 Yes None 

Normal 9 Yes None 

Normal 10 Yes None 

Normal 11 Yes None 

Normal 12 Yes None 

Normal 13 Yes None 

Normal 14 No None 

Normal 15 Yes None 

Normal 16 No None 

Normal 17 No None 

Normal 18 Yes None 

Abnormal 1 Yes First Degree AV Block 

Abnormal 2 Yes Second Degree AV Block 

Abnormal 3 Yes Second Degree AV Block 

Abnormal 4 Yes Second Degree AV Block 

Abnormal 5 No - 

Abnormal 6 Yes Second Degree AV Block 

Abnormal 7 Yes Second Degree AV Block 

Abnormal 8 Yes First Degree AV Block 

Abnormal 9 Yes Bradycardia 

Abnormal 10 No Second Degree AV Block 

Abnormal 11 Yes First Degree AV Block 

Abnormal 12 Yes Second Degree AV Block 

Abnormal 13 Yes First Degree AV Block 

Abnormal 14 Yes Bradycardia 

Abnormal 15 Yes Second Degree AV Block 
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Continued 

Abnormal 16 Yes First Degree AV Block 

Abnormal 17 Yes Bradycardia 

Abnormal 18 Yes Second Degree AV Block 

Abnormal 19 Yes Bradycardia 

Abnormal 20 Yes Second Degree AV Block 

Abnormal 21 Yes First Degree AV Block 

Abnormal 22 Yes Bradycardia 

Abnormal 23 Yes Bradycardia 

Abnormal 24 Yes Tachycardia 

Abnormal 25 No Second Degree AV Block 

Abnormal 26 Yes Bradycardia 

Abnormal 27 Yes Tachycardia 

Abnormal 28 No Second Degree AV Block 

Abnormal 29 Yes Bradycardia 

Abnormal 30 Yes Second Degree AV Block 

Abnormal 31 Yes Tachycardia 

Abnormal 32 Yes Second Degree AV Block 

Abnormal 33 Yes Second Degree AV Block 

Abnormal 34 Yes Tachycardia 

Abnormal 35 Yes Second Degree AV Block 

Abnormal 36 Yes Tachycardia 

Abnormal 37 Yes Second Degree AV Block 

Abnormal 38 Yes Second Degree AV Block 

Abnormal 39 Yes Second Degree AV Block 

Abnormal 40 No First Degree AV Block 

Abnormal 41 Yes First Degree AV Block 

Abnormal 42 Yes First Degree AV Block 

Abnormal 43 Yes First Degree AV Block 

Abnormal 44 No Second Degree AV Block 

Abnormal 45 Yes First Degree AV Block 

Abnormal 46 Yes Tachycardia 

Abnormal 47 Yes Second Degree AV Block 

Abnormal 48 Yes Tachycardia 

 
block. In addition, the heart rate was calculated to detect diseases like Tachycar-
dia and Bradycardia. The only ECG signal that the algorithm failed to detect 
features in was Abnormal 5’s ECG. Our algorithm was unable to detect Q and S 
points on that signal, however, in this case the signal was extremely distorted. 
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