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Abstract
Volterra type integral equations have diverse applications in scientific and other fields. Modelling physical phenomena by employing integral equations is not a new concept. Similarly, extensive research is underway to find accurate and efficient solution methods for integral equations. Some of noteworthy methods include Adomian Decomposition Method (ADM), Variational Iteration Method (VIM), Method of Successive Approximation (MSA), Galerkin method, Laplace transform method, etc. This research is focused on demonstrating Elzaki transform application for solution of linear Volterra integral equations which include convolution type equations as well as one system of equations. The selected problems are available in literature and have been solved using various analytical, semi-analytical and numerical techniques. Results obtained after application of Elzaki transform have been compared with solutions obtained through other prominent semi-analytic methods i.e. ADM and MSA (limited to first four iterations). The results substantiate that Elzaki transform method is not only a compatible alternate approach to other analytic methods like Laplace transform method but also simple in application once compared with methods ADM and MSA.
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1. Introduction
Integral equations find their application in physical sciences, finance, etc. Diffraction problems, water waves, scattering in quantum mechanics are often
modelling using integral equations [1]. The unknown function which is required to be determined is denoted by \( u(x) \) and it appears under the sign of integration. \( K(x,t) \) is called “kernel” function whereas \( g(x) \) and \( h(x) \) are the limits of integration. [1] has provided an excellent introduction to integral equations along with solution methods. General form of an integral equation can be given as under:

\[
u(x) = f(x) + \lambda \int_{g(x)}^{h(x)} k(x,t) u(t) \, dt \tag{1}
\]

An Integro-differential equation is a bit different from integral equation as it contains unknown function \( u(x) \) which appears under integral sign and also has ordinary derivative of unknown function. For the Integro-differential equation, general form can be given as:

\[
u'(x) = f(x) + \lambda \int_{g(x)}^{h(x)} k(x,t) u(t) \, dt \tag{2}
\]

The system of integral or Integro-differential equations has two or more equations with two or more variables which are required to be determined. Volterra integral, integro-differential as well as related system of equations contains at least one variable limit of integration. Extensive mathematical techniques are available for finding analytic (exact), approximate analytic as well as numerical solutions of integral equations. Some of the techniques include Adomian Decomposition Method (ADM), Homotopy Perturbation Method (HPM), Homotopy Analysis Method (HAM), Variational Iteration Method (VIM), etc. Transformation methods like Sumudu transform, Laplace transform, etc. are also being used to find solutions of integral equations of various types and classes. However, new methods are continuously being explored throughout the world. Elzaki transform has been introduced by [2] and there is a growing interest of researchers in finding various applications of said transformation method. A large number of mathematical problems have been solved using Elzaki transform method. However, with respect to finding its new applications, there is great potential available. Volterra type integral equations have been earlier solved using numerous methods available by mathematicians. In this paper some new applications of Elzaki transform have been discussed to find analytic solution of linear Volterra type integral equations which include convolution type as well as system of equations. The problems selected for demonstrating Elzaki transform application are those which have not been solved earlier using said transformation method. The analytic solutions obtained after application of Elzaki transform have been compared with results obtained through famous semi-analytical methods i.e. ADM and MSA (which have been restricted to first four iterations). The results establish the accuracy and simplicity of Elzaki transform method and also attest its compatibility with Laplace transform.

2. Literature Review

Integro-differential equations with bulge function have been examined by [3]. Numerical solution has been obtained by applying trapezoidal rule. For finding
the exact solution; Elzaki and inverse Elzaki transform as well as Taylor series expansion and convolution theorem have been used. Through examples, it has been shown that the approximate solutions acquired by trapezoidal rule are in good agreement with exact solutions obtained through transformation method. [4] conducted comparative study between Adomian Decomposition Method (ADM) and Elzaki transform. Both methods have been used to solve linear partial differential equations with constant coefficients. Elzaki transform method has been used by [5] for solution of systems of linear Integro-differential equations with constant coefficients. Fundamental properties of Elzaki transform have been discussed by [6] and Elzaki transform for comprehensive list of functions has been provided. Furthermore, more general shift theorems have been introduced. Laplace-Elzaki Duality (LED) invoked a complex inverse Elzaki transform, as a Bromwich contour integral formula. [7] researched practical formulae for differentiation of integral transforms used for differential equations with variable coefficients. The transforms which have been checked are Laplace, Sumudu and Elzaki. Moreover, it has been argued that proposed formulae can be applied to almost every equation. [8] proposed shifting theorems for the Elzaki transform to solve initial value problems arising in control engineering. The proposed theorems are composed of u-shifting theorem and time shifting, and the proof is compared with established ones. [9] provided Romberg method for solution of linear Volterra integral equations of second kind. The examples presented in paper show superiority of Romberg method over quadrature method. [10] solved Volterra integral equations with separable kernels using the differential transform method. Approximate solution has been calculated in form of a series with easily calculable terms. Exact solutions of linear as well as nonlinear integral equations have been presented. Results exemplify the reliability of the differential transform method. Collocation method has been presented by [11] for linear Volterra integral equation of the second kind by using Sinc basis functions. Approximate solutions are provided and auxiliary basis functions satisfy four different boundary conditions. Numerical results have been included to confirm efficiency and accuracy of method. [12] solved Volterra integral equations of second kind (convolution type) by using the Elzaki transform. Solution of integro-differential equations using Elzaki transform has been discussed by [13]. Numerical solution of a system of two first order Volterra integro-differential equations arising in ultimate ruin theory has been discussed by [14]. Existence and Uniqueness of Solution of Volterra Integral Equations has been studied by [15]. [16] has used Finite Difference Method for Smooth Solution of Linear Volterra Integral Equations. Numerical Solutions of Volterra Integral Equations Using Galerkin method with Hermite Polynomials have been discussed by [17].

3. Mathematical Foundations of Elzaki Transform

Elzaki transform has been derived from classical Fourier Integral. By definition, Elzaki transform is defined for given set \( A \) as:
\[ A = \left\{ f(t) \mid \exists M, k_1, k_2 > 0 \mid f(t) < Me^{-t}, \text{if } t \in (-1) \times [0, \infty) \right\} \]  

(3)

For the given function \( M \) should be finite however \( k_1 \) and \( k_2 \) may be finite or infinite.

Elzaki transform is denoted by \( E(.) \) and is given as

\[ E[f(t)] = T(p) = \int_0^\infty e^{-pt}f(t)dt, t \geq 0, \quad k_1 \leq p \leq k_2 \]  

(4)

here \( T(p) \) is Elzaki transform of integral function \( f(t) \).

For \( f(t) \) we assume that the integral given in Equation (4) exists.

Let \( f(t) = 1 \)

\[ E[1] = T(p) = \int_0^\infty 1 \cdot e^{-pt}dt = p^2 \]  

(5)

Let \( f(t) = t \)

\[ E[t] = T(p) = \int_0^\infty t \cdot e^{-pt}dt = p^3 \]  

(6)

For the nth order

\[ E[t^n] = n! p^{n+2} \]  

(7)

### 3.1. Elzaki Transform of Common Functions

Elzaki transform of some common functions is given as under Elzaki transform of exponential function

\[ E(e^{at}) = T(p) = \int_0^\infty e^{at} \cdot e^{-pt}dt = \frac{p^2}{1-ap} \]  

(8)

Elzaki transform of Sin function

\[ E(\sin(at)) = \frac{ap^3}{a^2 p^2 + 1} \]  

(9)

Elzaki transform of Cosine function

\[ E(\cos(at)) = \frac{p^2}{a^2 p^2 + 1} \]  

(10)

Elzaki transform of Sin hyperbolic function

\[ E(\sinh(at)) = -\frac{ap^3}{1-ap^2} \]  

(11)

Similarly Elzaki transform for derivatives of a function can be given as

\[ E(f'(t)) = \frac{T(p)}{p} - vf(0) \]  

(12)

\[ E(f''(t)) = \frac{T(p)}{p^2} - f(0) - vf'(0) \]  

(13)
\[ E(f^n(t)) = \frac{T(p)}{p^n} - \sum_{k=0}^{n-1} p^{2-n-k} f^k(0) \tag{14} \]

### 3.2. Laplace Elzaki Duality (LED)

For function \( f(t) \) which belongs to set \( A \),

\[ f(t) \in A = \left\{ f(t) \mid \exists M, k_1, k_2 > 0, \text{such that} \mid f(t) \mid < Me^{-t}, \text{if} \ t \in \{ -1 \}^t \times [0, \infty) \right\} \tag{15} \]

Since Laplace transform is given as

\[ F(s) = L(f(t)) = \int_0^\infty e^{-st} f(t) \, dt \tag{16} \]

Inter-conversion between Laplace and Elzaki transform can be given by

\[ T(v) = v F \left( \frac{1}{v} \right) \tag{17} \]

\[ F(s) = s T \left( \frac{1}{s} \right) \tag{18} \]

### 4. Examples

#### Example 4.1

\[ u(x) = 4x + 2x^2 - \int_0^x u(t) \, dt \tag{19} \]

This problem has been taken from \[18\].

Taking Elzaki transform on both sides of Equation (19)

\[ E[u(x)] = 4E(x) + 2E(x^2) - E[\int_0^x u(t) \, dt] \tag{20} \]

\[ T[v] = 4v^3 + 2(21v^{2-2}) - vT[v] \tag{21} \]

\[ T[v] = 4v^3 + 4v^4 - vT[v] \tag{22} \]

\[ T[v] + vT[v] = 4(v^3 + v^4) \tag{23} \]

\[ T[v] = \frac{4v^3 (1 + v)}{1 + v} \tag{24} \]

After simplification,

\[ T[v] = 4v^3 \tag{25} \]

Taking Inverse Elzaki transform on both sides of Equation (25), we get,

\[ u(x) = 4x \tag{26} \]

Hence, required analytic solution is obtained.

#### Example 4.2

\[ u(x) = x^2 + \frac{1}{12} x^4 + \int_0^x \left( (t-x) u(t) \right) \, dt \tag{27} \]

This problem has been discussed by \[18\].
Taking derivatives and applying Leibniz rule to equation Equation (27)

\[ u'(x) = 2x + \frac{1}{3}x^3 - \int_0^x u(t) \, dt \] (28)
\[ u''(x) = 2 + x^2 - u(x) \] (29)
\[ u''(x) + u(x) = 2 + x^2 , \text{ with } u(0) = 0, u'(0) = 0 \] (30)

Since,
\[ E[u''(x)] = T[v] - u(0) - vu'(0) \] (31)

After plugging initial values we obtain,
\[ E[u''(x)] = \frac{T[v]}{v^2} \] (32)

Hence, the Elzaki transform of given equation will be
\[ E[u''(x)] + E[u(x)] = E[2] + E[x^2] \] (33)

Or,
\[ \frac{T[v]}{v} + T[v] = 2 + 2v^4 \] (34)
\[ T[v] + v^2 T[v] = 2v^2 \left( v^2 + v^4 \right) \] (35)
\[ T[v] = \frac{2v^2 \left( v^2 + v^4 \right)}{1 + v^2} \] (36)

Taking inverse Elzaki transform on both sides of Equation (36) we get,
\[ u(x) = E^{-1} \left[ \frac{2v^2 \left( v^2 + v^4 \right)}{1 + v^2} \right] \] (37)
\[ u(x) = E^{-1} \left[ 2v^4 \right] \] (38)
\[ u(x) = x^2 \] (39)

Hence, required analytic solution is obtained.

**Example 4.3**

Consider Volterra Integral equation of Convolution type:
\[ u(x) = 2 + \int_0^x (x-t)u(t) \, dt \] (40)

This problem has been taken from [18],

Taking Elzaki transform on both sides of Equation (40),
\[ E[u(x)] = E[2] + E[\int_0^x ((x-t)u(t)) \, dt] \] (41)
\[ T[v] = 2v^2 + \frac{1}{v^2}v^2 T[v] \] (42)
\[ T[v] = 2v^2 + v^2 T[v] \] (43)
Taking Inverse Elzaki transform on both sides of Equation (45),
\[ u(x) = 2 \cosh x \]  
(46)

Hence, required analytic solution is obtained.

**Example 4.4**

This problem has been solved by \cite{11} using Sinc basis functions,
\[ u(x) = x - x^2 + \frac{x^3}{6} - \frac{x^4}{12} + \int_0^x ((t-x)u(t)) \, dt, \quad 0 \leq x \leq 1 \]  
(47)

Taking Elzaki transform on both sides of Equation (47),
\[ E[u] = E[x] - E[x^2] + \frac{1}{6} E[x^3] - \frac{1}{12} E[x^4] + E[\int_0^x ((t-x)u(t)) \, dt] \]  
(48)

Thus, the solution is given by
\[ T[v] = v^3 - 2v^4 + v^5 - 2v^6 - \frac{1}{v} (E[x]E[u]) \]  
(49)

Hence, required analytic solution is obtained.

**Example 4.5**

Consider convolution type linear Volterra integral equation. \cite{10} solved the problem using Differential Transform Method (DTM),
\[ u(x) = 1 - x - \frac{x^2}{2} + \int_0^x ((x-t)u(t)) \, dt, \quad 0 < x < 1 \]  
(53)

Taking Elzaki transform on both sides of Equation (53),
\[ E[u(x)] = E[1] - E[x] - E[\frac{x^2}{2}] + E[\int_0^x ((x-t)u(t)) \, dt] \]  
(54)

Thus, the solution is given by
\[ T[v] = v^3 - 2v^4 - v^5 + \frac{1}{v} (E[x]E[u]) \]  
(55)

Through Taylor expansion about \( v = 0 \),
\[ T[v] = v^3 - v^4 - v^5 - v^6 - \cdots \]  
(56)

Taking Inverse Elzaki transform on both sides of Equation (58),

In series form,
\[
  u(x) = 1 - \left( x + \frac{x^3}{6} + \frac{x^5}{120} + \frac{x^7}{5040} + \frac{x^9}{362880} + O(x^{11}) \right) \] (60)

In closed form,
\[
  u(x) = 1 - \sinh(x) \] (61)

Similarly we can also use LED and demonstrate that it gives same result as obtained using Taylor expansion. Since,
\[
  F(s) = \mathcal{L}^{-1}\left( \frac{1}{s^2} \right) \]

We can write Equation as,
\[
  F(s) = \mathcal{L}^{-1}\left( \mathcal{L}\left( \frac{1}{s} \right)^2 - \mathcal{L}\left( \frac{1}{s} \right)^3 + \mathcal{L}\left( \frac{1}{s} \right)^2 \right) \] (62)

\[
  u(x) = \frac{e^{-x}}{2} - \frac{e^{x}}{2} + 1 \] (63)

Writing in closed form,
\[
  u(x) = 1 - \sinh(x) \]

Hence, required analytic solution is obtained.

**Example 4.6**

This system of equations has been solved by [19] using rationalized Haar functions.
\[
  y_1(t) - \int_0^t y_2(s) \, ds = 1 - t^2 \] (64)
\[
  y_2(t) - \int_0^t y_1(s) \, ds = t \] (65)

Take Elzaki transform on both sides of Equation (64) we have,
\[
  E[y_1(t)] - E\left[ \int_0^t y_2(s) \, ds \right] = E[1] - E[t^2] \] (66)
\[
  \bar{y}_1[v] - v\bar{y}_2[v] = v^2 - 2v^4 \] (67)

Similarly take Elzaki transform of second equation i.e. Equation (65),
\[
  E[y_2(t)] - E\left[ \int_0^t y_1(s) \, ds \right] = E[t] \] (68)
\[
  \bar{y}_2[v] - v\bar{y}_1[v] = v^3 \] (69)

After simplification,
\[
  \bar{y}_2[v] = 2v^3 \] (70)

Take Inverse Elzaki transform of Equation (70) we have,
\[ E^{-1} \left[ \mathcal{Y}_2[v] \right] = E^{-1} \left[ 2v^3 \right] \] (71)
\[ y_2(t) = 2t \] (72)

And from Equation (69) we have,
\[ \mathcal{Y}_2[v] - v\mathcal{Y}_1[v] = v^3 \]
\[ \mathcal{Y}_1[v] = v^2 \] (73)

Take Inverse Elzaki transform of Equation (73) we have,
\[ E^{-1} \left[ \mathcal{Y}_1[v] \right] = E^{-1} \left[ v^2 \right] \] (74)
\[ y_1(t) = 1 \] (75)

Equation (72) and Equation (75) provides analytic solution.

5. Results and Discussions

It has been established that Elzaki transform can be easily implemented to find analytic solution of Volterra type integral equations as discussed through various problems in section 4. In this section we shall provide the solution for domain 0 to 1 and for comparison purposes, semi-analytic methods (ADM and MSA with zero as initial guess) solutions (limited to first four iterations), have also been given. It is likely that results of semi-analytic methods will converge to analytic solution if more iteration is carried out; but same will be at cost of increased computational work. All computational work has been carried out in Mathematica version 9.

For Example 4.1 the analytic solution is \( u(x) = 4x \) which has also been achieved through application of Elzaki transform while the error for ADM and MSA once restricted to the first four iterations is evident (Table 1). However, ADM in this case produced better results once compared with MSA. Significant deviation of MSA from analytic results is obvious in Figure 1.

For Example 4.2 the analytic solution is \( u(x) = x^2 \) which has also been achieved through application of Elzaki transform while the error for ADM and MSA once restricted to first four iterations is apparent (Table 2). However, ADM in this case has much better results as compared to MSA. MSA is showing large deviation from analytic results (Figure 2).

For Example 4.3 the analytic solution is \( u(x) = 2\cosh x \) which has also been achieved through application of Elzaki transform. ADM has slightly better accuracy once compared with MSA. Table 3 and Figure 3 depict results in numeric and graphical form respectively.

For Example 4.4 the analytic solution is \( u(x) = x - x^2 \) which has also been achieved through application of Elzaki transform while the error for ADM and MSA once restricted to first four iterations is shown in Table 4. Figure 4 depicts results in graphical form.

Graph plot shows considerable variation of results of MSA from analytic result.
Table 1. Solution of Example 4.1 using different methods and absolute errors for approximate analytic methods.

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error MSA</th>
<th>Abs Error ADM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.400000</td>
<td>0.400000</td>
<td>0.400183</td>
<td>0.000183</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.800000</td>
<td>0.799989</td>
<td>0.801600</td>
<td>0.001600</td>
<td>0.000011</td>
</tr>
<tr>
<td>0.3</td>
<td>1.200000</td>
<td>1.199919</td>
<td>1.205850</td>
<td>0.005850</td>
<td>0.000081</td>
</tr>
<tr>
<td>0.4</td>
<td>1.600000</td>
<td>1.599659</td>
<td>1.614933</td>
<td>0.014933</td>
<td>0.000341</td>
</tr>
<tr>
<td>0.5</td>
<td>2.000000</td>
<td>1.998958</td>
<td>2.031250</td>
<td>0.031250</td>
<td>0.001042</td>
</tr>
<tr>
<td>0.6</td>
<td>2.400000</td>
<td>2.397408</td>
<td>2.457600</td>
<td>0.057600</td>
<td>0.002592</td>
</tr>
<tr>
<td>0.7</td>
<td>2.800000</td>
<td>2.794398</td>
<td>2.897183</td>
<td>0.097183</td>
<td>0.005602</td>
</tr>
<tr>
<td>0.8</td>
<td>3.200000</td>
<td>3.189077</td>
<td>3.353600</td>
<td>0.153600</td>
<td>0.010923</td>
</tr>
<tr>
<td>0.9</td>
<td>3.600000</td>
<td>3.580317</td>
<td>3.830850</td>
<td>0.230850</td>
<td>0.015683</td>
</tr>
<tr>
<td>1</td>
<td>4.000000</td>
<td>3.966667</td>
<td>4.333333</td>
<td>0.333333</td>
<td>0.033333</td>
</tr>
</tbody>
</table>

Table 2. Solution of Example 4.2 using different methods and absolute errors for approximate analytic methods.

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.010000</td>
<td>0.010000</td>
<td>0.009958</td>
<td>0.000000</td>
<td>0.000042</td>
</tr>
<tr>
<td>0.2</td>
<td>0.040000</td>
<td>0.040002</td>
<td>0.039333</td>
<td>0.000002</td>
<td>0.000667</td>
</tr>
<tr>
<td>0.3</td>
<td>0.090000</td>
<td>0.090027</td>
<td>0.086625</td>
<td>0.000027</td>
<td>0.003375</td>
</tr>
<tr>
<td>0.4</td>
<td>0.160000</td>
<td>0.160146</td>
<td>0.149334</td>
<td>0.00146</td>
<td>0.010666</td>
</tr>
<tr>
<td>0.5</td>
<td>0.250000</td>
<td>0.250531</td>
<td>0.223964</td>
<td>0.00531</td>
<td>0.026036</td>
</tr>
<tr>
<td>0.6</td>
<td>0.360000</td>
<td>0.361484</td>
<td>0.306023</td>
<td>0.001484</td>
<td>0.053977</td>
</tr>
<tr>
<td>0.7</td>
<td>0.490000</td>
<td>0.493435</td>
<td>0.390038</td>
<td>0.003435</td>
<td>0.099962</td>
</tr>
<tr>
<td>0.8</td>
<td>0.640000</td>
<td>0.646858</td>
<td>0.469566</td>
<td>0.006858</td>
<td>0.170434</td>
</tr>
<tr>
<td>0.9</td>
<td>0.810000</td>
<td>0.822055</td>
<td>0.537223</td>
<td>0.012055</td>
<td>0.272777</td>
</tr>
<tr>
<td>1</td>
<td>1.000000</td>
<td>1.018750</td>
<td>0.584722</td>
<td>0.018750</td>
<td>0.415278</td>
</tr>
</tbody>
</table>

Table 3. Solution of Example 4.3 using different methods and absolute errors.

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.000000</td>
<td>2.000000</td>
<td>2.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>2.010008</td>
<td>2.010008</td>
<td>2.010008</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>2.040134</td>
<td>2.040134</td>
<td>2.040133</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.3</td>
<td>2.090677</td>
<td>2.090677</td>
<td>2.090675</td>
<td>0.000000</td>
<td>0.000002</td>
</tr>
<tr>
<td>0.4</td>
<td>2.162145</td>
<td>2.162145</td>
<td>2.162133</td>
<td>0.000000</td>
<td>0.000011</td>
</tr>
<tr>
<td>0.5</td>
<td>2.255252</td>
<td>2.255252</td>
<td>2.255208</td>
<td>0.000000</td>
<td>0.000044</td>
</tr>
<tr>
<td>0.6</td>
<td>2.370930</td>
<td>2.370930</td>
<td>2.370800</td>
<td>0.000001</td>
<td>0.000130</td>
</tr>
<tr>
<td>0.7</td>
<td>2.510338</td>
<td>2.510335</td>
<td>2.510008</td>
<td>0.000003</td>
<td>0.000330</td>
</tr>
<tr>
<td>0.8</td>
<td>2.674870</td>
<td>2.674862</td>
<td>2.674133</td>
<td>0.000008</td>
<td>0.000737</td>
</tr>
<tr>
<td>0.9</td>
<td>2.866173</td>
<td>2.866151</td>
<td>2.864675</td>
<td>0.000022</td>
<td>0.001498</td>
</tr>
<tr>
<td>1</td>
<td>3.086161</td>
<td>3.086111</td>
<td>3.083333</td>
<td>0.000050</td>
<td>0.002828</td>
</tr>
</tbody>
</table>
Table 4. Solution of Example 4.4 using different methods and absolute errors.

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.090000</td>
<td>0.090001</td>
<td>0.089708</td>
<td>0.000001</td>
<td>0.000292</td>
</tr>
<tr>
<td>0.2</td>
<td>0.160000</td>
<td>0.160021</td>
<td>0.158000</td>
<td>0.000021</td>
<td>0.002000</td>
</tr>
<tr>
<td>0.3</td>
<td>0.210000</td>
<td>0.210147</td>
<td>0.204376</td>
<td>0.000147</td>
<td>0.005624</td>
</tr>
<tr>
<td>0.4</td>
<td>0.240000</td>
<td>0.240560</td>
<td>0.229339</td>
<td>0.000560</td>
<td>0.010661</td>
</tr>
<tr>
<td>0.5</td>
<td>0.250000</td>
<td>0.251516</td>
<td>0.234402</td>
<td>0.001516</td>
<td>0.015598</td>
</tr>
<tr>
<td>0.6</td>
<td>0.240000</td>
<td>0.243278</td>
<td>0.222093</td>
<td>0.003278</td>
<td>0.017907</td>
</tr>
<tr>
<td>0.7</td>
<td>0.210000</td>
<td>0.215998</td>
<td>0.195971</td>
<td>0.005998</td>
<td>0.014029</td>
</tr>
<tr>
<td>0.8</td>
<td>0.160000</td>
<td>0.169574</td>
<td>0.160641</td>
<td>0.009574</td>
<td>0.00641</td>
</tr>
<tr>
<td>0.9</td>
<td>0.090000</td>
<td>0.103489</td>
<td>0.121770</td>
<td>0.013489</td>
<td>0.031770</td>
</tr>
<tr>
<td>1</td>
<td>0.000000</td>
<td>0.016667</td>
<td>0.086111</td>
<td>0.016667</td>
<td>0.086111</td>
</tr>
</tbody>
</table>

Figure 1. Comparison graph of solution for Example 4.1.

Figure 2. Comparison graph of solution for Example 4.2.
For Example 4.5 the analytic solution is \( u(x) = 1 - \sinh(x) \) which has also been achieved through application of Elzaki transform while the error for ADM and MSA once restricted to first four iterations is evident (Table 5). Figure 5 is showing graphical comparison between methods. Deviation of MSA solution from analytic result is clearly evident.

For Example 4.6 one analytic solution is \( u(t) = y_1(t) = 1 \) which has also been achieved through application of Elzaki transform. ADM and MSA are showing large deviation from analytic result. Results have been depicted in Table 6(a) while comparison graph between methods has been illustrated at Figure 6(a).

ADM and MSA are showing large deviation from analytic result. For example 4.6 the second analytic solution is \( v(t) = y_2(t) = 2t \) which has also been achieved through application of Elzaki transform while the error for ADM and MSA once restricted to first four iterations is obvious. Table 6(b) provides results in numeric form while comparison plot between methods has been given at Figure 6(b).
Table 5. Solution of Example 4.5 using different methods and absolute errors.

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.899833</td>
<td>0.899833</td>
<td>0.899499</td>
<td>0.000000</td>
<td>0.000334</td>
</tr>
<tr>
<td>0.2</td>
<td>0.798664</td>
<td>0.798664</td>
<td>0.795972</td>
<td>0.000000</td>
<td>0.002692</td>
</tr>
<tr>
<td>0.3</td>
<td>0.695480</td>
<td>0.695480</td>
<td>0.686282</td>
<td>0.000000</td>
<td>0.009197</td>
</tr>
<tr>
<td>0.4</td>
<td>0.589248</td>
<td>0.589248</td>
<td>0.567061</td>
<td>0.000000</td>
<td>0.022186</td>
</tr>
<tr>
<td>0.5</td>
<td>0.478905</td>
<td>0.478905</td>
<td>0.434570</td>
<td>0.000000</td>
<td>0.044334</td>
</tr>
<tr>
<td>0.6</td>
<td>0.363346</td>
<td>0.363346</td>
<td>0.284548</td>
<td>0.000000</td>
<td>0.078798</td>
</tr>
<tr>
<td>0.7</td>
<td>0.241416</td>
<td>0.241416</td>
<td>0.112043</td>
<td>0.000000</td>
<td>0.129373</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.026517</td>
<td>-0.026526</td>
<td>-0.088768</td>
<td>0.000001</td>
<td>0.200662</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.175201</td>
<td>-0.175223</td>
<td>-0.604167</td>
<td>0.000022</td>
<td>0.428965</td>
</tr>
</tbody>
</table>

Table 6. (a) Solution of Example 4.6 using different methods and absolute errors for \(u(t) = y_1(t)\). (b) Solution of Example 4.6 using different methods and absolute errors for \(v(t) = y_2(t)\).

(a)

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>1.000000</td>
<td>1.00158</td>
<td>0.999992</td>
<td>0.000158</td>
<td>0.000008</td>
</tr>
<tr>
<td>0.2</td>
<td>1.000000</td>
<td>1.001195</td>
<td>0.999867</td>
<td>0.001195</td>
<td>0.000133</td>
</tr>
<tr>
<td>0.3</td>
<td>1.000000</td>
<td>1.003785</td>
<td>0.999325</td>
<td>0.003784</td>
<td>0.000675</td>
</tr>
<tr>
<td>0.4</td>
<td>1.000000</td>
<td>1.008363</td>
<td>0.997867</td>
<td>0.008363</td>
<td>0.002133</td>
</tr>
<tr>
<td>0.5</td>
<td>1.000000</td>
<td>1.015104</td>
<td>0.994792</td>
<td>0.015104</td>
<td>0.005208</td>
</tr>
<tr>
<td>0.6</td>
<td>1.000000</td>
<td>1.023904</td>
<td>0.989200</td>
<td>0.023904</td>
<td>0.010800</td>
</tr>
<tr>
<td>0.7</td>
<td>1.000000</td>
<td>1.034357</td>
<td>0.979992</td>
<td>0.034357</td>
<td>0.020008</td>
</tr>
<tr>
<td>0.8</td>
<td>1.000000</td>
<td>1.045739</td>
<td>0.965867</td>
<td>0.045739</td>
<td>0.034133</td>
</tr>
<tr>
<td>0.9</td>
<td>1.000000</td>
<td>1.056984</td>
<td>0.945325</td>
<td>0.056983</td>
<td>0.054675</td>
</tr>
<tr>
<td>1</td>
<td>1.000000</td>
<td>1.066667</td>
<td>0.916667</td>
<td>0.066667</td>
<td>0.083333</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>x</th>
<th>Analytic</th>
<th>ADM</th>
<th>MSA</th>
<th>Abs Error ADM</th>
<th>Abs Error MSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.200000</td>
<td>0.200000</td>
<td>0.199833</td>
<td>0.000000</td>
<td>0.000167</td>
</tr>
<tr>
<td>0.2</td>
<td>0.400000</td>
<td>0.399995</td>
<td>0.398667</td>
<td>0.000005</td>
<td>0.001333</td>
</tr>
<tr>
<td>0.3</td>
<td>0.600000</td>
<td>0.599960</td>
<td>0.5955</td>
<td>0.000040</td>
<td>0.004500</td>
</tr>
<tr>
<td>0.4</td>
<td>0.800000</td>
<td>0.799829</td>
<td>0.789333</td>
<td>0.000171</td>
<td>0.010667</td>
</tr>
<tr>
<td>0.5</td>
<td>1.000000</td>
<td>0.999479</td>
<td>0.979167</td>
<td>0.005216</td>
<td>0.020833</td>
</tr>
<tr>
<td>0.6</td>
<td>1.200000</td>
<td>1.198704</td>
<td>1.164</td>
<td>0.001296</td>
<td>0.036000</td>
</tr>
<tr>
<td>0.7</td>
<td>1.400000</td>
<td>1.397199</td>
<td>1.342833</td>
<td>0.002801</td>
<td>0.057167</td>
</tr>
<tr>
<td>0.8</td>
<td>1.600000</td>
<td>1.594539</td>
<td>1.514667</td>
<td>0.005461</td>
<td>0.085333</td>
</tr>
<tr>
<td>0.9</td>
<td>1.800000</td>
<td>1.790159</td>
<td>1.6785</td>
<td>0.009842</td>
<td>0.121500</td>
</tr>
<tr>
<td>1</td>
<td>2.000000</td>
<td>1.983333</td>
<td>1.833333</td>
<td>0.016667</td>
<td>0.166667</td>
</tr>
</tbody>
</table>
Figure 5. Comparison graph of solution for Example 4.5.

Figure 6. (a) Comparison graph of solution for example 4.6 (for $u(t) = y_1(t)$);
(b) Comparison graph of solution for Example 4.6 (for $v(t) = y_2(t)$).
ADM has considerably good accuracy once compared with MSA. Accurate analytic solution achievement is useful advantage of Elzaki transform. Moreover, the application process is very simple. Methods like ADM despite having extensive applications and advantages, has not been able to produce analytic results for problems once restricted to fewer iterations (in this case four iterations). MSA further produced results of lower accuracy once compared with ADM.

6. Conclusion
In this research Elzaki transform has been successfully applied to linear Volterra type integral equations to find analytic solutions. It has been established that Elzaki transform is a robust compatible alternative to other well-known analytic methods. Moreover, in comparison to notable semi/approximate analytic methods like Adomian Decomposition Method and Method of Successive Approximations, it is not only accurate but often easier to apply. Results presented in research substantiate this claim. The research can be further extended by discussing application of Elzaki transform for linear Volterra type integral equations with separable kernels.
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