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ABSTRACT 

Significant advancement in thin-film cadmium telluride (CdTe) deposition techniques in recent years has made this 
material attractive for the development of low-cost large area detector. Here we evaluate the intrinsic performance of 
the detector for a range of energies relevant to diagnostic imaging applications, such as fluoroscopy. The input x-ray 
spectra for a set of tube potentials ranging from 70 to 140 kVp were computed with the tungsten anode spectral model 
using interpolating polynomials (TASMIP) based on the measured output of our diagnostic x-ray simulator. Fre- 
quency-dependent detector performance analysis was conducted through Monte Carlo simulations of energy deposition 
within the detector. Intrinsic modulation transfer functions (MTF), noise power spectra (NPS), and detective quantum 
efficiencies (DQE) were computed for a set of CdTe detectors of varying thickness, from 100 to 1000 μm. MTF behav- 
ior at higher frequencies was affected by thickness and input energy, NPS increased with film thickness and energy, and 
the resultant DQE(f) decreased with increasing the input energy, but increased with the thickness of the detector. We 
found that the optimal thickness of CdTe under diagnostic x-ray beam is in the range of 300 to 600 μm. Physical prop- 
erties of CdTe, such as the high atomic number and density, used in direct detection configuration, together with the 
recently established thin-film manufacturing techniques makes this technology a promising photoconductor for large- 
area diagnostic flat panel imaging. 
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1. Introduction 

Introduction of digital radiography systems and succes- 
sive use of flat panel detectors revolutionized the field of 
diagnostic imaging. Wide dynamic range, high image 
quality, real-time image acquisition and processing, pre- 
cise image recording, and ease of remote access are 
among the most prominent improvements. One of the 
decisive factors contributing to further advancements re- 
mains the continuous development of different x-ray de- 
tecting materials, from traditional phosphor screens in 
combination with secondary photodetectors for indirect 
detection to use of thin-film photoconductors in direct 
detection systems. The latter approach offers a twofold 
benefit: simpler device structure resulting in lower manu- 
facturing cost, and a high potential of providing images 
of superior contrast and sharpness due to inherently low 
signal spreading within the detector. 

In the direct detection approach x-rays are absorbed by 
a photoconductor layer and converted to electron-hole  

pairs, which are then collected as electric charges on 
storage capacitors. Up to now amorphous selenium (a-Se) 
is the only photoconductor developed into direct detec- 
tion type commercial medical imagers, for both general 
radiography and mammography applications [1-4]. De- 
tectors are based on a-Se offer superior spatial resolution 
due to the simple conversion process. However, low x- 
ray absorption and high effective ionization energy (~50 
eV) result in inadequate sensitivity, especially important 
for low exposure levels of fluoroscopic mode [5].  

To overcome this problem, materials of high atomic 
numbers and densities, such as mercuric iodide (HgI2), 
lead iodide (PbI2) [6-11], lead oxide (PbO) [12], thallium 
bromide (TlBr) [13], and cadmium telluride/cadmium 
zinc telluride (CdTe/CdZnTe) [14-17], have been sug- 
gested to replace a-Se. All of these materials possess 
effective ionization energy about 10 times lower than 
that of a-Se, substantially large band gaps, necessary for 
minimization of leakage currents at room temperature, 
and high mobility-lifetime product, providing effective 
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charge collection [9,18,19]. 
Due to large area requirements imposed on practical 

medical detectors all of these materials are investigated 
in polycrystalline (thin-film) rather than single crystal 
form. This quest entails development of proper tech- 
niques for thin-film deposition in order for the material to 
be commercially viable. Since a-Se has been studied the 
longest, by now the capabilities to manufacture high- 
quality films as thick as 1 mm have been proven. For 
other photoconductors this is still a subject of an ongoing 
research, rendering the use of some of the materials 
rather challenging. For example, strong temperature de- 
pendence of TlBr’s conductivity makes it difficult to 
operate at room temperature [13]; poor response time and 
some limitations on film thickness are detrimental to 
PbI2-based device performance [10]; chemical stability, 
nonuniform sensitivity, low carrier mobilities, and high 
levels of dark currents are still somewhat problematic in 
HgI2 devices [10,11], although the last material appears 
to be one the most promising. 

Recent developments in large area photovoltaic appli- 
cations of CdTe have moved this photoconductor to the 
frontiers of thin-film manufacturing [20]. While the typi- 
cal thickness of a solar cell is under 10 μm, the device 
deposition methodologies and post-deposition treatments 
for grain boundary passivation are essentially the same, 
and are successfully implemented in the fabrication of x- 
ray detectors up to 600 μm thick [15,16].  

Even though the average atomic number of CdTe is 
lower than that of HgI2, their absorption properties are 
very similar over a wide range of kV x-ray energies. 
Comparison of absorption coefficients [21] in Figure 1 
demonstrates that for energies up to the k-edge of mer- 
cury (83 keV) both materials are equally superior to a-Se. 
Coincidently, even for the spectra corresponding to high- 
er kV potentials (up to 140 kVp) most of x-rays have 
energies in that range. Proven outstanding radiation hard- 
ness of CdTe [22-26] makes it an ideal candidate for im- 
aging application. 

We have previously explored the use of thin-film 
CdTe detector in radiation therapy imaging [27]. Up to 
now no systematic theoretical analysis of the thin film 
CdTe detector for diagnostic x-ray imaging has been 
performed. Here we investigate the theoretical perform- 
ance of thin-film CdTe of thickness from 100 to 1000 μm 
under a range of energies relevant to high-energy diag- 
nostic imaging applications, from 70 kVp to 140 kVp, 
using Monte Carlo (MC) radiation transport package 
MCNP5 [28]. In this approach only energy deposition is 
evaluated, with no assumptions made about the elec- 
tronic properties of CdTe. Therefore our calculations 
provide the upper-limit estimate for the material per- 
formance in an idealized case of complete charge collec- 
tion. Our goal is to find a range of optimal thickness of  

 

Figure 1. Comparison of absorption coefficients for Se, 
CdTe, and HgI2. 
 
thin film CdTe which maximizes the detective quantum 
efficiency DQE(f) for different x ray energies and com- 
pare CdTe detector performance to that of other photo- 
conductors.  

2. Methods and Materials 

2.1. Input Spectra 

The input x-ray spectra for the detector performance 
study were obtained for a set of kV potentials ranging 
from 70 to 140 kVp. For this purpose we employed a 
tungsten anode spectral mode using interpolating poly- 
nomials (TASMIP) [29] technique, that allows comput- 
ing x-ray spectra based on the measured output of our 
Ximatron clinical simulator unit (Varian, Palo Alto, CA). 
The TASMIP is not a semi-empirical algorithm and uses 
no physical assumptions regarding x-ray production, but 
rather interpolates measured constant potential x-ray 
spectra published by Fewell et al. [30]. TASMIP has 
been shown to accurately reproduce both the kV-de- 
pendent spectral shape and output fluence for x-ray ma- 
chines employing tungsten target. 

The x-ray output of the simulator was measured in the 
units of mR/mAs at a distance of 100 cm from the focal 
spot using an Unfors Xi External Detector. Output was 
measured at 200 mA, 50 ms (10 mAs) with 0, 1, 2, 3, 4, 
and 5 mm added aluminum filtration for a set of kVp 
values in the range from 40 to 125, as shown in Figure 2. 
The points show the actual measured values, while the 
solid lines represent four-term (third order) polynomial 
fits for each filtration. The attenuation curves in Figure 3 
were calculated based on these fitted outputs. 

Unfiltered tungsten spectra from Fewell et al. [30] 
were tabulated for 70, 80, 90, 100, 120, 130, and 140 
kVp and were linearly interpolated to obtain spectra with 
1 keV interval. These tabulated data corresponding to the 
spectra labeled EI1 though EI8 on pages 43 - 45 of [28]. 
The attenuation curves of these unfiltered Fewell’s spec- 
tra were calculated based on the attenuation coefficients 
of aluminum from Physics Laboratory of National Insti-  
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Figure 2. The simulator output for different values of added 
aluminum filtration. Points show the measured values, and 
the solid lines represent third-order polynomial fits for each 
filtration. 
 

 

Figure 3. Matched attenuation curves of simulator x-ray 
and Fewell’s spectra for different kVp based on the least- 
square approach. The points are attenuation values calcu- 
lated from the modified Fewell’s spectra, and the corre- 
sponding solid lines represent attenuation profiles calcu- 
lated from our simulator output. 
 
tute of Standard and Technology (NIST). To compensate 
for probable differences in the x-ray tube housing at- 
tenuation values at each kVp, additional thicknesses of 
aluminum were needed to compensate for the inherent 
filtration. The least square approach was used to mini- 
mize the percent difference in attenuation values between 
our simulator’s and the Fewell’s spectra, as shown in 
Figure 3. Here the points are attenuation values calcu- 
lated from the modified Fewell’s spectra, and the corre- 
sponding solid lines represent attenuation profiles calcu- 
lated from our simulator output data. Additional alumi- 
num thickness needed to match the Fewell’s spectra to 
the attenuation levels of our simulator are given in Table 
1. 

Once the Fewell’s spectral shapes were slightly hard- 

ened to best fit our simulator attenuation values, the 
number of photons for each spectrum was normalized to 
the corresponding output of the simulator with no added 
filtration. Based on these spectra modified with addi-  

Table 1. Aluminum filtration added to match the Fewell’s 
spectra. 

Potential (kVp) 70 80 90 100 110 120 130 140

Added aluminum 
thicknesses, mm

0.557 0.700 0.802 1.037 0.854 0.818 0.727 0.587

 

tional aluminum thicknesses, we were able to calculate 
the polynomial interpolating coefficients using the fol- 
lowing equation 

         2 3
0 1 2 3kVp kVp kVpE a E a E a E a E      

(1) 

with these interpolating coefficients we were able to 
compute the simulator x-ray spectra at any kVp value. 
We generated simulator spectra shown in Figure 4 for 70, 
80, 90, 100, 110, 120, 130, and 140 kVp values. The two 
peaks present in higher kVp spectra correspond to Kα 
and Kβ edges of tungsten. The average percentage devia- 
tions between the modified spectra and the final interpo- 
lated spectra were between 0.1% and 1.9%. These spec- 
tra were utilized for source specification in our Monte 
Carlo simulations. 

2.2. Detector Simulation 

2.2.1. Exit Spectra  
During an imaging process the source beam spectrum is 
modified before reaching a detector by first going through 
a patient. To properly account for this effect we obtained 
the exit spectra, which are the energy spectra of the pri- 
mary photons transmitted through a 20 cm thick water 
phantom representing a patient. Figure 5(a) shows the 
MC simulation geometry used, where the source of pho- 
tons having the above-calculated spectra is placed at a 
distance of 100 cm from the phantom. The exit spectra 
were acquired with MCNP tally F1 at the surface of thin- 
film CdTe detector, located 20 cm below the water phan- 
tom according to the clinical application with a source to 
film distance (SFD) of 140 cm. Figures 6(a) and (b) 
show the primary photon spectra before and after the 
water phantom for energies of 80 kVp and 140 kVp, re- 
spectively. The relative photon intensity in both graphs 
was calculated based on the number of photons reaching 
the surface of CdTe detector per source particle (number 
of histories). Exit spectra demonstrate a two-fold effect 
of the presence of the water phantom, namely reduction 
in beam intensity due to absorption and scatter, and a 
slight beam hardening. 

Only primary photon beams were used to evaluate the 
performance characteristics of the detector. In all simula- 
tions we used CdTe thin-film density ρ = 5.86 g/cm3. The 
electron cut-off energy (ECUT) was chosen so that the 
electron range at ECUT is less than 1/3 of the smallest 
dimension in the dose scoring region, 0.02 MeV for 20  
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Figure 4. Simulator spectra from 70 kVp to 140 kVp com- 
puted by polynomial interpolation of modified Fewell’s 
spectra. 
 

 

 
(a) 

 
(b) 

Figure 5. (a) Schematic illustration of the geometry setup 
used in Monte Carlo simulations of energy deposition; (b) 
Geometry setup for line spread function simulation. 
 
micron scoring slit [31,32]. The cut-off energy for pho- 
tons was set to 0.01 MeV, with coherent, photonuclear 
and Doppler interactions turned off. 

2.2.2. Pre-Sampling Modulation Transfer Function  
(MTF)  

Modulation transfer function is an important characteris- 
tic of a detector, ultimately defining its resolution. It rep- 
resents the capability of the detector to transfer signal 
with minimal spreading. In our MC simulations pre- 
sampling MTF was obtained in the geometry shown in 
Figure 5 for the thin-film CdTe detector of different 
thickness, 100, 300, 600, and 1000 μm. X-ray beams 
with exit spectra having potential energies of 70 to 140 
kVp were set to fall normally at the detector surface  

 
(a) 

 
(b) 

Figure 6. Primary photon spectra before and after a 20-cm 
thick water phantom for (a) 80 kVp; (b) 140kVp. 
 
through a narrow, 2 μm wide, slit, following a typical 
setup for line spread function LSF(x) measurement, as 
shown in Figure 5(b) [33]. For frequency dependent 
MTF(f) simulation, the detector was divided into 512 
strips on each side of the slit source with a width of 
10-µm, which according to the Nyquist criterion gave a 
cutoff frequency of 50 mm−1. Energy deposition within 
each strip was acquired with *F8 tally. The MTF(f) was 
calculated by performing a fast Fourier transform (FFT) 
of LSF(x) with Hanning window method. The total num- 
ber of points of 1024 produced smooth MTF(f) curves 
with enough sampling around zero frequency. 

2.2.3. Noise Power Spectrum (NPS) 
Noise transfer properties of the detector were evaluated 
through simulations of the frequency-dependent noise 
power spectra (NPS) or Wiener spectra. The mean square 
departure of signal from its average value is the variance 
and the analysis of this variance into frequency compo- 
nents gives the noise power spectrum [34]. The simula- 
tion geometry was similar to that used to obtain MTF. A 
30 × 40 cm2 photon beam was set perpendicularly inci- 
dent on the X-Y plane of the detector. One-dimensional 
(1-D) NPS was analyzed by a synthesized slit technique 
[34,35]. The energy absorbed per scoring bin, dx, was 
recorded by *F8 tally in the non-overlapping slits of 512 
bins per slit. Each slit had dimensions of 0.002 × 3 cm2, 
providing a Nyquist frequency of 25 mm−1 in x direction. 
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The absorbed energy distributions per bin were Fourier 
transformed using a 1-D FFT to yield frequency de- 
pendent power spectra. Total of 420 slits were averaged 
to yield the simulated NPS in units of MeV2mm2, calcu- 
lated as [36,37]: 

    2
0 0

,NPS DFT x y
x y

x y
f

N N
 d        (2) 

here x0 and y0 are the x and y spacing of the discrete val- 
ues respectively; Nx = 1 and Ny = 512 are the number of 
elements in x and y dimensions, respectively; dx,y is the 
energy deposited (in MeV) within the (x, y)-th element, 

, , ,x y x y x yd d d   , and ,x yd  was the average en- 
ergy deposited per scoring bin. 

The simulations of noise power spectra are quite com- 
puter demanding on computer CPU time. To ensure that 
the statistical error per scoring bin is below 10%, we ran 
at least 108 photon histories per detector configuration. 

2.2.4. Detective Quantum Efficiency (DQE) 
The detective quantum efficiency (DQE) has become the 
best single descriptor of radiographic detector perform- 
ance. By definition, DQE is the squared ratio of the sig- 
nal-to-noise (SNR) at the detector output to that at the 
detector input as a function of spatial frequency f. It gives 
a measure of how efficiently the imaging system makes 
use of the information content of a radiation beam. For 
an ideal imaging system, the DQE is equal to 1, but in 
reality it is degraded by different sources of noise associ- 
ated with the system.  

DQE at zero frequency, DQE(0), is related to energy 
absorption properties only, it is the maximum DQE of 
the detector that could be achieved. When taking x-ray 
quantum detection noise into account, the DQE(f) can be 
expressed as [38,39]: 

   
 

2 2
0

0

MTF
DQE

NPS

A f
f

q f
            (3) 

where A0 is the mean signal value at the detector output 
and 0q  is the incident x-ray fluence. In our MC simula- 
tions, pulse height tally *F8 was used to record the en- 
ergy deposition within each detector element, averaged 
into the mean signal value A0. Based on simulated MTF 
and NPS we found frequency-dependent detective quan- 
tum efficiencies for a set of kVp values for CdTe detec- 
tors of varying thickness. We note that DQE(f) obtained 
for each CdTe film thickness is a pre-sampling or intrin- 
sic characteristic of the detector. 

2.2.5. Conversion Gain 
The next part of analysis involves assessment of the gain 
associated with conversion of the energy deposited by 
x-rays into electron-hole pairs in CdTe. This stage is 
termed amplification stage in the multi-stage (cascaded) 

linear systems theory [40]. To evaluate this gain we use 
the energy required for creating one electron-hole pair in 
CdTe, WCdTe ~ 5 eV for polycrystalline material [41,42] 
(this value is very close to 4.43 eV measured for crystal- 
line CdTe [43]). The amount of energy deposited in 
CdTe per incoming X-ray is defined by the mean signal 
value A0, and therefore depends on CdTe thickness. The 
maximum amplification gain g can be estimated as 

0

CdTe

A
g

W
                    (4) 

and represents the upper limit estimate for the number of 
electron-hole pairs generated in a certain volume of 
CdTe. 

3. Results and Discussion 

3.1. MTF 

The modeled pre-sampling MTF of thin film CdTe with 
thicknesses from 100 to 1000 μm under 80 kVp beam is 
shown in Figure 7(a). As expected, MTF of CdTe de- 
creases with increasing the thickness, but the decrease in 
MTF becomes moderate for films thicker than 300 μm. 
At the spatial frequency of 5 mm−1, MTF of 300 μm de- 
creases about 6.1% compared to that of 100 μm, while 
the MTF of 600 μm decreases only 1.4% compared to 
that of 300 μm. Even less of a relative decrease, only 
0.2% compared to that of 600 μm, is observed for 1000 
μm thick film. General trend of MTF reduction with the 
increasing detector thickness is the result of the increase 
in both the amount of secondary particle’s scatter, and 
the fraction of re-absorption of k-fluorescence x-rays. 

The MTF of 600 μm thick CdTe under different ener- 
gies from 70 kVp to 120 kVp is shown in Figure 7(b). 
For the frequency range of about 3 to 15 mm−1, the low- 
est energy beam produces lowest MTF. This is related to 
the larger portion of incoming photons having energies 
just above the k-edges of both Cd (26.7 keV) and Te 
(31.8 keV). The higher absorption (see Figure 1) results 
in production of a larger number of fluorescence photons, 
which can be re-absorbed up to 150 μm away from the 
origin. At higher frequencies (see Figure 7(b), inset), the 
MTF is more degraded at the higher beam energies due 
to the increase in probability of Compton interactions, re- 
sulting in scattered particles depositing their energy close 
to the first interaction site. The effective path lengths of 
recoil electrons increase with the increasing energy, re- 
sulting in increased lateral spread within the detector. 
These are consistent with the findings of previous re- 
searchers [19,44,45]. 

3.2. NPS 

Quantum noise is an unavoidable result of statistical 
fluctuations in the number of x-rays interacting within  
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(a) 

 
(b) 

Figure 7. (a) MTF of CdTe with thicknesses of 100, 300, 600, 
and 1000 μm under 80 kVp beam; (b) MTF of 600 μm CdTe 
under energies from 70 kVp to 120 kVp. 
 
the detector and statistical fluctuations in the number of 
electrons produced as the result of each interaction. As 
shown in Figure 8(a), noise power spectrum increases 
with the thickness of the detector. This is well expected 
since more photons are absorbed as the detector thick- 
ness increases. Comparison of Figures 8(a) and (b) in- 
dicates that for the same film thickness the noise power 
also increases with increasing energy, which is probably 
due to increase in energy deposited per interacting pho- 
ton. 

Another trend evident from Figure 8 is that noise is 
strongly correlated, especially for thicker CdTe films. As 
x-rays traverse the detector layer they produce ionizing 
particles, which deposit energy in CdTe layer through a 
large number of discrete interactions along the path of 
each particle, leading to correlated quantum noise. We 
fitted each NPS with a Lorentzian function  

0 2

2

π 4

A w
y y

2x w
  


, where w is the full width at half  

maximum, and y0 and A are fitting parameters. The fits 
are shown as solid lines in Figure 8. The correlation 
length in mm, reflecting the smallest feasible pixel size 
for the detector, was estimated as w−1. Typical values 
obtained for 300 to 1000 μm thick CdTe were in the 
range of 0.1 mm, which is within the range of usual pixel 
sizes employed in digital imagers [5]. 

 
(a) 

 
(b) 

Figure 8. Noise power spectra under (a) 80 kVp beam and 
(b) 120 kVp beam. 

3.3. DQE 

Shown in Figure 9 are the results for DQE(f) of 100 to 
1000 μm thick CdTe. These were calculated using Equa- 
tion (3), based on MTF and NPS curves shown in Fig- 
ures 7 and 8, where NPS dependences were fitted with 
Lorenzian functions. DQE(f) improves with increasing 
thin film CdTe thickness due to increase in number of 
absorbed photons. However, a thicker detector also pro- 
vides longer paths for the lateral spread of secondary 
electrons and photons, resulting in a loss of spatial reso- 
lution and increase of noise, as shown in Figure 7 and 
Figure 8. As evident from Figure 9(a) there is little im- 
provement in DQE(f) as thickness increases beyond 600 
μm. Effect of both the thickness and beam energy on 
DQE is shown in Figure 9(b): DQE(f) decreases for 
higher kVp, mainly due to decrease in interaction prob- 
ability of higher energy photons, as expected from lower 
absorption coefficient (Figure 1). 

To summarize the trends in energy absorption with 
thickness and kVp we plot in Figure 10 DQE(0) values 
obtained from DQE(f) analysis. Here we clearly observe 
the increase in the absorption efficiency of the detector 
with the increasing thickness, becoming very moderate 
after 600 μm, especially for lower energies. For example, 
under 80 kVp, DQE(0) of 300 μm CdTe is about 59.7% 
more of that of 100 μm, however, the DQE(0) of 1000 
μm is only about 7.4% more than that of 600 μm. 
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(a) 

 
(b) 

Figure 9. Computed DQE(f). (a) Under 80 kVp; (b) Under 
120 kVp. 
 

 

Figure 10. DQE(0) of CdTe detector vs the film thickness in 
μmfor 80 and 120 kVp x-ray spectra. 

3.4. Conversion Gain 

Based on the energy deposition modeled with MC and 
using Equation (4) we estimate the average number of 
electron-hole pairs created in the CdTe layer per 1 cm2 
area of the detector. The resultant dependences of gen- 
eration rates on the CdTe thickness are shown in Figure 
11, where a log-log scale is used for clarity. The de- 
pendence is close to (1-exp (-αt)) up to the CdTe thick- 
ness t of the order of the average x-ray penetration depth, 
saturating for thicker films. 

Here we can also consider the noise associated with 
the gain variance that can be estimated [46] based on the 
number of electron-hole pairs created N and Fano factor  

 

Figure 11. Electron-hole pair generation per incoming pho- 
ton over 1 cm2 area of the CdTe detector for different di- 
agnostic x-ray spectra. 
 
F (~0.1 for most crystalline semiconductors [47]) as 

~g FN . The resulting relative gain variance is 
2%g g   for thickness of CdTe of 100 μm and lar- 

ger. 

3.5. Comparison with Other Photoconductors 

We compare characteristics of CdTe with other photo- 
conductors, namely a-Se and HgI2. The former is used in 
the only commercially available direct detection type 
system, while the latter represents a more promising of 
the higher atomic number materials. Due to the presence 
of absorption edges a mere comparison of absorption 
coefficients in Figure 1 is not sufficient for adequate 
understanding of the frequency-dependent detector per- 
formance at different kVp values. 

MTF evaluation shown in Figure 12 illustrates this 
non-trivial behavior. As expected, the lowest absorption 
resulting in the lowest interaction probability is solely 
responsible for the minimal signal spreading and the 
highest of all three materials MTF of a-Se. However, 
even though HgI2 has the highest atomic number and 
therefore the highest absorption, its MTF is still higher 
than that of CdTe for 80 kVp x-ray spectrum. This is re- 
lated to the additional signal spreading due to the longer 
path length of fluorescence photons produced from x- 
rays with energies just above the k-edges of both Cd and 
Te [19]. At 120 kVp, though, where more photons with 
energies above HgI2 k-edge are present in the incoming 
beam, this is no longer the case: MTF of CdTe is higher 
than mercuric iodide’s, as evident from Figure 12(b). 

The final DQE(f) calculated for the three materials are 
shown in Figure 13 for photon two spectra, 80 and 120 
kVp. The latter spectrum produces the highest DQE for 
CdTe for frequencies f = 0.4 and above. For example, at f 
= 10, still within practical interest for kV imaging appli- 
cations, DQE values for CdTe, HgI2, and a-Se are 0.52, 
0.45, and 0.31, respectively. 

To verify our simulation results, we compared our DQE 
values with those published previously. The maximum 
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(a) 

 
(b) 

Figure 12. MTF of three photoconductors with thickness of 
300 μm. (a) Under 80 kVp beam; (b) Under 120 kVp beam. 
 

 
(a) 

 
(b) 

Figure 13. DQE(f) of three photoconductors with thickness 
of 300 μm. (a) Under 80 kVp beam; (b) Under 120 kVp beam. 

measured DQE value of 0.7 for 350 μm thick CdZnTe 
was obtained in the study of S. Tokuda, et al. [17] for 70 
kVp beam. This is close to calculated in this work 
DQE(0) = 0.76 under similar conditions (80 kVp, 300 
μm thickness). 

The value of DQE(0) for 300 µm thick a-Se under 80 
kVp spectrum of our simulation is ~0.53. In the study of 
Zhao et al. [1], the calculated DQE(0) of 300 µm under a 
spectrum of 70 kVp is about 0.6 due to the Swank factor 
and the broad x-ray spectrum using the cascade systems 
model. These two values are quite close taking into ac- 
count the differences in calculation approaches and the 
input spectra. Du et al. [6] studied physical vapor deposi- 
tion (PVD) polycrystalline HgI2 with thickness range 
from 210 µm to 300 µm under an x-ray spectrum of 72 
kVp. Their theoretical DQE(0) of 210 µm thick HgI2 
prototype calculated with cascaded system is about 0.6, 
taking quantum efficiency and Swank factor into account. 
This is in agreement with our calculated DQE(0) = 0.78 
for 300 µm HgI2 under 80 kVp, taking into account the 
thickness and spectra differences. 

While intrinsic imaging properties of HgI2 and CdTe 
are close, comparison of their electronic properties favors 
the latter material, whose carrier mobilities are at least an 
order of magnitude higher [48], making it more attractive 
for use in radiation detectors. 

3.6. Device Operation 

In order to separate and collect the charged carriers gen- 
erated in the existing CdTe based radiation detectors, a 
strong electric field ~103 - 104 V/cm is typically created 
by application of the external biasing voltage across the 
sensitive volume of the device. In this approach the value 
of the noise due to leakage current associated with the 
application of a large bias (~1000 V for ~1 mm thick 
device) becomes the primary concern. Additionally, prob- 
lems of charge trapping and polarization effect specific 
to crystalline CdTe strongly contribute to drift in the de- 
tector response.  

With easier to grow, and typically thinner polycrystal- 
line semiconductor films, it is possible to utilize a photo- 
voltaic (PV) mode of operation, where a junction created 
at the interface of differently doped semiconductors and/ 
or semiconductor-metal provides the built-in electric 
field. In the photovoltaic mode the problems related to 
biasing do not come into play. However, the major diffi- 
culty arises from incomplete charge collection due to lo- 
calization of the electric field to a region that can be 
much shorter than the detector thickness. 

A number of groups verified the feasibility of x-ray 
detectors operating in PV mode, including those based on 
Si [49], CdTe [50,51], and GaAs [52]. In the case of 
GaAs it was demonstrated that the depletion region can 
extend over the entire film thickness of 80 μm, resulting 
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in equally efficient charge collection of ~93% for both 
PV and biased modes of operation. While it is the state of 
the art GaAs structure with non-uniform doping profile 
that makes such a field distribution possible, it provides a 
proof of PV mode concept and points toward the need for 
a stronger materials science effort in x-ray detector re- 
search. So far a similar undertaking in polycrystalline 
CdTe doping yielded detectors with thickness of up to 
150 µm achieving full depletion at bias of <1 V [53]. 

At this time the deposition techniques, material proc- 
essing, and device engineering approaches for CdTe 
come mostly from the commercially successful field of 
polycrystalline thin-film CdTe solar cells. Based on the 
established results of thin-film photovoltaic applications, 
the built-in field of ~104 V/cm is induced in the vicinity 
of CdTe/CdS where the CdS layer can be extremely thin 
(below 1 micron) and can be neglected from the point of 
view of charge carrier generation. The electric field re- 
gion in a much thicker (thin-film) CdTe extends over a 
few micron depletion width Ld from the metallurgical 
junction.  

Assuming, for absorption purposes, CdTe thickness 
much greater than Ld the arrangement becomes superfi- 
cially analogous to that of the classical structure of crys- 
talline silicon p-n junction photovoltaic device, which 
remains the most established type of commercially avail- 
able solar cells. In those devices charge carrier genera- 
tion spans distances orders of magnitude greater than the 
depletion width Ld that is on the order of microns. The 
consensus for the case of Si is that the carriers generated 
far from the built-in field region are collected mostly 
through the diffusion currents. The key factor behind 
efficient diffusion currents in crystalline Si is a signifi- 
cant diffusion length D  comparable to the device 
thickness, where D is the diffusion coefficient and τ is the 
minority carrier lifetime. Simply stated, it is a high mate- 
rial quality of crystalline Si that provides long enough τ ~ 
1 ms [48] and efficient diffusion (note that in some 
analyses the product of mobility and τ proportional to Dτ 
is taken to be a figure of merit).  

Extending the diffusion current argument over to the 
case of CdTe may seem unsuccessful if one use the life- 
time τ ~ 1 µs measured for crystalline X-ray detectors 
[48]. However, the latter quantity does not describe the 
transport phenomena in polycrystalline films where the 
non-equilibrium electrons and holes are spatially sepa- 
rated by the built-in electric field at grain boundaries. 
Such a separation can exponentially suppress recombina- 
tion making charge carrier lifetimes orders of magnitude 
longer. This understanding is consistent with the fact that 
CdTe based PV cells retain their high efficiencies in the 
thickness range of 10 µm and above [54]. Preliminary 
measurements of carrier lifetime for ~100 µm thick films 
have demonstrated values at least 10 times higher [53] 

than those commonly accepted for the single crystal 
CdTe. It is only a speculation at this time, but the effec- 
tive diffusion length in polycrystalline CdTe may be 
comparable to that of crystalline Si. 

The latter speculation is consistent with the results of 
our device operation modeling (with SCAPS software; 
not presented here) based on the baseline input parame- 
ters commonly accepted for CdTe based PV [55]. That 
modeling shows that device voltage is a weak function of 
the CdTe layer thickness, saturating for devices thicker 
than 100 microns. The current, however, increases sev- 
eral times when the device thickness changes from 10 to 
100 microns saturating for devices thicker than ~300 
microns. This is consistent indeed with the above-men- 
tioned picture of crystalline Si devices with the electric 
filed limited to near the junction and significant contribu- 
tion of the diffusion current to the output signal.  

In view of these observations, CdTe device can be op- 
erated in two regimes: 1) if the output current is meas- 
ured, then applying external bias is beneficial for boost- 
ing signal collection; 2) in the voltage measurement 
setup, carrier collection without external biasing (photo- 
voltaic mode of operation) can provide strong enough 
signal for a device much thicker than the depletion width. 
Comparison between these two regimes cannot be made 
based on theoretical estimates only since there are many 
factors affecting the leakage current and the transport 
properties in polycrystalline devices. For example, addi- 
tion of CdS as buffer layer has been shown to dramati- 
cally decrease the leakage current [14-17]. More experi- 
mental studies on electronic properties of >100 μm thick 
polycrystalline CdTe films and detectors are called upon. 

4. Conclusions 

We calculated x-ray spectra for our clinical diagnostic 
x-ray simulator unit for tube potential voltages from 70 
to 140 kVp employing a tungsten anode spectral mode 
using interpolating polynomials (TASMIP) algorithm. 
Using these spectra as input we studied the frequency- 
dependent characteristics, MTF, NPS, and DQE, of thin 
film direct detection CdTe imager by Monte Carlo simu- 
lations of energy deposition. Our results showed that the 
detector based on CdTe is capable of achieving a high 
resolution as well as high quantum efficiency. We found 
the optimal thickness of thin film CdTe for diagnostic 
x-ray imaging to be in the range of 300 to 600 μm.  

Utilization of high-density and high-atomic number 
photoconductors is especially important for lowering the 
exposure levels of fluoroscopic imaging mode, since they 
are capable of not only detecting a larger fraction of the 
incident radiation, but are also likely to reduce the lateral 
spread of secondary electrons and photons. Physical 
properties of thin-film CdTe, such as mechanical and 
chemical stability, together with its outstanding radiation 
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hardness and recently developed film deposition tech- 
niques, make this photoconductor an ideal choice for 
large-area direct detection system employed in x-ray di- 
agnostic imaging applications. 
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