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Abstract

This paper presents a novel algorithm for the gayeplacement problem in Backbone Wireless Mesh
Networks (BWMNSs). Different from existing algorittan the new algorithm incrementally identifies
gateways and assigns mesh routers to identifiedvggte The new algorithm can guarantee to find alfleas
gateway placement satisfying Quality-of-Service $paonstraints, including delay constraint, relagd
constraint and gateway capacity constraint. Expantad results show that its performance is as gmoithat

of the best of existing algorithms for the gateywéacement problem. But, the new algorithm can el der
BWMNs that do not form one connected component,iaisdeasy to implement and use.

Keywords: Gateway Placement, Backbone Wireless Mesh Networks

1. Introduction wireless channel, pocket processing, and pocketigge
The delay is therefore a function of the number of

A wireless mesh network is an ad hoc communicationCommun'cat'on hops between the mesh router and its

network that is made up of wireless communication gateway [1]. The delay constraint requires that the
nodes organized in a mesh topology. It allows for maximal _number of hoPﬁ from any meshb rouéerG:o ha
continuous connections and reconfiguration aroung9ateway is not greater than a given number R. t

broken or blocked paths by hopping from node toenod placement of BWMN gateways, i'.[ is impo_rtant to
until the destination is reached. In a wireless hmes gduarantee the throughput for individual traffic flows

network communication nodes can connect to eactroth SNCe it is assumed in this research that a BWMBI ha
via multiple hops and they are not mobile. The multiple communication channels, which allow ingegirig
infrastructure that supports a mesh wireless nétigon wireless links operate on different communicatibarmels

wireless router network, or backbone wireless meshconcurrently, the bottleneck_on_thro_ughpu_t s thee
network (BWMN). reduced to the load on the link individual linksveeen

A BWMN consists of a collection of wireless mesh wireless routers as relay load L. In additipn, the
routers, each of which can communicate with other throughput of a BWMN depends on the bandwidth and
wireless mesh routers and clients. Each mesh routePrOCeSsing speed of the gateways. Thus, a gateasmg h

forwards packages on behalf of other mesh routeds a CaPacity S, which is measured by the maximal nurober
clients. The wireless mesh routers are generally no me_?nrouters that it cantserve. laorith |
mobile. The clients connect to the wireless network IS paper presents a new aigorithm, namely

through a wireless mesh router and they do not havdhcremental clustering algorithm, for the gateway
restriction on mobility. placement problem. Compared with existing algorghm

Gateway placement is an important problem in the for the gateway placement problem, the new algarith
design of BWMNSs. It determines network points, or has the following advantages: first, it guaranteefind a
gateways, through which a BWMN communicates with gateway placement satisfying all the constrairgspad,
other networks. The objective is to minimize théako it has competitive performance; third, it can bedifor
number of gateways subject to Quality-of-Service$®p  the BWMNs that does not form a connected component;
constraints. There are three popular QoS constraint  fourth, it is easy to implement and use.
the design of BWMNs:delay constraint, relay load The remaining paper is organized as follows. The
constraint and gateway capacity constraint. following section formulates the BWMN gateway

A BWMN is a multi-hop network where significant placement problem, which is followed by a discussid
delay occurs at each hop due to contention for therelated work. Then, we discuss our incrementaltetirsy
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algorithm and show our experimental results on our3, Reated Work

incremental clustering algorithm. Finally, we cardg
the incremental clustering algorithm.

2. Problem Formulation

A BWMN can be represented by a directed gré&gh (V,
E). Each nodev =< x, y, r >E V represents a mesh
router, wherex and y are the x-coordinate and
y-coordinate of the location efandr is the radius of the
circular transmission range efArc <v;, v, >€ Eif and
only if mesh routery; is in the transmission range of

mesh routew;, or \/(>g —xj)2 +(y, —yj)2 <r, wherey

=<x, Y, Ii > andy; =<x;, y;, r; >. Note that <, v, >€ E
does not implies «; ,v; > E because the radiuses of
their transmission range may be different.

A mesh cluster is a set of verticEsS V . A mesh
cluster has a cluster head& C. The nodes irC and
the arcs between them defineclaster graph G¢ = (C,

Ec ), where an arc &, v, >€ Ecif and only ify, € C,

Vi € C, and <v;, vy>€ E. A mesh cluster is connected
if and if only the corresponding cluster graph is
connected. The radius of a mesh clusters defined as

From the computational point of view, the gateway
placement problem is conjectured as an NP-hard
problem as it can be transformed into the minimum
dominating set problem [1], which has been prowebet
NP-complete [2]. Thus, optimal algorithms are not
suitable for solving the problem as they would l¢ad
combinatorial explosion in the search space when th
problem size is large. Because of the reason xatieg
algorithms for the gateway placement problem are
heuristic or approximation ones.

In [3], Wong, et al. addressed two gateway placement
problems: one is to optimize the communication ylela
and another is to optimize the communication cost.
Although the algorithms can be extended to consider
delay, relay load, and gateway capacity constrathtsy
can only be used for BWMNSs that form a connected
component and require at least two hops for communi
cation between at least one pair of nodes.

The algorithm proposed by Bejerano in [4] uses a
clustering technique and performs the gateway piace
problem in four stages: select cluster heads, assigh
node to an identified cluster satisfying the delaystraint,
break down the clusters that do not satisfy thayrdad

the maximal shortest distance between from the mestconstraint or the gateway capacity constraint, famally

cluster headh and the nodes i@. The delay constraint is
translated into an upper bourRi on the mesh cluster
radius.

The shortest path spanning tree is a spanning tree of
Gc, T(Gg), which is formed by composing the shortest
paths from the cluster heddo all the other nodes i@.
The nodes at" level of the shortest path spanning tree
havei hops to the cluster hednd The depth off(G) is
denotedd(T(Gc)). Letv be a node iT(Gc). The number
of nodes in the subtree rooteds denoted(V).

Given a BWMN represented by a directed gr&ph
(V, E), a delay constrairR, a relay load constraimt and
a gateway capacity constraift the BWMN gateway
placement problem is to find a set of connectedi@lss
{Cy,C,, --- C.} and their corresponding clusters’ shortest
path spanning threes such thas minimal subject to
(a) C]_U CzU U Cn :V,

(b) ICJ < 'S where I<k<n;
(c)d(C) <R, where I<k<n;
(d) Vv € T(G,),n(v) <L.

select gateways to reduce the maximum relay load.
However, the algorithm does not have competitive
performance because of the following two reasonst, fi
when identifying cluster heads and assigning mesh
routers to the identified cluster heads, the algoritioes
not make use of global information about the BWMN;
second, splitting a cluster without considering
re-assigning those mesh routers to existing clsisteay
create some unnecessary clusters and therefoenses
the number of clusters significantly.

In [5], Chandra, et al. explored the placement
problem of Internet Transit Access Points (ITAPS) i
wireless neighborhood networks under three wireless
link models, and for each of the wireless link mede
they developed algorithms for the placement problem
based on neighborhood layouts, user demands, and
wireless link characteristics. The placement pnobie
similar to the gateway place of BWMN. However, thei
algorithms consider only one constraint, that iserg’
bandwidth requirements.

The work closest to ours is the algorithm propdsgd

The shortest path spanning threes give a gatewayaoun, et al. in [1], which transforms the gateway

placement solution where the roots represent thehme
router where a gateway is placed and the linksifgpec
the communication topology.

placement problem into the minimum dominating set
problem and adopts a recursive dominating set igtgor
to tackle the minimum dominating set problem. The

Condition (a) guarantees that a BWMN gateway algorithm considers the delay, relay load and gaew

placement solution covers all mesh routers; Canditb)
ensures that the gateway capacity constfiatsatisfied;
Condition (c) enforces that the delay constr&s met;
Condition (d) makes sure that the relay load canstt

is respected.

Copyright © 2009 SciRes.

constraints and has better performance than theg@/on
algorithms, the Bejerano’s algorithms, and the Cihas
algorithms. However, it has the following deficiesgi
first, it can be used for those BWMNs that form a
connected component; second, it needs to set iti@ in
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radius size properly; otherwise, it would not ceeat
satisfactory results.

4. Thelncremental Clustering Algorithm

41. Preéiminaries

In this paper, théransitive closure of a directed grapl®
= (V, E) is a directed grapG" =(V, E") such that forv
<uyv>€ E'if and only if there exists a non-null path
from u to v. The n-step transitive closure of a directed
graphG = (V, E) is a directed grap8" =(V, E") such that
for v <uv>€ E"if and only if there exists a non-null
path fromu to v and the length of the path is less than or
equals ton. Figure 1 shows a BWMN graph. The
transitive closure and the 2-step transitive clesare
displayed in Figure 2 and Figure 3 respectively.

A BWMN graphG =(V, E) can be represented by an
nxn adjacency matri@ =[a; Jnxn, Where

[y if ViV, OV and <, Vi >SOE
% 0, otherwise.

@)

For example, for the BWMN graph shown in Figure 1,
its adjacency matrix is shown in Equation 2. The
adjacent matrix representations for its transitiasure
and its 2-step transitive closure are displayegoation
3 and Equation 4 respectively.

0100
0010
A= (%)
0001
0000
01171
0011
A= 3)
0001
0000
0110
0011
A= (4)
0001
0000

@O0

Figure 1. ABWMN graph G.

Figure 2. Thetransitive closure of G.

Copyright © 2009 SciRes.
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4.2. Algorithm Description

The incremental clustering algorithm solves theegaty
placement problem by iteratively and incrementally
identifying gateways and assigning mesh routers to
identified gateways.

Algorithm 1 is the algorithm description.

Algorithm 1 Incremental clustering algorithm
whileU # ¢ do

construct a BWMN graph frora;
build the R-step transitive closure from the
BWMN graph;
identify gateways from thB-step transitive closure;
assign mesh routers o to identified gateways
subject to thdR, L andS constraints;
remove the assigned mesh routers ftdm

end while

In Algorithm 1,U is the set of mesh routeR; L and
Srepresent the delay constraint, relay load coimsteand
the gateway capacity constraint, respectively.

The incremental clustering algorithm is an iterativ
one. In each iteration, it starts with constructing
BWMN graph from the current unassigned mesh router
setU, and then builds thB-step transitive closure from
the BWMN graph, and then identifies gateways based o
the R-step transitive closure, and finally assigns mesh
routers to the identified gateways and removes the
assigned mesh routers froth The process is repeated
until U is empty. By the time&J is empty, every mesh
router has been assigned to a gateway. This digoiig
incremental as it incrementally identifies gatewaysl
assigns mesh routers to identified gateways, rabzer
identifying all gateways and assigning all meshteosi
to the gateways in one step. Since the constructicm
BWMN graph has been already introduced in the
previous subsection and the algorithm for buildeny
R-step transitive closure is well-known, we focus on
discussing how to identify gateways from tRestep
transitive closure and how to assign mesh routers t
identified gateways in the following.

It can be observed that th& row of the R-step
transitive closure is a cluster, representing aogehesh
routers that can be covered by themesh router, where
1 <i <]U]. Thei™ mesh router is the head of the mesh
cluster. The mesh router clusters can be classifited
covered clusters anduncovered clusters. A mesh cluster
is a uncovered one if there exists one mesh rontdre
mesh cluster that is not present in the other roksters;
Otherwise, the mesh cluster is a covered one.nthea
observed that there is one and only one mesh rthaér
cannot be covered by the other mesh cluster in a
uncovered cluster, which is the head.

For each uncovered mesh cluster, at least one ggtew
is needed as the head of the mesh cluster caneatnys
mesh router in other mesh clusters as its gateway
because it cannot be covered by any other meskrsout

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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in the other clusters. Thus, we select the headh of

uncovered cluster as a gateway. However, sometimes

there is no uncovered mesh cluster (we will give an
example when illustrating the algorithm later)thfs is
the case, we select the head of the mesh clustér th
covers the maximal number of mesh routers as avgate
Algorithm 2 is the algorithm for identifying gatewa

Algorithm 2 Identifying gateways
for i =1 to Y| do
if the corresponding mesh router cluster ofithe
row of theR-step transitive closure is a uncovered
mesh cluster
then
the head of the mesh router cluster is selected
as a gateway;
end if
end for
if no uncovered mesh cluster was fotineh
find a mesh router cluster has the maximal size;
the head of the mesh router cluster is selected as
gateway.
end if

Once gateways have been identified using the teadniq
described above, we assign as many mash routers
possible to those identified gateways subject taltiay,
relay load, and gateway capacity constraints tamiae
the total number of gateways. Algorithm 3 is the
algorithm for assigning mesh routers to identified
gateways.

Algorithm 3 Assigning mesh routers to identified gateways
for each gatewayg do
for h=0 toRdo
for any mesh router that is covered ¢pyand the
shortest distance wish do
if not violating any of the constrairtisen
assign the mesh routergp
remove the mesh router from the other gateways,
if any;
end if
end for
end for
end for

4.3. Algorithm Analysis

The incremental clustering algorithm is iteratilre each
iteration, the algorithm identifies at least oneegaty,
assigns at least one mesh router to an identifiezivgy

47

Figure 3. The 2-step transitive closure of G.

Assume thatG =(V, E) is the BWMN graph of a
BWMN gateway placement problem. The computational
complexity of the incremental clustering algoritimthe
worst case i©O(R xN| + [E|xMf). The following is the
proof.

In the worst case, the algorithm iteratestimes. In
each of the iterations, the algorithm identifiesyoohe
gateway and assigns only one mesh router (the mesh
router at the gateway) to the gateway. Thus, the
algorithm builds the BWMN graphv| times. It takes
O(IVP) time to build a BWMN graph that hag| [nodes
(it is assumed that the adjacent matrix representas
used.). Thus, the total computational complexity fo
building BWMN graphs iO(|Vf). It takesO(R x|V to
construct arR-step transitive closure. In the worst case,
the R-step transitive closure needs to be construdtgd |
times. Thus, the total computational complexity for
constructingR-step transitive closures (R xV[). In

as

addition, given an R-step transitive closure, iket
O(|E|xM]) time to identify a gateway in an iteration. Thus
the total computational complexity for identifying
gateways iO(|E|xMf). It takes at mogD(|V]) to assign a
mesh router to a gateway (it needs to remove the
assigned mesh router from the other mesh router
clusters). Thus, the total computational complexdy
assigning \| mesh routers i©(VP) in the worst case.
Thus, the computational complexity in the worstecess

O(IVF + RxNP + E[XNF + M) = O(R VP + ExMP).
4.4. Algorithm lllustration

This section uses an example to illustrate howithe
cremental clustering algorithm works. The BWMN
gateway placement problem is given in a BWMN graph
shown in Figure 4. In the BWMN there are nine mesh
routers that may have different coverage radiubes.
example, the coverage radius of mesh rowes larger
than that of mesh routag. As a result, mesh routeg
can cover mesh routes, but not the other way around.
Figure 5 is the matrix representation of the BWMN
graph shown in Figure 4.

For this BWMN gateway placement problem, we
assume that the delay constrait=2, the relay load

and therefore the number of unassigned mesh router§onstraint = 2, the gateway capacity constra@#3. In

decreases by one. Thus, the algorithm terminates aif
mostn - 1 iterations, where is the total number of
mesh routers. In addition, an assignment is acdegity
when it does not violet the constraints. So, it is
guaranteed that the algorithm generates a feasihiéion
when it terminates.

Copyright © 2009 SciRes.

other words, for this BWMN gateway placement
problem we need to find a solution such that the
maximum hop from any mesh router to its gatewaytmus
not exceed 2, every mesh router must not relay giack
for more than 2 mesh routers, and each gateway motist
serve for more than 3 mesh routers.
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Figure4. The BWMN graph. Figure 7. Theinter mediate state of the BWMN graph.

The algorithm starts with finding the 2 transitive It considers all the mesh routers that can be ealver
closure of the BWMN graph. Figure 6 displays the by v, according to the information given in the 2-step
matrix representation of the 2-step transitive wtesof transitive closure in Figure 6 in the descendingeorof
the BWMN graph. the number of hops from the mesh routervio As a

Then, the algorithm identifies gateways using the result,v;, v, andv, are assigned to gateway in the
procedure described in Algorithm 2. Since the meshorder. The assigning procedure then uses the sdeae i
router clusters corresponding to tH& dand the 8 rows to assign mesh routers t@, v; and vy to gatewayvs.
of the 2-step transitive closure are the only ueces Figure 7 shows the state after this iteration ehitfying
mesh router clusters; andvs are identified as gateways. gateways and assigning mesh routers. In the fighee,
The algorithm then uses the procedure described incomponents drawn in broken lines represent thejaedi
Algorithm 3 to assigns mesh routers in Uviaandvg as mesh routers and the components drawn in solics line
many as possible subject to tReL and S constraints.  represent the mesh routers that have not beemasistg
The assigning procedure starts with any gateway.

Since there are still some mesh routers that hate n
been assigned to any gateway, the algorithm repleats
above process. It creates a BWMN graph for the
remaining mesh routers and then generates a 2-step
transitive closure of the BWMN graph. Figures 8 &nd
show the matrix representation of the BWMN and the
2-step transitive closure of the BWMN graph, retipely.

From the 2-step transitive closure of the BWMN
graph, the algorithm identifies gateways using the
procedure described in Algorithm 2. Since all thesm
router clusters are covered ones, the mesh rolustec
that has the largest size, whichus is selected as a
gateway. The algorithm then assigns the rest mesh
Figure5. The matrix representation of the BWMN graph. routers to gateways. Figure 10 shows the final place-
0 ment result. As displayed in the figure, three gatew
are needed to be placed.
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5. Experimental Results and Discussions

This section evaluates the performance of the imergal
clustering algorithm by comparing it with three top
algorithms for the gateway placement problem by
simulation. The three top algorithms are the weidght
recursive algorithm proposed by Aouwt,al. in [1], the
iterative greedy algorithm proposed by Bejerandg4in
and an augmenting algorithm similar to those predos
Figure 6. The matrix representation of the 2-step transitive by Wong,et al. in [3] and by Chabdrat al. in [5]. The
closure of the BWMN graph. performance of the four algorithms are evaluated an

O O OO O o o o -
O R P OR PP OPR PR
P PP ORPREROR PR

P OFr OFR PR O R
P OO0 O PR R R R
F OO0 O RrR R OR
OrRr P, OOR O R
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compared in terms of the delay constraint, theyridad 60 T — ——
i i ipbt et Rscurs
constraint, and the gateway capacity constraipeaively. eighod Ko
We have developed a MATLAB program to randomly sob ——Augmenting

generate gateway placement problems. All the gésera
gateway placement problems have 200 mesh routeas on
10 x 10 plane. The connection radius is 1.0, ar& th
minimum distance between any pair of mesh routers i
0.5. We have use the program to generate 30 iresanc
for each of the set-ups, and have used the fooritigns

IS
=S
:

Number of Gateways
(9%
<

to solve the gateway placement problems. The 20r g
performance of the algorithms is evaluated by the
average number of gateways of the 30 runs for edch 10k i
the set-ups in each of the evaluations. .

The implementations of the weighted recursive 0 o e
algorithm, the iterative greedy algorithm, and the 61 2 3 4 5 6 7 8 9 101

augmenting algorithm used in the evaluations isothes Delay Constraint

used in [1] and is kindly provided by Mr Bassam Aou Figure 11. Comparison of the effects of the hop constraint
and Prof. Raouf Boutaba. However, the program @sed  on the four algorithms. L = NaN. S = NaN.
randomly generating test problems is different frima

one used in [1]. Given a parameterthe test problem 70 : ‘ —— Incremental Clustering
generator used in [1] randomly creates a test probl k. f:}li;%};‘z%‘fﬁﬁsf‘“’
that contains up ta mesh routers, but the test problem 607 =
generator used in our experiments randomly creates
test problem that has exactly mesh routers, which z ) 1
makes the experimental results more accurate dabtlee g
g 401 ]
B
0 1 1 E 30 2l
101 ;
20+
0 0O
. - . 10+ ]
Figure 8. The matrix representation of the BWMN graph.
0 . ; ; : . :
0 2 4 6 8 10 12 14
111 Relay Load Constraint
111 ) ) . .
Figure 12. Comparison of the effects of the link capacity
00O Constraint on thefour algorithms. R = 8. S= NaN.
Figure 9. The matrix representation of the 2 transitive 200 ' —— Tocromontal Clustorng
closure of the BWMN graph. 180l | o Vieighed Rocursive
—+— Augmenting )
PR 160+ 1
/ h
- ' V2 s 2 140 ¢ ]
// \\ \ \,// r V \ gg
C Vi) a4 V3 g 1201 1
N / e 4 S
S =~ -~ ©]
-7~ - // \\ // \\// ;6 ]00, ad
A Vs | V5 ) g
\ / \ £ < 80r )
~__~ . AN =
NS =
\ 7 60F ]
/// \\ /// \\ . -7~ F -l
V7 ) Ve ) DR 40 - N
o ). 4 [ V6 ) 20l e ey |
/‘\ { \\ // o
AN ,/ T 0 . ‘ ‘ . i ‘ .
AN L/ 0 2 4 6 8 10 12 14 16
p A Gateway Capacity Constraint
[ Vs )
\ / . .
e Figure 13. Comparison of the effects of the gateway
constraint on the performance of the four algorithms. R = 8.
Figure 10. The solution. L = NaN.
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5.1. Effectsof the Delay Constraint

The effects of the delay constraint on the perfarceaof
the four algorithms are evaluated in this sectionthe
evaluation, the relay load constraint and the gajew
capacity constraint are relaxed. The values ofdélay
constraint vary from 1 to 10. Figure 11 shows tredueation
results.

It can be seen from the figure that the performanice
the incremental clustering algorithm is similartbat of
the iterative greedy algorithm and the augmenting
algorithm, but it is better than that of the weight
recursive algorithm, under the delay constraints.

5.2. Effectsof the Relay L oad Constraint

This section evaluates the effects of the relaydloa
constraint on the performance of the four algorghim
this evaluation, the link capacity constraint varieom 1

to 13, the gateway capacity constraint is relaxed, the
delay constraint is fixed to 8. Figure 12 illusteatide
evaluation results.

M. TANG ET AL.

are close to each other.

6. Conclusions

This paper has presented a new algorithm for the
gateway placement problem. Different from existing
algorithms for the gateway placement problem, tigis/
algorithm incrementally identifies gateways and @gissi
remaining mesh routers to the identified gateways. B
incrementally identifying gateways, the new aldurit
can exploit the dynamically generated informatitiowt
the distribution of unassigned mesh routers;
incrementally assigning mesh routers to a gatewsy,
new algorithm can fully explore mesh router assignim
options and therefore benefit to reduce in the nurobe
gateways. Experimental results have shown that in
overall the performance of the new algorithm igyaed
as that of the best of the three top algorithmg] an
sometimes it outperforms the best algorithm.

In addition to its good performance, the new
algorithm has the following advantages: first, iagntees
to find a gateway placement satisfying all the c@sts;

By

The evaluation results show that the performance ofsecond, it has competitive performance; third,aih de

the incremental clustering algorithm is better thizat of
the iterative greedy algorithm and the augmenting
algorithm. It also outperforms the weighted reotesi
algorithm when the relay load constraint is 1 arttemv
the replay load constraint is greater than 8. Bu$ not

as good as that of the weighted recursive algoritfivan

the link capacity is between 2 and 8. In overdie t
performance of the incremental clustering algoriieras
good as that of the weighted recursive algorithrictv

used for the BWMNSs that does not form a connected
component; fourth, it is easy to implement and use.
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is the best among the existing gateway placement[l]-

algorithms, under the relay load constraints.
5.3. Effectsof the Gateway Capacity Constraint

The effects of the gateway capacity constrainthenpter-
formance of the four algorithms are studied in this
section. In this evaluation, we test the perforneaoicthe
four algorithms when the gateway capacity constrain
varies from 1 to 15. The delay constrain is se8 tand
the relay load constraint is relaxed. Figure 13wshthe
performance of the four algorithms in relation teet
gateway capacity constraint.

The figure shows that that the performance of the

weighted recursive algorithm is the best amongfole
algorithms. The performance of the incremental
clustering algorithm is similar to that of the weigd
recursive algorithm, and it is better than thattbé
iterative algorithm and the augmenting algorithmewh

the gateway capacity constraint is tight. When the [5]

gateway capacity constraint is relaxed, the peréomres
of the recursive clustering and assignment algar,itthe
iterative greedy algorithm, and the augmenting @lgm
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