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Abstract

Efficient radio resource management is essentiaQuality-of-Service (QoS) provisioning for wireless
communication networks. In this paper, we propos®wel priority-based packet scheduling algoritton f
downlink OFDMA systems. The proposed algorithm esigned to support heterogeneous applications
consisting of both real-time (RT) and non-real-tifdRT) traffics with the objective to increase the
spectrum efficiency while satisfying diverse Qo§uieements. It tightly couples the subchannel altmn

and packet scheduling together through an integratess-layer approach in which each packet igasdi

a priority value based on both the instantaneowmél conditions as well as the QoS constraints. An
efficient suboptimal heuristic algorithm is propdge reduce the computational complexity with maadi
performance degradation compared to the optimaitisol. Simulation results show that the proposed
algorithm can significantly improve the system perfance in terms of high spectral efficiency and lo
outage probability compared to conventional paddateduling algorithms, thus is very suitable foe th
downlink of current OFDMA systems.

Keywords: OFDMA, Radio Resource Management, Quality of SmrvReal-time and Non-real-time
Traffics

1. Introduction flexible radio resource management, such as dynamic
subcarrier assignment (DSA), adaptive power allonat
(APA), and adaptive modulation and coding (AMC)
Orthogonal ~ Frequency Division Multiple Access scheme to improve the system performance significan
(OFDMA) is an attractive multiple access scheme forunder different traffic loads and time-varying chah
future wireless and mobile communication systems,conditions.
which has been developed to support a variety of Recently, radio resource management for OFDMA
multimedia applications with different Quality-ob&ice systems has attracted enormous research intemelstghi
(QoS) requirements. OFDMA builds on Orthogonal academia and industry. Many scheduling algorithenseh
Frequency Division Multiplexing (OFDM), which is been proposed which can adapt to changes in users’
immune to intersymbol interference and frequency channel conditions and QoS requirements. In the
selective fading, as it divides the frequency band a literature, the resource allocation problem camliveled
group of mutually orthogonal subcarriers, eachig\a into two categories with different design objectiv@he
much lower bandwidth than the coherence bandwifith o objective of the first category is to minimize ttatal
the channel. In multi-user environment, each user i transmit power subject to individual data rate ¢aists,
dynamically assigned to a subset of subcarriersath  see [24]. The objective of the second category aims at
frame, to take advantage of the fact that at ameti maximizing the overall (weighted) transmission rate
instance, channel responses are different for reifte  subject to power constraints, see7b In either case, the
users and at different subcarriers [1]. This cafgbof optimal resource allocation solutions are difficidtget
OFDMA systems enables the network to perform adue to high computational complexity of non-linear
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Figure 1. Adjacent and distributed subcarrier allocation.
optimization with integer variables. Instead, subuopl into two steps: packet scheduling and subcarridr-an

solutions based on relaxation, problem splittinghe@uristic power allocation [4,11], the proposed algorithmhtig
algorithms are proposed to reduce computationalcouples these two steps together through an irtemra
complexity [8]. Such algorithms are often refer¢edas cross-layer approach to take advantage of the-inter
loading algorithms dependencies between PHY and MAC layers. The basic

In most loading algorithms, the QoS requirement of idea is that if a packet is scheduled for transimisen a
each user is usually defined in terms of a fixethiner of ~ specific subchannel, it will get a priority valuaded on
transmission bits per frame. However, in practical both the instantaneous channel conditions as wsetha
communication systems, it is neither sufficient nor QoS requirements. Then we can formulate the resourc
efficient to represent different QoS requiremernikely allocation problem into an optimization problemwihe
by a fixed data rate per frame. The resource dilmca objective to maximize the total achievable priokigjues.
problem for systems supporting both realtime (Riigl a A suboptimal heuristic algorithm is also proposed t
non-real-time (NRT) multimedia traffic becomes much reduce the computational complexity. Simulatioruhtss
more complicated when diverse QoS requirements havéhow that the proposed algorithms can achieve high
to be considered. The transmission of RT packetsbea  Spectral efficiency with satisfying QoS performarioe
delayed as long as the delay constraint is notddl, ~ €ach service class. . . .
and the transmission of NRT packets can be mostiela ~ The rest of the paper is organized as follows. g f
Furthermore, most loading algorithms assume thatsus 9ive @ brief introduction of the system model ic&m 2.
always have data to transmit, which is not the @aseal | ne resource allocation problem is formulated iot®e
systems. Instead, appropriate traffic models shagd 3- Section 4 presents a suboptimal heuristic alyori
taken into account in the design of schedulingriigms, ~ With  low  computation ~ complexity. ~ Simulation
Therefore, efficientpacketbasedscheduling algorithms ~ €nvironments and results are outlined and discussed
are of interest. Many packet scheduling algorittwaits Sectloq 5. Finally, conclusions and future work dr@wn
different design objectives have been proposechén t M Section 6.
literature [9-11].

In this paper, we propose a novel resource allogati 2. System Model
algorithm for downlink OFDMA systems supporting ot
RT and NRT multimedia traffic. Unlike the convemt& OFDMA is a multiple access scheme based on OFDM.
approaches, which decompose the resource allocatiobVhile OFDM employs fast Fourier transform (FFT) of
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size 256 (subcarriers) in fixed WIMAX, OFDMA Frequency
employs a larger FFT space (2048 and 4096 subrsjrrie
which are further grouped into subchannels. The
subchannels are assigned to different users and ma
employ different modulation and coding schemes to
exploit frequency diversity as well as time divgrgiL2].
There are two approaches of allocating subcariiers
form a subchannel in OFDMA: distributed subcarrier
permutation and adjacent subcarrier permutatione Th
two approaches are shown in Figure 1. In distrithute
subcarrier permutation, a subchannel is formed with
different subcarriers randomly distributed acrose t
channel spectrum. This approach maximizes the
frequency diversity and averages inter-cell intenfee. ' bl
It is suitable for mobile environment where channel
characteristics change fast. Both partial usage offFigure 2. Frequency-time domain redio resource allocation
subchannels (PUSC) and full usage of subchannelsh OFDMA systems.
(FUSC) schemes employ distributed subcarrier o
permutation. In adjacent subcarrier permutation, af@nge of SNRs due to the statistical effects [terBfore,
subchannel is formed by grouping adjacent subgarrie We assume that the total transmission power is llgqua
This approach creates a ‘loading gain’ and is ¢asyse  distributed among all subchannels. ,
with beam-forming adaptive antenna system (AAS)s It We further assume that in each frame the l_:)as.ce)rstau
suitable for stationary or nomadic environment weher (BS) has perfect knowledge of channel state inftiona
channel characteristics change slowly. The AMC sehe (CSI) for each subchannel of each user. This can be
employs adjacent subcarrier permutation. obtained by piggybacking such information in each

In this paper, we assume that subscriber statioms a UPlink packet, which is suitable for slowly varying
stationary or nomadic users with slowly varyingruhel ~ channels. Based on CSI, adaptive modulation anthgod
conditions. Therefore, adjacent subcarrier perrimrtat Scheme is employed to adjust the transmission mode
strategy is employed to support AMC. In OFDMA, kadi dynamically according to the time-varying channel
resource is partitioned in both frequency domain an conditions. Multiple transmission modes are avadiab
time domain, which results in a hybrid frequencyeti  With each mode representing a pair of specific
domain resource allocation. It provides an addedmodulation format and a forward error correctingleo
dimension of flexibility in terms of higher grandly ~ The transmission mode is determined by the
compared to OFDM/TDM systems. instantaneous signal-to-noise ratio (SNR). To zgilthe

We consider the downlink scenario of an infrastnest ~ PHY layer resources more efficiently, fragmentatin
based OFDMA system withls subcarriers antk users.  the MAC layer is enabled. A separate queue witimitef
At the physical layer, the time axis is dividedoifitames ~ queue length ot MAC protocol data units (PDUs) is
with fixed length, each of which consists of a démk maintained for each connection at the base statm.
(DL) and an uplink (UL) subframe to support TDD assume that the MAC PDUs are of fixed size, each of
operation. In each DL subframe, there Bketime slots  which containgl information bits.
available for downlink transmissions, each of whicay
contain one or several OFDM symbols. To reduce the
resource addressing space, channel coherence i

frequency and time is exploited by groupihgadjacent . . i
subcarriers andl time slots to form a basic resource unit The resource allocation at the BS involves thecalion

(BRU) for resource allocation. A BRU is the minimum ©f subchannels, time slots, and modulation ordef an
resource allocation unit as shown in Figure 2. 3ine of ~ c0ding rate assignment. It is executed at the beggnof

a BRU is adjusted so that the channel experieriags f €Very frame to properly allocate radio resourceshto
fading in both frequency and time domain. Thusaghe demanding users according to their queue status, CS
DL subframe, there areés = Udl; subchannels in a@nd QoS requirements. - .
frequency domain antl = Uy, slots in time domain, The real-time traffic is delay-sensitive and hasctt
which corresponds to a total 8f* NBRUs available in ~ delay requirement. The non-real-time traffic calertate
frequency-time domain for DL transmissions. EachUBR longer delays, but requires a minimum throughpue W
can be assigned to different users and be indepépde Propose a novel priority-based packet scheduling
bit and power loaded. In principle, adaptive power algorithm to support both RT and NRT multimedia
allocation in each BRU can improve the systemtraffic with high spectral efficiency and good QoS
performance. However, some studies show thatsatisfaction. The basic idea behind the proposed
performance improvements are only marginal oveidew  algorithm is that the transmission is scheduled aon
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packet-bypacket basis. Specifically, at each sdivefu

interval, if a PDU was scheduled for transmissionao
specific subchannel, it is assigned a priority eabased
on the instantaneous channel condition (PHY lagsue),

as well as the QoS constraint (MAC layer issue)eriTh
into a

we can formulate the scheduling problem
mathematical optimization problem with the objeetio
maximize the total achievable priority values.

constant. Then, the calculation of the priority foNRT
PDU is similar to Exp.(1), wittWi i(t) being replaced by
Vii(t). After a PDU is scheduled for transmission, the
number of tokens in the corresponding token queue i
reduced by the actual amount of data transmitted.

Let u(k,i,n) be defined as a binary random variable
indicating subchannel allocation. That ia(k,i,n)=1
means that thé" PDU from connectiok is allocated for

We apply an extended EXP algorithm as our priority transmission on subchannel andu(k,i,n)=0 otherwise.
function for both RT and NRT traffics. The EXP rule Also let us deﬁna‘n(k,i,n) be the number of time slots

was proposed to provide QoS guarantees over adshareyccupied on subchannelif the i PDU from connection

wireless link in terms of the average packet déteyRT
traffic and a minimum throughput for NRT trafficqJL

For RT traffic, if thei™ PDU from thek™ connection
is scheduled for transmission on subchannék priority
value is calculated as:

in)= k,n(t) X akvvk,i(t)_m
P(k,i,n) ak[%k(t) & p[ i J (1)

wheregw = %Zkakwm(t) ,and g, =-10gd, /T v W, (t) IS

thei™ PDU delay of connectiok at timet, Ty maxis the
maximum allowable delay of connectidg J is the
maximum outage probability of connectibr (t) is the
instantaneous channel rate with respect to theakign
noise ratio and a predetermined target error pritityaih
subchanneh is assigned to connectidnat timet, and

4, (t) is the exponential moving average (EMA) channel

rate of connectiok with a smoothing factag, calculated
as:

=12 a-9+Lut) @

C C

k is scheduled for transmission on subchannel n,
calculated as:

m(k,i,n) = {L} (4)

Hyn (t)

where K] denotes the smallest integer larger than
Then, the scheduling problem can be mathematically
formulated as follows:

argm%i _L Zslu(k,i,n) DP(k,i,n) (5
Subject to:

ZK:_L u(k,i,n)n(ki,n)< N On (6)

iu(k,i,n)sl [k, (7)

u(ki,n)0{od Oki,n (8)

where S denotes the total number of subchannéls,
denotes the total number of time sld¢sjenotes the total

wheres, (t) =3 Y, G.., i o (t) s the total channel rate Number of connections, and denotes the maximum

of connectiork at timet. If subchanneh is assigned to
connectiork, ¢, ,=1, otherwise ,=0.

For NRT traffic, the extended EXP algorithm is used

in conjunction with a token bucket control to gudee a
minimum throughput [15].
queue with a virtual token bucket. Tokens in eaatkbt

arrive at a constant ratg e, which is the required
minimum throughput of connectida Let us definev (t)

to be the virtual waiting time of thé" PDU from

connectiork:

Vi (t) = max{0.Q.(t)-( -1t} | 1) \y 3

I’k. req

gueue size.
The first constraint ensures that the allocated
bandwidth does not exceed the total available batidw

in terms of time slots on each subchannel. Therskco

We associate each NRT constraint says that a PDU can only be transmitiad

one subchannel. The instantaneous channel corglition
and the QoS related parameters are embodied ieto th
priority function P(k,i,n) with the objective of
maximizing the total achievable priority valuesugh
improving the spectral efficiency while maintaini@pS
guarantees.

The above optimization problem can be solved by
determining the values of binary varialig,i,n) through
standard linear integer programming (LtPJhe solution

where Q(t) is the number of tokens associated with to the problem provides an optimal resource allooat

connectiork at timet, andd is the fixed size of a MAC
PDU. Note that we do not need to actually mainthin
virtual waiting time, as the arrival rates of tokeare

Copyright © 2008 SciRes.

The optimal solution of the LIP problem formulatedthis paper is
obtained by using the General Algebraic Modelingt&m(GAMS).

I. J. Communications, Network and System Scie26€8, 3, 207-283



278

However, the computation complexity of the optimal
solution is too high to be applied in practicalteyss. To
reduce the computational complexity, we propose a
suboptimal heuristic algorithm with low complexity

the next section.

4. Proposed Suboptimal Scheme

In the suboptimal algorithm, we allocate radio reses
on a packet-by-packet basis. The general ideaats &
each scheduling interval, the packet with the hsghe
priority value from all queues is scheduled for
transmission, and this procedure continues untieei
there is no radio resource left or there is no pack
remaining unscheduled in the queue. A detailed
description of the proposed scheduling algorithiisied
in pseudocode 1, wherg* is the set of subchannels that
are available for data transmission of conneckioty is
the number of residual time slots on subchamej, is
the current queue size of connectlgrandiy is a pointer
to the next PDU to be scheduled of conneckion

It works as follows: If connectiork has pending
traffic in the queue, the proposed algorithm fipse-
allocates the best subchannal in terms of the
instantaneous channel quality to connectiofiom its
available subchannel sett (see Step 14). If there is
not enough capacity left on the best subchamed
accommodate one PDU from connecti&is queue,
subchanneln will be removed from connectiok's
available subchannel set, and the second bes
subchannel n' will be selected. This procedure

continues until a best possible subchannel is pre-

allocated to connectiok (see Step 13-22). Otherwise,
connectionk is removed from the scheduling list. After
the subchannel pre-allocation process for all
connections is complete, the algorithm calculates t
priority value of the head-of-line (HOL) PDU in dac
nonempty queue, and schedule the PDU with the
highest priority value for transmission on subchedmri

H. WANGET AL

Algorithm 1 Suboptimal Packet
Downlink OFDMA Systems

Sett, — Nfor gn {initialize t, }

Scheduling Algorithm for

2: Seti, —1for ok {initialize i, }

3: Getgq, for ok {get the queue size of connectirrt

4: for k =1toK do

5: if >0 then

6 Setok - {1,...8} ({initialize o* }

7 else

8 Setok - ¢ {setq!to be null

9: end if

10: end for

11: while x,QX # ¢ do

12: for k=1 toK do

13: while Q¥ # ¢ do

14 Selectn .~ arg MaX, g Ha(t) {assign the best

subchannel from the available subchannel set

. i d

15: if 1, ZL«,H«)] then

16: Calculate Fix,n) in Exp. (1)

17: BREAK

18: else

1o Q¥ - - {n} {removen from the available
' subchannel set if there is not enough capacity left

20: CONTINUE

21: end if

22: end while

23: endfor

Schedule the,, th PDU of connectiorx” on subchannel
n', where i, n+) — arg maxe (k;i,n)

25; tn <ty — {update the residual time slots
t luk*.l‘l* (t)
26: if i,..=q, then
27 Q¥ — ¢ {setq¥ to be null when all pending PDUs
’ of connectiork* have been scheduled for transmission
28: else
29: i. —i.+1 {pointto the next pending PDU
30: end if
31: end while

5.1. System Model

(see Step 16 & 24). The scheduled PDU is removed \ye consider the downlink of a single-cell OFDMA
from the corresponding queue and the consumed radi@ystem with TDD operation. The cell radius is 2 km,
resources in terms of time slots are subtracted onwhere subscriber stations are randomly placederctil

subchannein* (see Step 25 & 26-30). Then it starts
from the beginning and continues until either thisreo
radio resource left or there is no PDU pendinghie t
queue. A detailed flowchart of the proposed submati
algorithm is given in Appendix I.

5. Simulation Results and Discussions

To evaluate the performance of the proposed resourc
allocation algorithm for downlink OFDMA systems

supporting both RT and NRT multimedia traffic, a
system-level simulation is performed in OPNET.

Copyright © 2008 SciRes.

with uniform distribution. The total bandwidth igtsto

be 5 MHz, which is divided into 10 subchannels. B&
transmit power is set to 20W (43 dBm) which is dyen
distributed among all subchannels. The duratiora of
frame is set to be 1 ms so that the channel quafligach
connection remains almost constant within a fraine,
may vary from frame to frame. The propagation maslel
derived from IEEE 802.16 SUI channel model [20]thPa
loss is modeled according to terrain Type A subworba
macro-cell. Large-scale shadowing is modeled by log
normal distribution with zero mean and standard
deviation of 8 dB. The rms delay spread is:8,%ypical

of an urban environment. The effect of small scale

I. J. Communications, Network and System Scie2€88, 3, 207-283
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Table 1. A summary of system parameters. and a classical Jake's spectrum. The thermal noise

density is assumed to be —174 dBm/Hz.

Parameters Value Table 1 summarizes the system parameters used in th
System OFDMA/TDD simulation. We assume that all MAC PDUs are
Central frequency 3500 MHz transmitted and received without errors and the
Channel bandwidth 5 MHz

transmission delay is negligible. The modulationdesr

Number of subchannels 10 and coding rate in the AMC scheme is determinethby
Length of OFDM symbol 156.285 .

N . instantaneous SNR of each user on each subchatirel.
User distribution Uniform - . .
Beam pattern Omni-directional follow the AMC table shown in Table 2, which spéssf
Cell radius 2 km the minimum SNR required to meet a target packer er
Frame duration 1ms rate, e.g., 1%.
BS transmit power 20W
Thermal noise density —174 dBm/Hz 5.2. Traffic M odel
Propagation model 802.16 SUI-5 Channel model

Maximum MAC PDU size 256 bytes

In the simulation, three types of traffic source® a

. . generated:
Table 2. Modulation and Coding Schemes for 802.16[16). + Real-time (RT) voice: RT voice traffic is assumed to

be VolIP that periodically generates packets ofdixe

Modulation  Coding Bity/ Target SNR for size. Assuming that silence suppression is uset? Vo
SCh;:ZK ratellz ng(:_l 1% PERl((;B) traffic can be modeled as a two-state Markov ON/OFF
QPSK 1/2 1 6.4 source [17]. . -
QPSK 3/4 15 82 + Real-time (RT) video: RT video traffic is assumed to
16QAM 1/2 2 13.4 be the videoconference which consists of a VolP
16QAM 3/4 3 16.2 source and a video source [17]. A video source
64QAM 1/2 4 21.7 periodically generates packets of variable size.
64QAM 3/4 4.5 24.4 + Non-real-time (NRT) data: NRT data traffic is
assumed to be Internet traffic such as web browsing
Table3. A summary of traffic paramenters. that requires large bandwidth and generates bursty
data of variable size. We apply the Web browsing
Type Characteristics  Distribution Parameters model for the Internet traffic [18].
VolP_ON period Exponential Mean=L1.34 sec It is assumed that each user has a connection pair
VolP  OFF period Exponential Mean=1.67 sec consisting of a RT connection and a NRT connection.
VoIP  Packet size Constant 66 bytes VolP and video traffic is served in RT connectiohiley
VolP Lnetg/‘eaégvﬁéckeﬁt?e Constant 20 ms data traffic is served in NRT connection. Each
. . Mean=4.9 bytes connection alternates between the states of idlebasy,
Video Packet size Log-normal 44" jev =10'ms which are both exponentially distributed, and iaded
Video [Nter-arrival time .., Mean=33 ms with corresponding traffic source when the conmects
geg;’l‘(’jeiﬁg packetti?ne . Std.dev.=10 ms in busy state. A summary of traffic parameters of
Web | ciween sessions EXPonential Mean=5 sec different traffic types are listed in Table 3.
Web Number of packetsGeometric Mean=25
within a packet call ackets :
Web Inter-arrir\)/al time Geometric F\)/Ieanzo.0277 5.3. Performance Evaluation
between packets sec
Web  Packet size ;;urg(t:c?ted E;?_ll-f’ bytes We evaluate and compare the performance of the
m=2 M bytes proposed priority-based scheduling algorithm witheo

conventional algorithms in terms of the averagekpac
delay, the throughput, the outage probabilities] #re
modulation efficiency via extensive computer sintiolas.
N For delay-sensitive RT traffic, thaverage packet
h(T.t)=Z/3'i(t)5(T—Ti(t)) 9 delay and thedelay outage probabilityare the main
i=0 performance metrics. The delay constraint for Riffitr
is set to be 50ms. For loss-sensitive NRT traffie
average throughput and the throughput outage
probability are the main performance metrics. The
minimum throughput constraint for NRT traffic istge
e 100 Kbits/sec. The outage probabilities for bt

multipath fading is modeled by a tapped delay (ifBL)
with exponential power delay profile as follows:

where N is the total number of paths(:) is the Dirac
impulse gi(t) andz(t) are the time-variant gain and delay
of the i"™ path, respectively. The channel gajhg) are
zero mean mutually independent Gaussian stationar
processes with an exponentially decaying powerilprof

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie26€8, 3, 207-283
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and NRT traffic should be less than 3%. In order to
evaluate the spectral efficiency, tm@dulation efficiency
is also considered in the performance evaluation.

For comparisons, we include the simulation resoilits
two conventional scheduling algorithms proposed for
OFDMA systems. The first one is maximum SNR, where
users are selected for transmission over each aoheh
according to their CSI. The second one is propoaio
fair (PF) [14], where users are selected for trassion
over subchannel according to the following criteria:

Hin (t)

ir =argm; (10)

! /ui.n(t)

where pin(t) is the average data rate of th#

subchannel of usei. To compare the performance
between OFDM/TDM and OFDMA based systems,
simulation results of the EXP rule applied in
OFDM/TDM systems are also included. The EXP rule is
considered to be one of the best scheduling algositin
OFDM/TDM based systems [15], of which each user
transmits in the assigned time slots over all sahohls.
Figure 3 shows the average packet delay of RTidraff

H. WANGET AL
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Figure 4. Delay outage probability in RT.

of the proposed scheme increases rapidly to on&hwh
means that the system is overloaded and almostTho R
connections can maintain the required delay coinstra
On the other hand, some RT connections in the RIF an
MAX-SNR schemes can still maintain the requirecaglel
constraint as the delay outage probabilities irsehtvo
schemes increase steadily with respect to the nuwibe

versus the number of users for different schedulingusers. This is because in the proposed schemat, dtnty

algorithms. When the number of users is below 48, t
average packet delay of the proposed scheme imwseas
marginally and it is well kept below the maximum
allowable delay, which is 50 ms in our scenarioteAf
that point, the system is overloaded and the awerag
packet delay increases sharply. Similar phenomerion

takes the instantaneous channel conditions, bot thks
delay requirement into consideration when schedulin
packets. RT connections with larger packet delay ar
assigned higher priorities in an effort to average the
packet delay among all RT connections. As a resalth
RT connection will have similar average packet gela

the proposed scheme can be observed for the delagegardless of its channel conditions. When theesyss

outage probability shown in Figure 4. However, the

overloaded, congestion occurs and all RT connegtion

average packet delay of the PF scheme and the MAXwill experience bandwidth starvation, which restittsa
SNR scheme is much larger compared to our proposedharp increase of the average packet delay andellag

scheme, which consequently results in a higherydela
outage probability when the number of users isvsel8.
Furthermore, it can be seen from Figure 4 that when
number of users is above 48, the delay outage pilitha
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Figure 3. Average packet delay in RT.
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outage probability. However, in the PF and MAX-SNR
schemes, the scheduler selects a connection for
transmission only based on instantaneous channel
conditions. As a consequence, connections with good
channel conditions will always experience very shor
delay at the cost of bandwidth starvation for catioas

with poor channel conditions. Therefore, the delay
outage probability in the PF and MAX-SNR schemes
increases much more smoothly compared to the peapos
scheme when the number of users is above 48. Ador
EXP rule applied in OFDM/TDM systems, the dotted
line in Figure 3 & 4 indicates that the performarafe
OFDM-based system is much worse than OFDMA-based
system.

Figure 4 shows the delay outage probability of RT
traffic versus the number of users for differertextuling
algorithms. It is obvious that the proposed scheme
outperforms over the other conventional schemeg Th
maximum number of supportable RT users under a
predefined 3% outage probability in PF, MAX-SNR and
the proposed scheme are 38, 38, and 48 respectively

I. J. Communications, Network and System Scie2€88, 3, 207-283
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Figure 5 shows the throughput of NRT traffic versus .

x10°
[~

the number of users for different scheduling altons.
The throughput of the MAX-SNR scheme achieves the
highest value among all schemes. It increases

—A— OFDMA - PF

OFDMA - MAX-SNR o
%— OFDMA - suboptimal - : ¥
OFDMA - optimal

proportional to the number of users. In the prodose 45
scheme, the throughput increases proportional & th
number of users when there are less than 50 usfes.
that point, the throughput remains on a steadylleve
regardless of the number of users. While in the PF
scheme, the throughput is significantly lower thtae
other schemes. It can be explained as follows:hin t 3t
MAXSNR scheme, the scheduler simply selects the
connection with the best CSI for transmission. Wtien
number of users increases, the scheduler has haree

4+

Throughput (bits/s)

—&— - OFDM - EXP

At

NN S

to serve a user in good channel conditions (mukiru %0
diversity gain) which results in a high throughpUhat's

why the spectral efficiency of the MAX-SNR scheme
increases with respect to the number of users shown

Figure 7. In the proposed scheme, both the CSitlaed

QoS constraints are taken into account to guarahiee
0.5

45 50 55
The number of users

35 40 60

Figure 5. Average throughput in NRT.

required QoS performance (i.e., a minimum throughpu
of 100Kbpbs for each NRT connection). When the
system is underloaded (the number of users istless
50), the bandwidth is large enough to satisfy trESQ

0.45

0.4

—=&— OFDMA - PF

—=&— OFDMA - MAX-SNR

—#— OFDMA - suboptimal
OFDMA - optimal

—&— - OFDM - EXP

requirements of all connections and the scheduling
criterion mainly concerns with the CSI of each
connection. As a result, the throughput as wellhes
spectral efficiency increases proportional to thenber

of users. However, when the system is overloadeel (t
number of users is above 50), the bandwidth is not
sufficient to satisfy the QoS requirements of all
connections. Thus congestion occurs and the thpaigh
reaches at a steady level. When congestion octhes,

Minimum throughput outage probability

0.35F

proposed algorithm tends to put more weight onQb&
constraint than the CSI in an effort to provide aqu
opportunities of QoS satisfaction among all NRT
connections. In other words, the throughput of edBfT
connection in the proposed scheme decreases

/
% L

50 55 60

®

&%
45
The number of users

Figure 6. Throughput outage probability in NRT.

proportionally to the number of users when theesysis
overloaded. That explains a sharp increase of the
throughput outage probability shown in Figure 6.the
PF scheme, the throughput is relatively low dudhe
reason that the spectral efficiency is significardwer
than the MAX-SNR and the proposed schemes. Again,
from Figure 5 & 6, we can see that OFDMA based
scheduling algorithms have better performance than
OFDM/TDM based scheduling algorithm.

Figure 6 shows the throughput outage probability of'g

o
o

o
3
3

fficiency

o°
3

)

0.65

zed spectra

i
o
)

NRT traffic versus the number of users for diffdren 2 gss}--. ..

scheduling algorithms. It is obvious that the pregmb
scheme outperforms over the other conventionalrsebe
The maximum number of supportable NRT users under ¢

—~A— OFDMA - PF

—=&— OFDMA - MAX-SNR

—#— OFDMA - suboptimal
OFDMA - optimal

-—&— - OFDM - EXP

0.52

predefined 3% outage probability in PF, MAX-SNR and
the proposed scheme are 34, 34, and 50 respectively
Figure 7 depicts the normalized spectral efficiency

30

45 50 55
The number of users

35 40 60

which is defined as the ratio between the achieved Figure7. Normalized spectral efficiency in RT and NRT.
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modulation and the highest modulation, under dkffé¢r
schemes. It can be seen that the MAX-SNR scheme
achieves the highest spectral efficiency due tor¢lason
that in the the MAX-SNR, the connection with thestbe
CSl is selected for transmission. The proposedrmsehe
can also achieve a relatively high spectral efficieas it
takes both the channel condition as well as the QoS
constraints into account when scheduling packetsileV
the spectral efficiency in the PF scheme is reddivow
compared to the MAX-SNR and the proposed schemes.
From the above figures, we can see that the
performance of the proposed suboptimal schemeo&ecl
to the optimal scheme, but with considerably low
computation complexity. We can also see that the
OFDMA based scheduling algorithms outperform the
OFDM/TDM based scheduling algorithm as expected.
This is because in OFDMA systems, we can not only
exploit multiuser diversity in the time domain, laiso in
the frequency domain.

6. Conclusions and Future Work

This paper addresses the problem of QoS schedartidg
resource allocation for downlink OFDMA systems
supporting both real-time (RT) and non-real-timeér{N
multimedia traffic. The proposed algorithm assigns
priority to each packet based on the extended BX&® r
which tightly couples the PHY layer issue (instaetaus
channel conditions) and MAC layer issue (QoS
requirements) together. To reduce the computationag
complexity of a linear integer optimization problem
suboptimal heuristic algorithm is proposed. Through
systemlevel simulation, it is shown that the perfance

of the suboptimal algorithm is slightly differembi the
optimal algorithm, and both the optimal and subogti
algorithms outperform the conventional OFDMA
scheduling algorithms in terms of high spectraicefhcy
and better QoS satisfaction. It is also shown that[y)
OFDMA based scheduling algorithms outperform the
OFDM/TDM based scheduling algorithm due to an
added dimension of multiuser diversity in frequency

[1]

domain in OFDMA systems. [3]
Base stations are usually equipped with multiple

transmit antennas. Hence, space-division multiptess

in the form of linear beam-forming provides additd [4]

degrees of freedom for user scheduling. Regardingd
work, the proposed algorithm could be extendedhis t
more general setup, wherein the radio resource ig5]
partitioned in both time-frequency domain and space
domain.

Appendix I: Flowchart of the Suboptimal Algorithm. [6]

The diagram of the proposed suboptimal heuristic
algorithm is shown in Figure 8.

Copyright © 2008 SciRes.
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igure 8. Flowchart of the proposed suboptimal scheduling
gorithm.
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