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ABSTRACT 

Measuring relatedness of two papers is an issue which arises in many applications, e.g., recommendation, clustering and 
classification of papers. In this paper, a digital library is modeled as a directed graph; each node representing three dif- 
ferent types of entities: papers, authors, and venues, and each edge representing relationships between these entities. 
Based on this graph model, six different types of relations are considered between two papers, and a new metric is pro- 
posed for evaluating relatedness of the papers. This metric only focuses on the relational features, and does not consider 
textual features. We have used it in combination with a textual similarity measure in the context of citation recommen- 
dation systems. Experimental results show that using this metric can successfully improve the quality of the recom- 
mendations. 
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1. Introduction 

Due to the fast pace of papers on the web, a main chal- 
lenge of a researcher is to acquire appropriate knowledge 
about current state of his research area. Surveying all 
related papers in a field can be complex and time con- 
suming. One approach is to start with an important re- 
lated work and trace its citing and cited papers. Another 
approach is using traditional keyword-based search en- 
gines like Google. Both approaches provide a long list of 
papers to be studied, and they need manual filtering 
which is tedious and inefficient [1,2]. 

As a result, a recent approach, utilized by most digital 
libraries, is to provide a facility that automatically rec- 
ommends papers related to a given paper (e.g. Google 
Scholar1), and more recently for a given input text (e.g. 
refseer2). A major issue of these facilities is finding pa- 
pers that are related to a specific paper. Therefore, a 
measure of relatedness is required. Different features of 
papers can be used to define such a measure. 

semantically similar and related. Further, a paper P1 that 
discusses a fuzzy congestion control algorithm for com- 
puter networks may have low textual similarity with the 
original paper P2 that introduces the idea of fuzzy logic; 
though P1 is related to P2.  

Using non-textual features like references can discover 
more implicitly related papers in comparison with text 
based methods. However, they have coverage problems, 
for instance, a recently published paper might not yet be 
cited by any other paper [1,4]. 

In this paper, a new measure is proposed which com- 
putes the relatedness of two papers using six different 
types of relations between them. These relations are 
based on the non-textual features of the papers. The tex- 
tual features are not used in the proposed measure, since 
the goal has been to have a measure that is application 
independent, and in different applications it can be com- 
bined with textual features in different ways. In the ex 
perimental evaluations discussed in this paper, the meas- 
ure is used in the context of the citation recommendation 
systems, and the results show that it improves the quality 
of the recommendations.  

Relying only on the textual features, like title and ab- 
stract, has the disadvantage that it suffers from the com- 
plexities and ambiguities known in the natural language 
processing domain [3] . For example, it is possible that 
two pieces of texts written by different authors are de- 
scribing a similar issue but with different words. There- 
fore, their textual similarity might be low while they are  

The rest of the paper is organized as follows. Section 2 
gives a briefly review of related work on relatedness 
measures used in different applications. The proposed 
measure is described in Section 3. Section 4 discusses 
and evaluated the application of this metric in a citation 
recommender system. Finally, Section 5 concludes the 
paper by presenting some directions for future works. 

1http://scholar.google.com. 
2http://citeseerx.ksu.edu.sa. 
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2. Related Work 

There are some works in the literature which propose 
measures for relatedness of two papers. Such measures 
can be used in applications like recommending, cluster- 
ing and classification of papers. Based on the features 
which are used in the definition of measures, these works 
can be divided into three categories. 

The first category contains works that utilize only tex- 
tual features like title, abstract and citation context of 
papers. Traditional textual similarity measures [5] model 
documents as a vector of words, and use for instance 
cosine similarity, for evaluating the relevance of docu- 
ments. Lakkaraju et al. [6] represent documents as trees 
of concepts and compute their similarity by a tree-edit 
distance algorithm. They use this measure to develop a 
document recommendation system for CiteSeer authors 
[7]. Using concepts results in better performance since a 
concept encompass more semantic information in com- 
parison with a single word. Similarly,  [8] uses LDA to 
extract latent topics from the documents and uses these 
topics in measuring the relatedness of documents.  

Citation context is another textual feature which has 
been used in some researches. The underlying idea is that 
the citation contexts of a paper provide an explicit de- 
scription of that paper from the point of view of the au- 
thor of the citing paper and it can be seen as the abstract 
of the cited work which highlights its main concepts [9]. 
Therefore, the citation context can be used in combina- 
tion with other textual features for measuring the similar- 
ity of two papers. This approach is used by Huang et al. 
 [4] for finding related papers, by He et al.  [10] to rec- 
ommend citations for an input text and also by Aljaber et 
al.  [11] to clustering documents. 

It must be noted that despite these improvements, due 
to the inherent complexities and ambiguities of the natu- 
ral language such as synonymy and polysemy, relying 
only on the textual similarity is not successful in cover- 
ing all the features that contribute to the relevance of two 
papers. This is evidenced for instance by the limitations 
from which most keyword-based search engines and 
document-retrieval systems suffer  [12]. 

The second category of papers focuses on non-textual 
features, e.g. attributes which are extracted from the cita- 
tion graph of papers. Co-citation [13] and bibliographic 
coupling [14], are two well-known metrics for measuring 
relatedness of papers. In co-citation, two papers are con- 
sidered highly related if there are a large number of pa- 
pers that cite both of them. From the point of view of 
bibliographic coupling, two papers that have a large 
number of common references are considered as highly 
relevant. 

McNee et al.  [15] use the citation graph attributes like 
co-citation for finding similar papers in their proposed 
collaborative filtering algorithm to recommend citations 

for an input text and Couto et al.  [16] use these bibli- 
ometrics measures to classify documents.  

Using non-textual features, in comparison with text- 
based methods, have the benefit that they have the poten- 
tial to discover more implicitly related papers [4]. How- 
ever, not considering textual features has also its own 
disadvantages, since it ignores the main element that is 
used by the author of the paper to expresses his idea, i.e. 
the text of the paper. Additionally, it must be noted that 
methods based on citation graph have coverage problems, 
for instance, a recently published paper yet to be cited by 
any other paper  [1]. Also issues like invalid self-cita- 
tions might reduce precision of the relevance measure- 
ments. 

The works of the third category use a combination of 
both the textual and non-textual features. In CiteSeer  [17], 
similarity of papers is measured using a combination of 
three basic metrics: textual similarity of the paper body, 
header similarity, and citation similarity which is based 
on co-citation. 

Torres et al. [18] present a hybrid recommender sys- 
tem that uses different similarity measures for its algo- 
rithm. They conclude that using a hybrid measure which 
employs both textual and non-textual features improves 
quality of recommendations. 

Bethard et al. [19] propose a new relatedness measure 
which employs new features like topic similarity and 
author behavioral patterns, in addition to features like 
citation count and paper year. The underlying measure of 
 [1] is also a linear combination of text features and cita- 
tion graph attributes like, citation count, and Katz dis- 
tance [20]. 

In this paper a new metric is proposed for measuring 
the relatedness of two papers. It belongs to the second 
category, since it considers only relational features of the 
papers. It can be combined with different textual similar- 
ity measures to provide a customized measure for dif- 
ferent applications. 

3. The Proposed Metric 

In this section, first the underlying conceptual model of a 
digital library is described and then the proposed meas- 
ure for computing relatedness of two papers from the 
digital library is introduced. 

3.1. Conceptual Model 

Here, a digital library is considered to be composed of 
three types of entities: papers, authors, and venues (the 
conference/journal where a paper is presented). There are 
different kinds of relations between these entities, for 
instance a relation from a paper to an author who has 
written that paper, or from a paper to the venue where it 
has been presented in. Based on these relations, four re- 
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lational features are defined for each paper Pi (1 ≤ i ≤ N): 
refListi: {Pj | Pi references Pj}; 
citListi: {Pj | Pi is cited by Pj}; 
authListi: list of the authors of Pi; 
venuei: venue of Pi. 
As a result, a digital library can be modeled by a di- 

rected graph G = (V, E) in which the set of vertices V has 
a vertex for each distinct entity, and the set of edges E 
contains an edge for each distinct relation between those 
entities.  

Figure 1 shows the graph representation of a sample 
digital library. For example, relational features of the pa- 
per P2 are: 

refList2: {P3, P4}; 
citList2: Ø; 
authList2: {A2, A3}; 
venue2: V1. 
Based on these four relational features, six different 

relations, Ri (1 ≤ i ≤ 6), are defined from a paper Pi to 
another paper Pj: 

1 :R i jP citeList

: i jP refList

i juthList  

i jnue

i jList refList  

i jcitList  

; 

2R ; 

3 :R authList a

:R venue ve

; 

4

5 :R ref

; 

; 

6 :R citList  . 

Using these six types of relations, it is possible to cre- 
ate another directed graph from the original graph of the 
digital library. The goal of this graph, which is called 
paper graph, is to represent the papers and their rela- 
tionships. Therefore, its vertex set includes only the pa- 
pers, and its edge set contains instances of the six relation 
types. For example, the corresponding paper graph of 
Figure 1 is illustrated in Figure 2. 

The relations R1 to R6 are based on the following ideas. 
When a paper references, or is cited by, another paper, 
the two papers are explicitly stated (by the author of the 
referencing paper) to be related to each other. This is 
reflected in relations R1 and R2. Further, since papers of a 
specific author or venue are usually focused on a specific 
subject or domain, they can be considered as related. 
This is the idea behind R3 and R4. Relations R5 and R6, 
correspondingly, reflect the notions of bibliographic cou- 
pling and co-citation which are two core concepts in the 
citation analysis field. 

Two papers that have at least one common reference 
are said to be bibliographically coupled [14]. The com- 
mon reference can be seen as an evidence of the related- 
ness of the two papers. The greater is the number of 
common references between two papers, the stronger is  

 

Figure 1. The graph representation of a digital library. 
 

 

Figure 2. The paper graph corresponding to Figure 1. 
 
their bibliographic coupling, and hence their relatedness.  

Two papers are said to be co-cited if there is a third 
papers that cites both of them  [13]. Again, this common 
citing paper can be considered as a sign of relatedness of 
the two papers. The greater is the number of the common 
citing papers, the greater is the degree of co-citation, and 
therefore the relatedness of the two papers. 

3.2. Relatedness Measure 

Using the six relation types introduced above, the relat- 
edness of two papers Pi and Pj is defined as shown in 
Formula (1):  

   
6

1

1
relatedness , ,

6i j k k i j
k

P P W F P P


 

  1  

1

1   if there is a relation  from to 
,

0  otherwise

i j

i j

R P P
F P P

 


    (1)  

where Fk (1 ≤ k ≤ 6) is a function that returns the relat- 
edness value of papers Pi and Pj based on the corre- 
sponding relation Rk in the interval [0,1]. Further, Wk (1 ≤ 
k ≤ 6) is the weight assigned to value of Fk.  

The six functions F1 to F6 are defined as: 
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citList
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citList


i j

i j

citList

citList




 

In these functions, a return value of 0 means no relat- 
edness, while a return value of 1 indicates a strong relat- 
edness between the two papers.  

The return value of 1 for functions F1 and F2 is based 
on the idea that if there is a relation of R1 or R2 between 
two papers Pi and Pj, it evidences a strong relation be- 
tween them, since the authors of one paper (Pi in the case 
of R1, and Pj in the case of R2) have explicitly confirmed 
the relationship by giving reference to another paper. In 
the case of F4, if two papers have an identical venue, 
their relatedness from the point of view of R4 is 1, other- 
wise it is 0. 

Functions F3, F5, and F6 are respectively associated 
with relations R3, R5, and R6, and there is a similar idea 
behind them. In the case of F3, the more common authors 
two papers have, the more related they can be considered. 
However, the ratio of common authors to all authors of 
the two papers is also important. For instance, 2 common 
authors out of 3 authors indicates a stronger relatedness 
in comparison with 2 common authors out of 6. There- 
fore, the return value of F3 is directly related to the num- 
ber of common authors between them, and also inversely 
related to the total number of their distinct authors.  

The value of the weight Wk (1 ≤ k ≤ 6) indicates im- 
portance of the relation Rk in measuring the relatedness 
of the two papers. Our point of view is that this is an ap- 
plication-dependent issue, and these weights must be 
calculated with regard to the specific application which 
uses the proposed measure. This weight assignment task 
is usually an issue in defining new multi-factor measures. 
Two possible ways to do this is 1) to ask experts for as- 
signing weights, and 2) to use evolutionary algorithms 
like Genetic Algorithm to determine the weights. 

4. Use Case: Citation Recommendation 
System 

A sample use case where the proposed measure can be 
used is in the context of paper recommendation systems. 

A major issue in these systems is finding papers which 
are related to a specific paper. Therefore a measure of 
relatedness is required.  

In this paper, the application of the proposed metric is 
evaluated in a citation recommendation system. This sys- 
tem as a paper recommendation system gets a text as 
input, and recommends a list of papers which should be 
cited in different places of the input text. If such a system 
is available, the researcher can write an essay about his 
idea and then use the system to find recommended cita- 
tions, which are papers related to his essay. 

In the next sections, first, a citation recommendation 
algorithm is described which uses the proposed related- 
ness measure. Then this algorithm is evaluated. 

4.1. A Citation Recommendation Algorithm 

The proposed citation recommendation algorithm gets a 
piece of text as input and uses a local digital library to 
generate a list of recommended papers that should be 
cited by the input text.  

Since the input of the algorithm is only raw text that 
does not have features like authors, references, and venue, 
the proposed measure cannot be directly applied. There- 
fore for each paper Pi (1 ≤ i ≤ N) in the local digital li- 
brary, its textual similarity to input text is computed by 
calculating cosine similarity of the TF/IDF vectors of Pi 
and input. Then the top C papers with the most textual 
similarity to the input are selected as its CandSet. 

The CandSet now includes C papers that each of them, 
in addition to the textual features, has features like venue 
and list of authors and references. Therefore, the pro- 
posed measure can be applied to calculate the relatedness 
of each paper of the CandSet to other papers of the digi- 
tal library. The algorithm performs this calculation to 
find top K papers from the digital library, which have the 
most total relatedness to all papers of the CandSet. 

4.2. Evaluation 

The citation recommendation algorithm described above 
has been implemented in Java, and the role of the pro- 
posed relatedness measure has been evaluated through 
experiments. In this section these experiments are dis- 
cussed. 

4.2.1. Experiment Setup  
a) Sample Digital Library 
In order to provide a sample digital library for the ex- 

periments, data of about 30,000 papers has been collected 
from CiteSeerX3. Then a filtering was performed and pa- 
pers with many missing values (e.g. papers that their ab- 
stract, title and venue were missing) were removed. Ad- 
ditionally, papers published after 2007 (about 550 papers) 
3http://citeseerx.ist.psu.edu. 
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were removed and used as the input data in the experi- 
ments.  

For each of these papers, its text (without its reference 
list) has been given to the algorithm as input text, and its 
reference list has been considered as the expected output 
of the recommendation algorithm. The filtering process 
led to a sample digital library with about 12,000 papers, 
which were stored in a MySQL database. 

b) Evaluation Metrics 
For evaluating the above citation recommendation al- 

gorithm, an automatic evaluation approach is used. In 
this approach, for every input paper, its text is given to 
the recommender system as input, and its list of refer- 
ences is considered as the excepted output.  

Different metrics can be used to measure quality of 
recommendations. In this paper three metrics Recall, Co- 
cited probability and NDCG4 are used.  

Recall is defined as the percentage of input references 
that appear in the top K recommended citations. Recom- 
mendations that are not in the reference list of the input 
paper cannot be considered totally unrelated to it. There- 
fore, Co-cited probability is used as a metric for measur- 
ing quality of such recommendations. NDCG is used for 
evaluating the order of recommendations in the output. 
More details about these metrics can be found in  [10]. 

c) Experimental Parameters 
In order to determine the appropriate value of C, i.e. 

the size of the CandSet, a simple experiment was con- 
ducted. A set of 100 papers were randomly chosen from 
the input data, and they were used for executing the 
recommendation algorithm with different values of C 
from {5, 10, 15, 20, 25, 30, 35, 40, 45, 50}. For each 
value of C, the execution time, and three evaluation met- 
rics recall, cocited_probability, and NDCG were calcu- 
lated for top-k recommendations. Analysis of the results 
has shown that a value of C = 25 is a good choice since it 
provides a tradeoff between the execution time and other 
evaluation metrics.  

As mentioned in Section  3.2, the proposed measure 
uses different weights for each of the six relation types. 
In order to set these weights in the experiments, a genetic 
algorithm is developed as described below. 

In the developed genetic algorithm, each chromosome 
has six genes, each for indicating one of the six weights. 
The first generation includes 50 chromosomes with ran- 
dom values in the interval [0,1]. To calculate fitness of 
each chromosome, the value of its genes used as the 
weights of the relations and the recommendation algo- 
rithm is executed on a small set (about 50 inputs) of input 
data. Then, the output of the algorithm is evaluated in 
terms of the three metrics and the sum of the normalized 
values of these metrics is used as the fitness value of the 
corresponding chromosome. 

After running the genetic algorithm for 20 generations, 
the best chromosome has been used as the weights of the 
six relation types. Table 1 shows this result. 

4.2.2. Experiments 
In order to evaluate different features of the proposed 
algorithm, three different experiments have been exe- 
cuted. In this section these experiments are discussed. 

EXP1. The goal of the first experiment is to evaluate 
the effectiveness of the proposed measure in the context 
of citation recommendation systems. In this experiment 
the citation recommendation algorithm described in Sec- 
tion  4.1 is compared with two baselines: the first baseline 
uses only textual similarity, this allows us to see the ef- 
fect of using relational features in addition to the textual 
features, and the second one is based on the Katz meas- 
ure  [20], which is a measure for computing distance of 
two nodes in a graph. In our experiment, we have used 
the specific version of the Katz measure which is cus- 
tomized for the context of citation recommendation  [1]. 
The reason why we have selected the Katz measure is 
that it is also based on the relational features of the pa- 
pers, and it is shown that this measure considerably im- 
proves the quality of recommendations in  [1]. 

EXP2. The second experiment seeks to evaluate the 
effect of assigning weights to different relation types in 
the proposed measure. To do so, the proposed citation 
recommendation algorithm is executed in two versions: 
in simple version the proposed algorithm executed with 
the entire six weights equal to 1 and in GA-based weighted 
version with weights assigned by the genetic algorithm 
shown in Table 1. 

EXP3. The third experiment is conducted to identify 
the importance of each of the six relation types in the 
proposed citation recommendation algorithm. More spe- 
cifically it is intended to understand: 

a) The positive influence of each of the relation types in 
the absence of other relation types. To do so, each of the 
six relation types has been used in isolation. 

b) The negative influence of ignoring each of the rela- 
tion types. To do so, each time one of the relation types is 
ignored and the recommendation algorithm is executed 
with using other relation types. 

4.2.3. Result Analysis 
In this section results of the three experiments are ana- 
lyzed. 

EXP1. Figures 3 to 5 illustrate the results of EXP1 
and EXP2. As it is shown, the proposed relatedness 
measure has considerably improved the results in terms 
of all the three metrics in comparison with the baseline 
 

Table 1. The weights of the six relation types. 

W1 = 0.8 W2 = 0.2 W3 = 0.4 W4 = 0.2 W5 = 0.5 W6 = 0.74Normalized discounted cumulative gain. 
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Figure 3. Results of EXP1 and EXP2 in terms of recall. 
 

 

Figure 4. Results of EXP1 and EXP2 in terms of cocited_ 
probability. 
 

 

Figure 5. Results of EXP1 and EXP2 in terms of NDCG. 
 
which uses only textual similarity. Therefore, the idea of 
using relational features in measuring relatedness of two 
papers has been effective.  

Further, the Katz measure similarly outperforms the 
text-only baseline, but its result is not better than the re- 
sults of our measure. It must be noted that generally it is 
more important to have quality top-k results in smaller 
values of k. As it is shown in Figures 4 and 5 an advan- 
tage of our measure is that in the smaller values of k, its 
results are much better than those of the Katz. 

EXP2. As it is illustrated in Figures 3 to 5 the GA- 

based weighted version of the proposed measure has re- 
sulted in better recommendations in comparison with the 
simple version. The difference is considerable in the case 
of the NDCG and cocited_probability metrics, especially 
for small values of k. As a result, it can be concluded that 
assigning weights to the six relation types is important, 
and the proposed genetic algorithm is successful in this 
task. 

EXP3.a As it can be understood from Figures 6 to 8, 
when using each relation in isolation, the relation R1 has  
 

 

Figure 6. Results of EXP3.a in terms of recall. 
 

 

Figure 7. Results of EXP3.a in terms of cocited_probability. 
 

 

Figure 8. Results of EXP3.a in terms of NDCG. 
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the most positive impact on NDCG and cocited_prob- 
ability, and the relation R6 on recall of the recommenda- 
tion algorithm. Further, the relations R3, R5, R2, and R4 
come after R1 and R6. 

Another important point concluded from these figures 
is that although the relations R1 and R6 are the most ef- 
fective relations, but their results still is not as good as 
when they are combined with other relations. This means 
that the aggregation of these six relation types in the 
proposed measure has been a good choice. 

EXP3.b As it is shown in Figures 9 to 11; absence of 
each of the six relation types reduces the quality of re- 
sults. In other words none of them is ignorable. Further, 
among the six relation types, absence of the relation R1 
has the most negative effect, and this is considerable in 
comparison with other relations. After R1 comes R6. 

The results of EXP3 support the weight values assigned 
by the proposed GA. The relations R1 and R6 which 
turned out by EXP3 to be the most effective relations, 
have received greater weights from the GA. 

In the following, a discussion is presented on the justi- 
fication of the importance of each of the six relations. 

The goal of a citation recommendation algorithm is to 
recommend papers that should be cited by the input text.  
 

 

Figure 9. Results of EXP3.b in terms of recall. 
 

 

Figure 10. Results of EXP3.b in terms of cocited_probabil- 
ity. 

 

Figure 11. Results of EXP3.b in terms of NDCG. 
 
In the proposed algorithm, CandSet includes papers that 
have the most textual similarity with the input text. 
Therefore if there is a paper Pi that most of the CandSet 
papers have a relation R1 with it, i.e. they cite it, then it is 
reasonable to say that the input text should also cite Pi. 
Therefore, a relation R1 has great contribution in deter- 
mining papers that should be recommended. 

On the other hand, the relation R2 does not have such a 
contribution in the context of citation recommendation. 
Since if there is a paper Pi that has a relation R2 with 
most of the CandSet papers, i.e. cites most of them, then 
it does not provide enough evidence to say that the input 
text should cite Pi. Therefore, in comparison with R1, R2 
has a lower weight in this context.  

The relation R4 has had little effect on the performance 
of the citation recommendation algorithm. This can be 
justified as knowing that there is a relation R4 from a 
paper Pi to another paper Pj does not say anything about 
whether Pi should cite Pj or vice versa, because usually 
papers of a venue (i.e. conference or journal) cover mul- 
tiple subjects. Therefore R4 does not have much contri- 
bution in the citation recommendation context. 

In case of the relation R3, if there is a relation R3 from 
Pi to Pj, i.e. they have common authors, it can be said, to 
some extent, that Pi must cite Pj. The reason is that pa- 
pers of an author usually focus on a similar subject. Au- 
thors continue their previous works and do self-citation 
in their new papers. On the other hand, it is probable that 
an author publishes papers on different domains. There- 
fore existence of an R3 relation has more effect in citation 
recommendation than R4, and less effect than R1.  

If there is a paper Pi that has a relation R6 with most of 
the CandSet papers, it means that for most of the Cand- 
Set papers like Pj there is a paper Pk that cites both Pi and 
Pj. Therefore, since CandSet papers are candidate to be 
cited by the input text, Pi can be considered as related to 
CandSet papers, and a candidate for being cited by the 
input text. As the experiments have shown, R6 is effec- 
tive in the context of citation recommendation. 

If there is a paper Pi that has a relation R5 with most of 
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the CandSet papers, it means that for most of the Cand- 
Set papers like Pj there is a paper Pk that is cited by both 
Pi and Pj. Therefore, Pi can be considered as related to 
CandSet papers, but the qualification of Pi for being cited 
by the input text is not as strong as the case with R6. 
Therefore R5 must have a lower weight compared to R6, 
and this is evidenced by the experiments. 

5. Conclusions 

In this paper a new metric is proposed for computing the 
relatedness of two papers in a digital library, which is 
based on the relational features of papers. Each feature 
has a corresponding weight which shows its importance 
in the context where the measure is used.  

To evaluate this measure, we have employed it in 
combination with a textual similarity measure in a cita- 
tion recommendation algorithm. In order to determine 
required weights, a genetic algorithm is used. The ex- 
periments have shown that this measure improves the 
quality of the recommendations. Further experiments 
support that the GA has been successful in assigning ap- 
propriate weights. 

Our future work includes evaluating the proposed re- 
lated-ness measure in other contexts (e.g. plagiarism de- 
tection, and reviewer recommendation for journal sub- 
missions), and assessing other relational features for in- 
clusion in the relatedness measure (e.g. number of the 
times that a paper is cited in another paper). 
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