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Abstract 
 
Rough set theory is a new mathematical tool to deal with vagueness and uncertainty. The classical rough set 
theory based on equivalence relation has made a great progress, while the equivalence relation is too harsh to 
meet and is extended to dominance relation in real world. It is important to investigate rough computational 
methods for rough set theory, which is one of the bottleneck problems in the development of rough set theory. 
In this article, rough computational approach to upper approximation reduction (UAR) is discussed based on 
dominance matrix in inconsistent ordered information systems (IOIS). The algorithm of upper approximation 
reduction is obtained, from which we can provide approach to upper approximation reduction operated sim-
ply in inconsistent systems based on dominance relations. Finally, an example illustrates the validity of this 
method, and shows the method is excellent to a complicated information system. 
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1. Introduction 
 
The rough set theory, proposed by Pawlak in the early 
1980s [1], is an extension of the classical set theory for 
modeling uncertainty or imprecision information. The re-
search has recently roused great interest in the theoretical 
and application fronts, such as machine learning, pattern 
recognition, data analysis, and so on. 

Attributes reduction is one of the hot research topics of 
rough set theory. Much study on this area had been re-
ported and many useful results were obtained until now 
[2-7]. However, most work was based on consistent infor-
mation systems, and the main methodology has been de-
veloped under equivalence relations (indiscernibility rela-
tions). In practice, most of information systems are not 
only inconsistent, but also based on dominance relations 
because of various factors. The ordering of properties of 
attributes plays a crucial role in those systems. For this 
reason, Greco, Matarazzo, and Slowinski [8-13] proposed 
an extension rough sets theory, called the dominance-based 
rough sets approach (DRSA) to take into account the or-
dering properties of attributes. This innovation is mainly 
based on substitution of the indiscernibility relation by a 
dominance relation. In DRSA, where condition attributes 
and classes are preference ordered. And many studies have 
been made in DRSA [14-19]. But simpler results of knowl-

edge reductions are very poor in inconsistent ordered in-
formation systems until now. 

In this paper, the method operated simply for upper ap-
proximation reduction is introduced in inconsistent is ob-
tained, from which we can provide new approach to know-
ledge reductions in inconsistent systems based on domi-
nance relations. Finally, an example illustrates the validity 
of this method, and shows the method is excellent to a 
complicated information system. 
 
2. Rough Sets and OIS 
 
The following recalls necessary concepts and prelimi-
naries required in the sequel of our work. Detailed de-
scription of the theory can be found in [4,5]. 

An information system with decisions is an ordered 
quadruple  , , ,U A D F G  , where 

 1 2, , , nU x x x   is a non-empty finite set of ob-
jects; 

A D  is a non-empty finite attributes set; 
 1 2, , , pA a a a   denotes the set of condition at-

tributes; 
 1 2, , , qD d d d   denotes the set of decision attrib-

utes, and A D   ; 
   | , ,k k kF f U V k p f x    is the value of ka  

on , kx U V  is the domain of ,k ka a A ; 
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   | , ,k k kG g U V k q g x      is the value of kd   
on , kx U V   is the domain of ,k kd d D   . 

In an information system, if the domain of a attribute 
is ordered according to a decreasing or increasing pref-
erence, then the attribute is a criterion. 

Definition 2.1 (See [4]) An information system is 
called an ordered information system (OIS) if all condi-
tion attributes are criterions. 

Assumed that the domain of a criterion a A  is 
complete pre-ordered by an outranking relation a , then 

ax y  means that x  is at least as good as y  with 
respect to criterion a . And we can say that x  domi-
nates y . In the following, without any loss of generality, 
we consider condition and decision criterions having a 
numerical domain, that is, aV    (  denotes the set 
of real numbers). 

We define x y  by    , ,f x a f y a  according 
to increasing preference, where a A  and ,x y U . 
For a subset of attributes B A , Bx y  means that 

ax y  for any a B . That is to say x  dominates y  
with respect to all attributes in B . Furthermore, we de-
note Bx y  by BxR y . In general, we indicate a or-
dered information systems with decision by 
  , , ,U A D F G  .  
Thus the following definition can be obtained. 

Let  , , ,U A D F G   be an ordered informa-
tion system with decisions, for B A , denote  

      , | ,B i j l i l j lR x x U U f x f x a B       

      , | ,D i j m i m j mR x x U U g x g x d D       

.BR  and DR  are called dominance relations of in-
formation system  . 

If we denote 

[ ] { | ( , ) }i B j j i Bx x U x x R     

{ | ( ) ( ), };j l j l i lx U f x f x a B     

[ ] { | ( , ) }i D j j i Dx x U x x R     

{ | ( ) ( ), },j m j m i mx U g x g x d D     

then the following properties of a dominance relation are 
trivial. 

Proposition 2.1 (See [4]) Let AR  be a dominance 
relation. The following hold. 

1) AR  is reflexive, transitive, but not symmetric, so it 
is not a equivalence relation. 

2) If B A , then A BR R  . 

3) If B A , then    i iA B
x x 

. 

4) If  j i A
x x 

, then  j i AA
x x   

 
 and 

 i A
x     |j j i AA

x x x   
 

. 

5)  j i AA
x x   

 
 iff  

     , ,i jf x a f x a a A   . 

6)   |
A

x x U  
  constitute a covering of U . 

For any subset X  of U , and A  of   define  

    | ;A A
R X x U x X    

    |A A
R X x U x X      

 AR X  and  AR x are said to be the lower and up-
per approximation of X  with respect to a dominance 
relation AR . And the approximations have also some 
properties which are similar to those of Pawlak approxi-
mation spaces. 

Definition 2.2 (See [4]) For a ordered information 
system with decisions  , , ,U A D F G  , if 

A DR R  , then this information system is consistent, 
otherwise, this information system is inconsistent. 

For simple description, the following information sys-
tems with decisions are based on dominance relations, i.e. 
ordered information systems. 

Let  , , ,U A D F G   be an inconsistent or-
dered information system, and denote  

  , 1,2, ,k DD U R k r    

1 2( ( ), ( ), , ( ))B B B B rR D R D R D      

the following definition is gave. 
Definition 2.3 (See [5]) If B A  , for all B A , we 

say that B  is an upper approximation consistent set of 
 . If B  is an upper approximation consistent set, and 

no proper subset of B  is upper approximation consis-
tent set, then B  is called an upper approximation con-
sistent reduction of  . 

From the above, we can find that an upper approxima-
tion consistent set preserves the upper approximation of 
every decision class. 

Theorem 2.1 (See [5]) Let  =  , , ,U A D F G  be 
an information system, B A , then B  is an upper 
approximation consistent set if and only if there exist 
b B  such that    b bf x f y  when  A kx R D   
and  A ky R D   for every  

k DD U R    1, 2, ,k r  . 

From the theorem, authors have provided approach to 
upper approximation reduction in inconsistent ordered 
systems based on indiscernable matrixes in [5]. We can 
find that it is not convenient to use the method by com-
puters. So we will propose the approach to upper ap-
proximation reduction operated simply by computers. 
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3. Rough Computational Approach to UAR 
Based on Dominance Matrix 
 

3.1. Dominance Matrices and Upper  
Approximation Decision Matrices 

 
In this section, the dominance matrices and upper ap-
proximation decision matrices are proposed, and some 
properties are obtained. 

Definition 3.1 Let  , , ,U A D F G  be an or-
dered information system, and denote  

  ,B ij n n
M m


  

where 

 1, ,

0, otherwise.
j i B

ij

x x
m

  



 

The matrix BM  is called dominance matrix of attrib-
utes set B A . If | |B l , we say that the order of BM  
is l . 

Definition 3.2 Let  , , ,U A D F G  be an or-
dered information system, and dominance matrices BM , 

CM  of attributes sets ,B C A . The intersection of 

BM  and CM  is defined by  

   B C ij ijn n n n
M M m m 

 
     min , .ij ij

n n

m m 


  

The following properties are obviously. 
Proposition 3.1 Let BM , CM  be dominance matri-

ces of attributes sets ,B C A , the following results 
always hold. 

1) 1iim  . 
2) If BM , CM , then B C B CM M M   . 
Definition 3.3 Let  , , ,U A D F G   be an or-

dered information system, and denote 

  ,D ij n n
M r


  

where 

   
 

0 0

0

0,   and  hold 

     at same time for some 1, 2, , .

1,   otherwise.

i A k j A k

ij

x R D x R D

r k r

   





 

 

The matrix DM  is called upper approximation deci-
sion matrix of  . 

From the above, we can see that the dominance rela-
tion of objects is decided by dominance matrices, and 
different decisions of objects is decided by upper ap-
proximation decision matrix. 

Definition 3.4 Let  1 2, , , na a a   and    
 1 2, , , nb b b be two n  dimension vectors. If  

 , 1, 2, ,i ia b i n   , we say vector   is less than 
vector  , denoted by   . 

Definition 3.5 Let  1 2, , ,
T

A nM      and  

BM   1 2, , , ,
T

n    be two matrices, i  and i  
be row vectors respectively. If i i  , we say AM  is 
less than BM , denoted by A BM M . 

By the definitions, dominance matrices have the fol-
lowing properties straightly. 

Proposition 3.2 Let  , , ,U A D F G   be an 
ordered information system, and B A . If AM  and 

BM  are the dominance matrices, then A BM M . 
 
3.2. Theories of Matrix Computation for Upper 

Approximation Reduction 
 
In the following, we will give the theory of matrix com-
putation for upper approximation reduction in ordered 
information systems. 

Theorem 3.1 Let  =  , , ,U A D F G be an infor-
mation system, B A , then B  is an upper approxi-
mation consistent set if and only if B DM M .Proof  

“ ” quad we need prove that if B A    holds for 

B A  then B DM M . So we only prove 1ijr  , when 

1ijm  . In fact, we can have that 

 1ij j i B
m x x  

  j i BB
x x   

 
 

One can obtain that if  0i A kx R D  then 

 0j A kx R D   for  0 1, 2, ,k r  That is to say 

 0i A kx R D   and  0i A kx R D   don not hold at same 

time. Hence, we have 1ijr  . 

“ ” Suppose B  be not an upper approximation co- 
nsistent set, then there must exist some  

0kD   0/ , 1, 2, ,DU R k r    

such that 

 0A kR D   0B kR D . 

That is to say there  0i A kx R D  , but  0i B kx R D  . 
So we have  

 
0i kA

x D  
 and  

0i kB
x D  


. 

On the other hand, we know that    i iA B
x x 

. So 
there exists  j i B

x x 
 and 

0j kx D . Since  

j j A
x x   


, so 

0j kA
x D     


. 

Thus  

 0j A kx R D  . 

From above, we have 

 0i A kx R D   and jx   0A kR D . 



X. Y. ZHANG  ET  AL. 
 

Copyright © 2011 SciRes.                                                                              IIM 

134 

That means 0ijr  . Since B DM M , so we have 
0ijm  . However, we have obtained  j i B

x x 
, which is 

a contradiction with 0ijm  . 
Hence, B  is an upper approximation consistent set 

of I  if B DM M . 
The theorem is proved. 
Corollary 3.1 Let  , , ,U A D F G   be an or-

dered information system, and B A . B  is a upper 
approximation reduction of I  if and only if  

B DM M and B DM M   

does not hold for all proper subset 'B of B . 
 
3.3. Algorithm of Matrix Computation for  

Upper Approximation Reduction 
 
Let  , , ,U A D F G   be an ordered information 
system. We denote the dominance matrix of attributes 
sets B  by  1 2, , ,

T

B nM     , and upper approxi-
mation decision matrix of I  by  1 2, , ,

T

D nM     , 
where ,i i   is the i th row vectors of BM  and DM  
respectively, and TX  means transposed matrix of ma-
trix X . So we can obtain the following algorithm by 
Theorem 3.1 and Corollary 3.1. 

Algorithm Algorithm of matrix computation for upper 
approximation reduction in inconsistent ordered infor-
mation systems is described as follows: 

Input: An inconsistent ordered information sys-
tem  , , ,U A D F G  , where  1 2, , , nU x x x   
and  1 2, , , pA a a a  . 

Output: Upper approximation reductions of 
 , , ,U A D F G  . 

Step 1. Simplify the system by combining the objects 
with same values of every attribute. 

Step 2. Calculate upper approximation decision matrix 
of  :  1 2, , ,

T

D nM     . 
Step 3. For all  , 1la A l p   , calculate the first 

order dominance matrices, 

 (1) (1) (1) (1)
{ } { } 1 2, , ,

l l

T

a a nM M      . 

For 1i   to n . 
If (1)0 i i   , then let (1) 0i  , 
Denote the new matrix by (1)

{ }laFM , and turn into next 
step. 

Step 4. Call matrix  (1) (1) (1) (1)
{ } 1 2, , , ,

l

T

a nFM    
 

 , 1la A l p    to be the first order upper ap-
proximation matrix. If (1)

{ } 0
laFM  , then obtain an the 

first order upper approximation reduction:  la . Other-
wise, turn into next step. 

Step 5. Calculate the intersection of all the first order 
nonzero matrix which are obtained in step 3, and call 
new matrices to be the second order dominance matrices, 
denoted by  

(2)
{ }l sa aM ,  (2) (1) (2) (1)

{ } { } { } { },
l s l l s sa a a a a aM M M M   . 

Go back to step 3 and calculate all the second order 
upper approximation reductions. 

Step 6. Obtain the higher order upper approximation 
reductions by repeating step 5. If the new matrices are 
zero matrices, then output all upper approximation re-
ductions and terminate the algorithm. 

From the above algorithm, we can know that the com-
plication of times is  2 | || | 2 AO U  easily. 

3. An Example 

Example Given an ordered information system in the 
following Table. 

From the table, we can compute the dominance matrices 
and upper approximation decision matrices, which are 

1{ }

1 1 1 1 1 1

0 1 0 0 1 1

1 1 1 1 1 1

0 1 0 1 1 1

0 1 0 0 1 1

0 1 0 0 1 1

aM

 
 
 
 

  
 
 
 
  

 

2{ }

1 1 0 0 1 1

1 1 0 0 1 1

1 1 1 1 1 1

1 1 1 1 1 1

0 0 0 0 1 0

1 1 0 0 1 1

aM

 
 
 
 

  
 
 
 
  

 

3{ }

1 1 1 1 1 1

0 1 1 1 1 1

0 1 1 1 1 1

0 0 0 1 0 1

0 1 1 1 1 1

0 0 0 1 0 1

aM

 
 
 
 

  
 
 
 
  

 

{ }

1 1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1

0 0 0 1 0 1

1 1 1 1 1 1

0 0 0 0 0 1

D dM M

 
 
 
 

   
 
 
 
  

 

By comparing matrices 
1 2 3{ } { } { }, ,a a aM M M  and { }dM , 

we can find that vectors of the first, second, third, and 
5th row in matrix 

1{ }aM  and 
2{ }aM  are less then those 

in matrix { }dM  respectively. So the system has not the 
first order upper approximation reduction. Thus the first 
order upper approximation matrices are as follows: 
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Table 1. An ordered information system. 

U  1a  
2a  3a  d  

1x  1 2 1 3 

2x
 3 2 2 2 

3x
 1 1 2 1 

4x
 

2 1 3 2 

5x
 

3 3 2 3 

6x
 

3 2 3 1 

 

1

(1)
{ }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 1 0 1 1 1

0 0 0 0 0 0

0 1 0 0 1 1

aFM

 
 
 
 

  
 
 
 
  

; 

2

(1)
{ }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1 1 1 1 1 1

0 0 0 0 0 0

1 1 0 0 1 1

aFM

 
 
 
 

  
 
 
 
  

; 

3

(1)
{ }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 1 0 1

aFM

 
 
 
 

  
 
 
 
  

 

Furthermore, the second order upper approximation 
matrices are 

1 2 1 2

(2) (1) (1)
{ , } { } { }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 1 0 1 1 1

0 0 0 0 0 0

0 1 0 0 1 1

a a a aM FM FM

 
 
 
 

   
 
 
 
  

  

1 3 1 3

(2) (1) (1)
{ , } { } { }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 1

a a a aM FM FM

 
 
 
 

   
 
 
 
  

  

2 3 2 3

(2) (1) (1)
{ , } { } { }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 1

a a a aM FM FM

 
 
 
 

   
 
 
 
  

  

So, we can see that 
1 3 2 3

(2) (2)
{ } { }a a a aM M , and the 6th row 

vectors of them are less then those of { }dM  respectively, 
by comparing 

1 2

(2)
{ }a aM , 

1 3

(2)
{ }a aM , 

2 3

(2)
{ }a aM  and { }dM . 

Hence, we can obtain all the second order upper ap-
proximation reductions, which are    1 3 2 3, , ,a a a a . 

In the next, we have 

1 3 2 3

(2) (2)
{ , } { , }

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

a a a aFM FM

 
 
 
 

   
 
 
 
  

 

So, the algorithm is terminated. 
Thus, all upper approximation reductions are 

   1 3 2 3, , ,a a a a  in the system of above example, which 
are consistent with ref.[5]. 

From the example, we can find that the algorithm is 
valid, and operated simply, for systems with a great deal 
of objects and attributes 
 
5. Conclusions 
 
It is well known that most of information systems are 
based on dominance relations because of various factors 
in practice. Therefore, it is meaningful to study the 
knowledge reductions in inconsistent ordered informa-
tion system. In this article, the dominance matrix and 
upper approximation decision matrix are introduced in 
information systems based on dominance relations. Fur-
thermore, the algorithm of upper approximation reduc-
tion is obtained, from which we can provide new ap-
proach to knowledge reductions in inconsistent systems 
based on dominance relations. Finally, an example illus-
trates the validity of this method, and shows the method 
is applicable to a complicated information system. 
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