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Abstract

The development of artificial intelligence technology has promoted the rapid improvement of human-computer interaction. This system uses the Kinect visual image sensor to identify human bone data and complete the recognition of the operator’s movements. Through the filtering process of real-time data by the host computer platform with computer software as the core, the algorithm is programmed to realize the conversion from data to control signals. The system transmits the signal to the lower computer platform with Arduino as the core through the transmission mode of the serial communication, thereby completing the control of the steering gear. In order to verify the feasibility of the theory, the team built a 4-DOF robotic arm control system and completed software development. It can display other functions such as the current bone angle and motion status in real time on the computer operation interface. The experimental data shows that the Kinect-based motion recognition method can effectively complete the tracking of the expected motion and complete the grasping and transfer of the specified objects, which has extremely high operability.
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1. Introduction

WITH the vigorous development of artificial intelligence in recent years, human-computer interaction has become a hot issue of concern. Motion recognition has a wide range of applications in people’s daily medical [1], education, entertainment and many other fields. In addition, motion analysis is one of the key technologies of industrial engineering. The related methods to realize this technology have been stuck in the manual stage, which is not only a large
workload but also inefficient. Human posture and specific movements are a way for people to interact with surrounding information or creatures [2]. The research around motion recognition can be traced back to the 1980s in the world. Since then, the research on human motion recognition has gradually penetrated into various fields of research and development, and has been rapidly developed.

In 2013, Kumar, S.H.’s team explained a feature recognition based motion recognition method [3]. In 2016, Wenbing Zhao proposed two methods in the article: Machine learning recognition movement and rule-based direct comparison method, but there is no specific experiment to elaborate [4]. In the article, Ning Wenjing proposed a model of exercise training by directly comparing data [5]. And Frederick Matsen and other authors used Kinect to complete the data measurement and processing of the shoulder joints, making Kinect play an effective role [6].

Motion recognition tracking refers to the positioning of certain characteristic motions of the human body, target detection, extraction, recognition and tracking, and obtaining the state of human motion such as position, velocity and motion trajectory, thereby completing processing and analysis, and obtaining a certain amount of Valuable practical parameters to achieve automatic processing and analysis of human motion to complete the task of motion tracking, and strive to expand to apply to other aspects [7]. Simulation has always been one of the key directions of human ergonomics and robotic artificial intelligence research. At present, the large-scale simulation machinery used by people in production and production is costly and has not been put into use. This article will use Microsoft’s Kinect sensing and build a real-time motion tracking platform that can complete real-time motion information processing. The platform is based on a 4-DOF robotic arm. After experimental verification, the accuracy rate can reach 95.24%, and the delay can be reached 42.8 ms. The following sections will mainly introduce the structure and function of the system from the overall structure of the system platform, hardware introduction, software design and experimental data testing.

2. Overall Structure of the Proposed Controlling System

The overall hardware structure of the control system consists of four parts: A visual image processing sensor, a data processor, a signal generator, and a robotic arm platform (executive component) [8]. The sensor uses Kinect V2.0 visual image processing sensor, the data processor is controlled by computer platform, the signal generator is completed by Arduino controller and related electronic modules, and the mechanical arm platform completes the actually expected action. The computer platform receives the real-time bone state and information returned from the Kinect visual image sensor in real time, and transmits it to the computer in the form of data stream. The data is processed in real time by the programmed algorithm, and then sent to the lower computer Arduino in real time by serial communication. Complete control of the steering gear and display the real-time bone angle in the software operation interface.
The software also adds real-time screenshots and recording functions to complete the background saving and processing of bone angles during any operation time. Figure 1 shows the overall structure of the system.

3. Control System Hardware Structure

3.1. Kinect V2.0

The camera can recognize the movement of the human body by means of infrared rays, and it can emit infrared rays to stereoscopically position the entire room. The orientation of the object is judged based on the time the light is reflected back, followed by the optical coding technique—the use of a laser to illuminate an irregular object will randomly produce a highly random diffraction spot, so the intensity of the spot at any two locations is different [9]. Spots are recorded on a reference plane at intervals and accumulate to form a three-dimensional shape. By scanning the pixels point by point, the contours of the human body can be distinguished. Finally, the parts of the human body are marked with no color, and the joint nodes are easily and accurately found.

Main components and parameters:

The main parameters of Kinect V2.0 are shown in the table. Kinect mainly has RGB inductive cameras, deep vision sensors, which can detect and recognize certain viewing angles and multi-point array microphones for speech recognition and output sound. Table 1 illustrates the main functions and parameters of Kinect.

![Figure 1. Overall structure of the system.](image)

Table 1. Main functions and parameters of Kinect.

<table>
<thead>
<tr>
<th>Component</th>
<th>Main functions and parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewing angle</td>
<td>Horizontal field of view: 57°</td>
</tr>
<tr>
<td></td>
<td>Vertical field of view: 43°</td>
</tr>
<tr>
<td>Image resolution</td>
<td>1920 × 1080</td>
</tr>
<tr>
<td>Number of people identified</td>
<td>Identify 6 people at the same time</td>
</tr>
<tr>
<td>Bone tracking</td>
<td>20 bone points</td>
</tr>
<tr>
<td>Image frame rate</td>
<td>30 frames/s</td>
</tr>
</tbody>
</table>
3.2. Steering Gear

In this system, the stability of the steering gear directly affects the stability of the system. The steering gear has a wide range of applications, simple control and more stability. It can be set as a basic output actuator. It simple control makes the lower position controller easy to connect with.

The system adopts the steering gear of model LDX218, and the control signal enters the internal modulation chip of the steering gear, and a certain DC bias voltage is obtained through signal processing. It compares the generated DC bias voltage with the potentiometer voltage (period 20 ms, width 1.5 ms), and obtains the voltage difference as the analog quantity of the output control signal. The magnitude of the voltage determines the speed of the motor, and positive and negative represent the steering of the motor. When the voltage difference is 0, the motor stop rotating. The PWM square wave is the control signal of the steering gear, and the transient characteristics of the duty cycle are used to change the rotational characteristics of the steering gear.

3.3. Lower Machine

The system is intended to use the Arduino Mega 2560 as the core control module. It is an open source electronic prototyping platform with small size, fast processing speed and convenient operation. It can connect various sensors to sense the current state and get feedback or send control signals. Its development is based primarily on the Arduino IDE environment, which also increases its development efficiency. The system mainly uses the lower computer to process the serial port data sent by the computer, and then transmits the control signal to the steering gear through the control board to control the robot arm. Figure 2 is a practical picture of Arduino.

4. Control System Software Design

4.1. Flowchart

The overall flow chart of the PC software is as shown in the figure below. After the start, the initialization object operation is needed to determine the tracking target, open the sensor, and start collecting the depth data and bone data using Kinect’s image acquisition function. After filtering, Display current image and data information in the software operation interface. Figure 3 is the software flow chart of the upper computer.
After calculating the steering angle of the steering gear required by the algorithm, the rotation control information is sent to the lower platform by serial communication, thereby controlling the movement of the steering gear, that is, the mechanical arm, until the desired position is stopped.

### 4.2. Software Interface and Function

The operating system can complete real-time display of images, screen captures, video recording, storage of bone angle information, etc. Perceive real-time status and effective operation. **Figure 4** shows the software operation interface.

### 4.3. Data Communication

The controller performs control of the robot arm by writing a control program through the Arduino IDE environment and sending a PWM signal to the arm steering gear. The system data transmission adopts serial communication mode, and transmits the control signal sent by the computer to the controller Arduino to realize the connection between the upper and lower computers. In the protocol, two hexadecimal numbers are used as the frame header of the communication protocol, and the middle 4 bits are selected as the joint corner data, and the last bit 0xED is used as the end of the frame for data verification.
5. Algorithm Description

5.1. Bone Data Acquisition

Using the Kinect sensor’s visual perception technology, in principle, it automatically tracks the human bones within the target range before output, and displays a real-time dynamic map showing the position of the human bone. The coordinates acquired by Kinect’s depth data acquisition are depth image coordinates, but in order to make the human motion vector calculation in the actual realistic three-dimensional coordinates, it is necessary to preprocess the data, complete the coordinate conversion, and thus calculate the subsequent bone angle. The operation provides the basis. The specific method is as follows:

\[
\begin{align*}
    x_r &= \left( x_r - \frac{w}{2} \right) (z_r - 10) \times \frac{w}{h} \\
    y_r &= \left( y_r - \frac{h}{2} \right) (z_r - 10) P \\
    z_r &= 11.48 \times \tan \left( H z_r + 1.18 \right) - O
\end{align*}
\]

among them \((x_r, y_r, z_r)\), \((x_t, y_t, z_t)\) for realistic 3D coordinates and depth image coordinates, \(O = 3.7\) cm, \(P = 0.004, H = 0.0003\) for realistic 3D coordinates and depth image coordinates.

5.2. Feature Extraction

If the Kinect sensor is recognized without locking the target, since the position of the target human body and the human body may change at any time, interference may occur, so the target needs to be locked first. The algorithm of the system is based on the feature recognition of the target operator’s bones, and the depth coordinates are converted into three-dimensional real coordinates, thereby utilizing the nature of the space vector and the relative position between different bones to calculate the inter-bones. The angle, so that the computer completes the processing of the data returned by the Kinect sensor and sends out real-time control signals.

Since the robotic arm platform has 4 degrees of freedom, the system actually
operates with only 4 bones of one of the identified bones.

Because Kinect has a fast refresh rate of 30 frames/s, it may cause the coordinates to change continuously during the same minute time period in the bone recognition process. Therefore, some means are needed to process the data collected in real time. This process is called “data filtering”. In order to reduce the negative stability of its calculation, we adopt the average method which is easier to implement. We continuously use a fixed set of N real-time values as a set of data once, arranged in group, the group leader is fixed to N unchanged, the new data at the next moment is stored in the end of the group, and the data at the head of the group is removed, and so on, so that different values at different times are obtained, and the N data in the obtained group are taken average value. You can expect a more stable result.

\[
y_k = \sum_{j=0}^{n} p_i y_{k+j} \\
k = m + 1, m + 2, \ldots, N - n
\]

In the formula, \(p_i\) is the weight coefficient, and \(\sum_{j=0}^{n} p_i = 1\), the system goes to \(n = 10\), that is, every 10 sets of data is processed as a group, \(m = 0, n = 9\), the first 10 data from the above formula cannot participate in the calculation, because it can measure 30 times per second, there will be 30 sets of data within 1 second, that is, \(y_i - y_{20}\) are valid. Every 10 numbers take the arithmetic mean to get 2 data, and finally 2 data values are returned. By averaging the bones corresponding to the four degrees of freedom, actual three-dimensional coordinate values of the four groups returned within each second can be obtained.

After the filtered stable value is obtained, the angular feature calculation can be performed. First, the vector between the four bones is obtained from the actual three-dimensional coordinates, and a total of three sets of vector values are obtained \(\vec{a}, \vec{b}, \vec{c}\). According to the correspondence, the shoulder angle is \(\theta = \langle \vec{a}, \vec{b} \rangle\). The elbow angle is \(\beta = \langle \vec{b}, \vec{c} \rangle\), using these actual vectors to map the angular features.

By \(\theta = \left[ \frac{\vec{a} \cdot \vec{b}}{|\vec{a}| \cdot |\vec{b}|} \right]\)

Got \(\theta_{i,j} = \frac{x_i x_j + x_i x_j + x_i x_j}{\sqrt{x_i^2 + x_j^2 + x_j^2 + x_j^2}}\)

Calculated

\[
\begin{align*}
\vec{x}_i &= x_i \hat{i} + x_i \hat{j} + x_i \hat{k} \\
\vec{x}_j &= x_j \hat{i} + x_j \hat{j} + x_j \hat{k}
\end{align*}
\]

Therefore, the angle is the angle characteristic value of the current two bones. Based on this, it can be extended to 20 bone recognitions of the human body. The angle between any two bones can be extracted. This identification method has a series of benefits, which not only It is only operability and also eliminates interference from disturbances such as lighting, background and operator position. In summary, in order to obtain accurate and stable target return value, a
large amount of real-time data must be filtered to improve system performance and reduce fault tolerance.

6. System Performance Test

6.1. Feasibility

In order to verify the operability of the above theory, the team built a hardware robotic arm platform system. The robot arm uses the Arduino as the main controller, and completes the PWM square wave control of the steering gear. Before starting the startup, the actual serial connection is performed. Under different background environments and light intensities, identify the same actions of the operators and complete the corresponding requirements. The method to be tested in this system is to grab and carry objects to a designated location to verify system stability and accuracy. Figure 5 is the actual built mechanical arm platform.

6.2. Recognition Rate

The Kinect was placed horizontally on a platform with a height of 70 cm from the ground. The tester was 150 cm away from the Kinect device, and the operation was completed as required. The recording function of the developed operating software was used to complete the recording. Figure 6 and Table 2 show the theoretical and actual values of the shoulder and elbow joints during the actual test, as well as the size of the error.

After much verification, the average recognition rate reaches 95.24%, and the average error is 5.15%. It can be approximated that it can complete the recognition and tracking of the target action.

6.3. Real-Time Rate

Under the same conditions, the hand is taken as an example to measure its delay time. Table 3 lists the test results of the delay, and you can see that the delay is relatively stable. Figure 7 shows the pictures in the actual test process.
Table 2. Elbow and shoulder recognition error rate test.

<table>
<thead>
<tr>
<th>Test Bone</th>
<th>Shoulder Recognition Error Rate</th>
<th>Elbow Recognition Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.00%</td>
<td>4.50%</td>
</tr>
<tr>
<td>2</td>
<td>6.00%</td>
<td>5.50%</td>
</tr>
<tr>
<td>3</td>
<td>5.33%</td>
<td>2.27%</td>
</tr>
<tr>
<td>4</td>
<td>4.50%</td>
<td>2.25%</td>
</tr>
<tr>
<td>5</td>
<td>5.40%</td>
<td>6.70%</td>
</tr>
</tbody>
</table>

Table 3. Elbow recognition rate test.

<table>
<thead>
<tr>
<th>Test Bone (Hand)</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>40 ms</td>
</tr>
<tr>
<td>2nd</td>
<td>45 ms</td>
</tr>
<tr>
<td>3rd</td>
<td>43 ms</td>
</tr>
<tr>
<td>4th</td>
<td>43 ms</td>
</tr>
<tr>
<td>5th</td>
<td>43 ms</td>
</tr>
</tbody>
</table>

Figure 6. Elbow and shoulder recognition test.

Figure 7. Testing process.
7. Conclusions

Through the tracking simulation of the movement of the human body by the motion recognition system, it will replace the work of high-risk, high-difficult and difficult working environment in the future. In the aspect of transportation, the human motion recognition and tracking system can replace the daily attendance command of the traffic police. The traffic work avoids all kinds of accidents that occur during the work of the traffic police, so that the traffic police can remotely direct traffic in the distance, improve work efficiency and reduce the burden on the traffic police. In addition, medical and health, industrial production and many other areas of production and life have a certain use value. In summary, human motion recognition and tracking system have great research value.

The system uses the Kinect visual image sensor to collect the bone data of the human body, and transforms the data into a control command of the steering gear, thereby completing the recognition of the motion and mapping it to the constructed 4-DOF manipulator platform. Indirectly the function of human-computer interaction realized.
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