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Abstract 
In the healthcare domain, protecting the electronic health record (EHR) is 
crucial for preserving the privacy of the patient. To help protect the sensitive 
data, access control mechanisms can be utilized to restrict access to only legi-
timate users. However, an issue arises when the authorized users abuse their 
access privileges and violate privacy preferences of the patients. While tradi-
tional access control schemes fall short of defending against the misbehavior 
of authorized users, risk-aware access control models can provide adaptable 
access to the system resources based on assessing the risk of an access request. 
When an access request is deemed risky, but within acceptable thresholds, risk 
mitigation strategies can be exploited to minimize the risk calculated. This 
paper proposes a risk-aware, privacy-preserving risk mitigation approach that 
can be utilized in the healthcare domain. The risk mitigation approach con-
trols the patient’s medical data that can be exposed to healthcare profession-
als, according to their trust level as well as the risk incurred of such data ex-
posure, by developing a novel Risk Measure formula. The developed Risk 
Measure is proven to manage the risk effectively. Furthermore, Risk Mitiga-
tion Data Disclosure algorithms, RIMIDI0 and RIMIDI1, which utilize the de-
veloped risk measures, are proposed. Experimental results show the feasibility 
and effectiveness of the proposed method in preserving the privacy prefe-
rences of the patient. Since the proposed approach exposes the patient’s data 
that are relevant to the undergoing medical procedure while preserving the 
privacy preferences, positive outcomes can be realized, which will ultimately 
bring forth quality healthcare services. 
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1. Introduction 

In the healthcare domain, Patients’ electronic health records (EHR) [1] contain 
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sensitive and detailed information regarding their health issues and diagnosis, 
such as their psychological and mental disorders, abortions, substance abuse and 
much more. The release or access of such private data by unauthorized entities, 
whether intentionally or accidentally, can pose serious consequences for those 
individuals; they could face social judgment and embarrassment, difficulties in 
getting employed as well as obtaining and maintaining insurance policies [2]. To 
help overcome such consequences, several legislations and regulation rules have 
been issued in efforts to maintain privacy and bring patients more control over 
their data such as the Health Insurance and Accountability Act, HIPAA, legisla-
tion [3]. Therefore, the privacy of such medical records has been an important 
issue and, thus, must be preserved and has been under intensive research [2]. 

To protect the privacy of the patients, several approaches can be employed. 
Privacy can be preserved using statistics, cryptography or by policy [4]. In pri-
vacy by statistics, anonymization techniques [5] can be utilized to hide the iden-
tity of the patients before the data is released to third parties. Privacy by crypto-
graphy [6] allows a patient’s data to be protected using security principles such 
as encryption mechanisms. Finally, privacy by policy [7] encompasses employ-
ing authentication and authorization rules and constraints that need to be en-
forced upon access to the health records to preserve the privacy. The techniques 
can be combined to deliver more robust outcomes as required by the application 
and system administrators [4]. 

While containing sensitive information, an EHR of an individual patient must 
be accessed by staff or healthcare professionals, such as doctors, to deliver an 
accurate diagnosis of the patient’s current condition based on her previously 
stored information such as her previously diagnosed record [2]. Evidently, deli-
vering such patient a viable diagnosis while preserving her privacy cannot be 
realized using anonymization techniques because anonymization involves con-
cealing a patient’s identity among various other patients and the data is meant to 
be released for analytical and scientific purposes [5]. In contrast, policy and 
cryptography mechanisms can be utilized for protecting the patient’s privacy 
since the access to the EHR is protected by authentication, authorization and 
encryption processes [6]. In effect, only authorized healthcare providers are al-
lowed access to carry out medical procedures. 

Several mechanisms can be utilized to protect the patient’s sensitive data. 
Access control (AC) is a major and well-known security technique utilized to 
limit or restrict access to specific data sets by controlling access rights and privi-
leges to resources [6]. There are several types of access control: discretionary 
access control (DAC) [8], mandatory access control (MAC) [6], role-based 
access control (RBAC) [9] and attribute-based access control (ABAC) [10]. 

Although access control acts as the first line of defense against illegitimate 
access, an issue arises when the authorized healthcare professionals abuse their 
access rights to a patient’s health records [11]. Such situation puts the sensitive 
data under increased risk of leakage or exposure as well as goes against the pri-
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vacy preferences of the patient. Traditional access control mechanisms fall short 
of defending against such types of misuse. Such scenario sets the stage for 
searching for a method to assess the risk associated with the access request to a 
particular resource. 

In efforts to assess the risk associated with a legitimate access request, several 
metrics can be employed. One of the legitimate measures is calculating the 
trustworthiness of a user requesting access. Trust can be used as a means to 
forecast a user’s behavior towards a resource by analyzing past behavior [12]. 
Consequently, the more a user behaves as predicted, the higher his trust degree 
and, thus, the lower the risk associated with his access request. Such metric can 
guard against malicious actions of authorized users as well as encourage good 
behavior towards the system’s resources [11]. 

Since trust values increase and decrease based on users’ past behavior, adding 
a risk assessment element to an access control scheme allows dynamicity and 
adaptability [13] as opposed to other traditional models. After an access request 
is assessed and considered risky but within a tolerable interval, risk mitigation 
strategies can be employed to lower the impact of the associated risk [14]. Sever-
al works proposed the incorporation of risk awareness into existing access con-
trol models, such as RBAC [15] and ABAC [13], while others have proposed 
risk-based access control as a new breed of access control techniques [16]. 

Due to their inherent features, Risk-aware access control models have been 
under research. Existing works in the literature can be divided broadly into two 
types of efforts: risk assessment and risk mitigation. In the former, risk assess-
ment investigated the ways to assess the riskiness of an access request before 
granting access to the resources [17]-[21]; namely, quantifying the risk. In the 
latter, efforts focused on approaches and strategies that bring down the risk that 
has already been assessed [23] [24] [25]. 

To mitigate the risk, several research efforts considered mitigation by impos-
ing a set of obligations [22] that the user needs to fulfill either before or after 
access is allowed [21]. Obligations are usually a set of rules that the user is ex-
pected to behave according to, and can be monitored by the system to evaluate 
the user’s actions towards the resource for future access requests. Alternatively, 
other studies focused on mitigating the risk by employing security methods such 
as increasing encryption measures or activating automatic alerts [23]. 

This research tackles the issue of preserving the privacy preferences of the pa-
tients by restricting access to their records using means of risk assessment me-
thods. More specifically, the research aims at proposing a novel risk mitigation 
approach by searching for a suitable set of patient’s relevant data objects that are 
safe to be exposed to the healthcare professional while maintaining privacy pre-
ferences when access in considered risky; of which ultimately can provide help-
ful insights in delivering quality healthcare services. Figure 1 shows a medical 
scenario for the proposed risk mitigation approach. 

As illustrated in Figure 1, when a doctor requests access to a patient’s health 
record, the risk mitigation approach needs to assess the riskiness of the access  
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Figure 1. A medical scenario for the proposed privacy preserving risk mitigation method. 

 
request. To assess the risk, the following steps are performed. In the beginning, 
the trust level of the doctor (1.a), the privacy preferences of the patient (1.b) and 
the relevance information from the Disease Relevance Matrix (1.c) are all ob-
tained. Such data is considered as an input for the risk mitigation approach (2), 
which operates and then decides the suitable set of the patient’s relevant data 
that can be exposed to the doctor (3) and which does not undermine the privacy 
preferences of the patient. The patient’s data are associated with sensitivity 
weights, which represent the privacy preferences regarding each data object. The 
sensitivity weights are mapped to numerical values scaled from [0, 1] such that 
for two data objects io  and jo , with the corresponding weights iw  and 

i jw w> , if i jw w>  then io  is considered as more sensitive than jo  and vice 
versa. These sensitivity weights are assumed to be supplied by the corresponding 
patients when they fill out the medical forms for their healthcare procedure and 
are entered into the system by the medical staff. 

The health problems can be assumed to be classified according to the ICD-11, 
which is the eleventh revision of medical classification for diseases and health 
problems devised by the World Health Organization (WHO) [26]. In this re-
gard, the various health issues can be arranged into groups, which contain fur-
ther classification into sub-groups. Each health issue is given a code that makes 
it distinguishable among other health problems. 

This research proposes and develops a novel privacy preserving risk mitiga-
tion approach for the healthcare domain. The risk mitigation method, based on 
access risk and data exposure, is highly valuable in situations where the revela-
tion of a subset of the patient’s relevant data can provide valuable insights in 
pursuing medical diagnoses while protecting the privacy preferences. As a result, 
the proposed approach is HIPAA compliant and dynamic, with risk-aware and 
privacy preserving properties. The main contributions of the research are as fol-
lows: 
• A novel risk mitigation approach for the healthcare domain that links data 
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exposure to the risk incurred of an access request based on privacy prefe-
rences. The approach can be utilized to augment and extend current access 
control schemes that already incorporate trust evaluation. 

• A Risk Measure formula that can calculate the risk associated with the expo-
sure of the patient’s data. 

• A Risk Mitigating Data Disclosure algorithm, RIMIDI, which realizes the 
Risk Measure formula. Accordingly, the set of data objects that can be safely 
exposed should have some relevance and correlation to the ongoing medical 
diagnosis. 

The remainder of this paper is organized as follows: Section 2 presents the re-
search background. Section 3 presents the related work regarding access control 
schemes that incorporate risk assessment and the mitigation approaches that can 
be applied to lower the risk incurred. Section 4 presents the proposed Risk Miti-
gation approach, which incorporates the derived and developed Risk Measure 
formula. The mathematical proof for the Risk Measures is presented as well as 
the Risk Mitigation Data Disclosure algorithm, RIMIDI that realizes the Risk 
Measure formula. Section 5 presents the implementation, experimental results 
and discussion. Finally, Section 6 concludes the research and suggests possible 
future directions. 

2. Background 

This part presents an overview of the background information, where some pre-
liminaries regarding privacy preferences are presented. Moreover, because the 
risk mitigation approach assumes the utilization of the Disease Relevance Matrix 
and trust evaluation, some background is presented for each assumption. 

Before the beginning of the derivation process in Section 4, several factors and 
issues need to be stated and handled. 

Issue 1: Privacy Preferences 
The main goal of this research is to propose a risk mitigation approach that 

can protect the patient’s private data while providing the health care provider 
the required access to their related health records to bring them quality health-
care services. More specifically, the research intends to provide a risk mitigation 
method that brings tailored results to each patient according to their privacy 
preferences. That is, for two patients, patient A and patient B, who have the 
same set of previously diagnosed and stored diseases, disease 1 2, , , no o o  and 
who are being treated by the same doctor of trust level t, the risk mitigation ap-
proach, utilizing the derived risk measure formula, will provide and reveal pa-
tient’s data based on the patients’ individual preferences. The reason is that each 
patient has assigned different privacy values to their diagnosed diseases. There-
fore, with the exception for the distinguished privacy preferences, the set of re-
vealed diseases will be different when all other variables are of equal values. Fig-
ure 2 illustrates such concept. 

To realize the previous outcome, the diagnosed diseases need to be associated 
with the patient’s privacy preferences, which are expressed as privacy weights. In  
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Figure 2. Two patients who have the same set of diagnosed disease objects, 
o1, o2, o3 and o4, and who are treated by the same doctor will have dif-
ferent privacy preferences and, hence, different data exposure. 

 
practice, the medical data for the patients does not include the privacy weights. 
Therefore, the privacy preferences must be simulated. The assumption is that 
when the patients come for a medical purpose, they supply their privacy prefe-
rence when they fill out the medical forms. 

The privacy preferences can be divided into categories, according to their se-
verity or impact, as advised by the NIST 800-60 publication [27] to low, mod-
erate and high. That is, the higher the privacy preference value, the more sensi-
tive the data, and hence, the more severe the impact of exposure. 

Each category is mapped to a numerical value indicating its sensitivity. That 
is, for two data objects io  and jo  having an associated privacy weights of iw  
and jw , respectively, if i jw w>  then the conclusion is that io  is more sensi-
tive than jo  and vice versa. The privacy weights can be realized using the for-
mula: 

privf P O R= × →                         (1) 

where privf  is a function that generates a discrete real number, between [ ]0,1  
such as { } { }0.1 , 0.2 ,  and so forth, representing the privacy weight value of 
object iO  by patient p. In this research, the assumption is that privacy weights 
are supplied as discrete real numbers ranging from [ ]0,1  where 0 indicates no 
privacy preference and 1 indicates maximum preference. 

Issue 2: Compliance with the Privacy Rule of HIPAA 
HIPAA privacy rule contains regulations and rules that must be followed to 

preserve the privacy of the patient’s health records. To comply with HIPAA 
rules, the medical data of the patient, that can be revealed to medical profession-
als without obtaining a patient’s consent, must be relevant and related to the 
current medical procedure such that it is beneficial for advancing the treatment 
efforts. For example, it is well established in the literature of medicine that there 
exists some correlation, or relevance, between heart disease and high blood 
pressure [28]. On the contrary, there is no established link between heart disease 
and some other disease. To realize this objective, relevance information between 
the different diseases needs to be acquired; which is the primary objective of the 
assumption of the Disease Relevance Matrix (DRM). The Disease Relevance 
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Matrix is utilized to serve two main purposes. First, since it includes relevance 
information regarding the different diseases, the DRM helps in achieving 
HIPAA compliance. That is because the risk mitigation approach will consult 
the DRM before further evaluating the set of returned patient relevant diseases 
for the risk associated with data combinations. Second, the DRM greatly reduces 
the searching space for our proposed algorithm the Risk Mitigating Data Dis-
closure (RIMIDI) algorithm. 

This research assumes that the relevrform the correlational analysis. As pro-
posed in [29], the relevance of the meant information has been calculated and 
stored in the DRM. Nonetheless, one effective method of calculating relevance 
information between the diseases is to pedical data is found by analyzing the 
correlation incurred of the different records. That is, the probability for a disease 
to have some significant relevance to another disease is computed by analyzing 
the requesting behavior of the doctors in the system concerning some medical 
record. For instance, for a medical record of type t belonging to a patient u, the 
doctor issues an access request to that record of which contains some access 
purpose p. Therefore, if there are multiple requests of multiple doctors to access 
medical records of type it  to serve some purpose jp , then it is concluded that 
there exists some correlational degree between the two. In this regard, relevance 
information can be captured and stored in the Disease Relevance Matrix and 
updated periodically. 

( )
1, if , correlated

,
0, if , not correlated

i j
i j

i j

o d
DRM o d

o d
= 


            (2) 

For simplification purposes, the DRM will assume that, for two diseases, a re-
levance value of 1 indicates an existing link between the diseases; otherwise, if it 
is equal to zero, then it indicates that there is no relevance or link between the 
diseases. Table 1 illustrates the DRM. 

Issue 3: Trust Evaluation 
In efforts to assess the riskiness of an access request, trust calculation can be 

employed. Trust of an entity requesting access can be defined as analyzing past 
behavioral patterns with regards to system resources for evaluating future access 
requests [12]. Nevertheless, several methods can be used to assess the trustwor-
thiness of an entity. One intuitive, but static, trust evaluation is by issuing secu-
rity clearances for the users by the system administrators [17]. Furthermore, 
when an entity issues request access to system resources, several parameters can 
be evaluated to calculate the trust level. For example, the trust level of a user re-
questing access from outside the hospital can be evaluated against the security 
level of the network connection, security clearances of the user, the time of 
which the access has been requested and so forth [13]. Moreover, recommender 
systems can be used for recommending trust levels for users; especially when the 
users are not known to the hospital’s system a priori but the organization to 
whom they belong has some collaborations with the hospital that uses the re-
commender system [30]. 
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Table 1. Disease Relevance Matrix: every disease (D) has correlation information with the 
set of other diseases. If correlation value = 1 then there is some relevance to the two in-
tersecting diseases; otherwise, they are not correlated. 

 D1 D2 D3 D4 D5 D6 i 

D1 0 1 1 0 1 0 … 

D2 1 0 1 0 0 1 … 

D3 1 1 0 1 1 1 … 

D4 0 0 1 0 0 0 … 

… … … … … … … … 

3. Literature Review 

Several efforts have been conducted to extend access control models with risk 
measures to achieve the related objectives. After risky access is deemed tolerable, 
some works propose applying risk mitigation approaches to lower the impact of 
the calculated risk further. Furthermore, some works propose applying 
risk-aware access control in specific domains such as healthcare. 

3.1. Risk-Aware Access Control Models 

Risk-aware access control models (RAAC) [31] are considered as new types of 
access control which incorporate risk assessment functions into making the 
access decision. RAAC facilitate the data sharing securely in highly dynamic en-
vironments. In a risk-aware access control paradigm, two steps are required to 
make an access decision. First, risk assessment is carried out to estimate the risk 
incurred if access is granted. Second, based on the outcome of risk assessment, 
when a risky request is considered within acceptable thresholds, risk mitigation 
strategies can be employed to lower the risk. Risk mitigation approaches are ob-
ligatory actions [22] that need to be fulfilled and automatically monitored to as-
sess risk and establish the notion of trust. 

The United States National Institute of Standards and Technology (NIST) has 
defined risk-aware access control based on the proposal in [32]. It includes the 
system model for assessing risk by incorporating operational need, situational 
factors and risk measures. Based on the previous work, a risk-adaptive 
attribute-based access control model (RadAC) has been proposed in [13]. The 
main contribution is a definition of a conceptual risk model that incorporates 
risk calculation based on different attributes of subjects, object and environ-
mental elements such as attributes of connections, session and so on. The risk 
assessment function was not specified and was left up to administrators. 

A model has been proposed in [18]. It measures the risk associated with an 
access request using several parameters; trustworthiness of the subject request-
ing access, the cost incurred of granting such access to the object and the securi-
ty policies defined within the access control model. While providing risk analysis 
to the various consequences, the model is deemed static since trust scores have 
no means to be updated to reflect the risk adaptability of RAAC. 
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Moreover, a benefit and risk-based access control model (BARAC) is pro-
posed where vectors of benefit and risk are constructed for each system transac-
tion [33]. Furthermore, a special graph is constructed based on the configura-
tion. When a transaction is issued, the system computes the risk and benefit in-
curred by such action. If the overall system benefit outweighs the risk, the trans-
action is carried out. However, the system is also deemed static and updating 
leads to various problems, as explained by [34]. 

In another work, a fuzzy multiple level security model that incorporates quan-
tified risk assessment in enforcing access control has been proposed in [17]. In 
their work, the subjects are associated with clearance levels and the objects are 
associated with sensitivity levels. An access request is assessed using the differ-
ence of the clearance level of the subject requesting access and the sensitivity 
level of the object. If the difference is large, the risk is high and vice versa. The 
authors utilized the widely accepted definition of risk assessment as defined by 
NIST [29] of which calculates risk as the likelihood of an event multiplied by the 
possible impact. Similarly, [19] have utilized fuzzy inference techniques to cal-
culate risk values for enforcing access control. The risk is calculated primarily 
based on the sensitivity of the object and secondarily by the security clearances 
of the subjects. In their work, they show that fuzzy inference can be a good ap-
proach to estimating risk. However, both works do not consider the past beha-
vior of subjects in calculating the risk. 

To overcome the limitations associated with the previous multiple level secu-
rity models [17], a trust and risk access control model (TRAAC) [21] has been 
devised. The access control model calculates the trust and maps the incurred risk 
to dynamic risk mitigating intervals, which are also mapped to corresponding 
obligations, of which a user is expected to comply with. 

In efforts to quantify risk in the medical field, a risk assessment model has 
been presented in [11] where the trust of the users requiring access is considered 
and updated. The work is based on the principle of “Need to Know” such that a 
doctor requesting access to a patient’s information is considered as a low-risk 
request if the data needed is relevant to the doctor’s job. The model requires a 
relevance function of which the authors explicitly stated that its true shape is 
unknown or defined yet. While promising, determination of relevance of an 
access request is a difficult task and machine learning techniques can be em-
ployed to mine for relevance patterns as shown in their extended work in [27]. 
However, the main contribution to the later work is to assist patients in making 
consent decisions to comply with one of the HIPAA privacy rules and no miti-
gation strategies have been devised. 

To augment the existing access control schemes with risk awareness, dynamic 
Risk-based decision methods which add trust value and risk value to access con-
trol decision point such that it becomes dynamic with the ‘history of use’ rec-
orded for each user is proposed in [20]. When access is granted, the formula is 
consulted to add reward or penalty points to the user which will further assess in 
making future access decisions. To make the system more rational and quickly 
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adjust to access evaluations, the Exponential Weighted Moving Average EWMA 
[35] has been utilized. However, the work does not specify what the system does 
after granting or denying access and no risk mitigation strategies are proposed. 
Similarly, the work in [36] has considered amplifying the current access control 
scheme, the RBAC model in the cloud, with trust calculation which helps the 
data owners in deciding the stored data of which will ultimately reduce the risk 
incurred of legitimate access. In another study, authors in [37] assessed the risk 
associated with outsourcing the data to be stored in the cloud using two risk 
factors: the sensitivity of the data to be outsourced and the degree of how trans-
parent is the privacy control of the cloud service provider. In both works, risk 
mitigation strategies have not been employed. 

Moreover, risk management principals to security have been utilized in [38] to 
develop risk assessment framework. The developed formulae to quantify risk 
based on the equation by NIST, which defines Risk as the likelihood multiplied 
by the Impact, is devised in three different ways. In the first, the primary weight 
is defined by the subject trustworthiness. In the second, it is defined by the ob-
ject sensitivity. In the third, it is defined by computing the difference between 
the previous two. Later, based on NIST definitions, actions were mapped to im-
pact descriptions. While their work is intuitive, they demonstrated how impor-
tant it is to make observations and derive equations from them. Their work has 
some limitations; it does not address the insider attack. Also, beyond calculating 
impact, nothing is proposed to lower or mitigate the risk calculated. 

Moreover, auto-delegation in access control schemes has been proposed by 
[39] and further investigated and extended by [40]. In an auto-delegation sys-
tem, the features of delegation approaches and the “break-the-glass” emergency 
based approaches are combined such that the limitations of each approach are 
minimized and the flexibility of the access control system is improved. An au-
to-delegation framework based on the risk associated with a user’s availability is 
proposed and presented in [40]. In the framework, each user is associated with a 
probability of their availability such that in critical situations, the system can 
delegate access rights to the most qualified available user. A use case in the 
healthcare domain is presented, however, no implementation has been con-
ducted. 

3.2. Risk Mitigation for Access Control Models 

Risk mitigation [29] approaches can be employed to lower the risk indicated by 
an access request. Several works have proposed different approaches to mitigate 
the risk. Obligations [21] [22], which are user actions that need to be fulfilled 
and monitored by the system, are considered as a type of risk mitigation strate-
gies. An example of an obligation is by allowing access to a system resource pro-
vided that the user will be obligated to use the resource in a fair manner, such as 
complying with the average download rate [16]. The system monitors and logs 
the user’s actions to be evaluated in future access requests. Others considered 
lowering the risk by employing dynamic countermeasures such as increasing the 
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security measures to bring back risk to acceptable levels [23]. An evolu-
tion-based genetic algorithm is devised to help lower the risk incurred from the 
access request by manipulating the security metrics that the organization em-
ploys. Effectively, when a request is deemed as risky, mitigation involves devis-
ing a security countermeasure such as increasing the length of the encryption 
key or notifying the system’s administrator of potentially risky behavior. 

Moreover, anonymization techniques have also been utilized as a risk mitiga-
tion strategy to lower the risk associated with data release. In [25], anonymiza-
tion using k-anonymity measure is used to mitigate the risk associated with data 
disclosure. In their model, the access control is enhanced with risk assessment 
such that the risk that can be incurred from querying a dataset is calculated and, 
then, lowered via returning anonymized data; which ultimately protects privacy. 
Similarly, the risk of re-identifying data owners is estimated and mitigated using 
several anonymization techniques; namely, k-anonymity, l-diversity, t-closeness 
and δ-presence, to find the best risk-mitigating solution for preserving the pri-
vacy of the patients [24]. However, while anonymization methods can be benefi-
cial in preserving patients’ privacy by hiding their identities among many other 
patients’ data, they cannot be used to help assist in providing tailored medical 
service for a specific patient as already argued. 

It is worth mentioning that some works have considered finding the mini-
mum set of user data, encompassed in user credentials to be exchanged with a 
communicating server [41] prior to be granted access or as the required personal 
data usually collected in exchange for providing a service such as bank loan, for 
the ultimate goal of complying with the Limited Data Collection principle [42]. 
However, a good inspection of the research studies shows remarkable and dis-
tinguishable differences from the one conducted in this research. Mainly, the 
works above try to find the minimum set of data that can be used to provide the 
sufficiently enough information for a potential communicating party by utilizing 
graph theory and constraint satisfaction problem, respectively. In contrast, the 
proposed approach in this research tries to find the set of a patient’s relevant da-
ta, which can be accessible by a doctor, based on developing a novel risk measure 
formula that assesses the riskiness of candidate combinations of data. The prob-
lem definitions are different, this research considers the patient’s data objects as 
the variables that are already assigned with privacy values, unlike the other ef-
forts that exhaustively search and explore combinations of variables, which can 
be assigned, to any value in a pre-defined domain. Moreover, in [41], the prob-
lem is to find the minimum set of credentials before allowing access to the sys-
tem’s resource. On the contrary, the proposed approach in this research is con-
cerned with finding the set of exposable data after a user is authorized into the 
main system. In both mentioned works, the objective is not proposing a risk mi-
tigation approach for access control systems. 

On the contrary, the proposed approach in this research is concerned with 
finding the set of exposable data after a user is authorized into the main system. 
In both mentioned works, the objective is not proposing a risk mitigation ap-
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proach for access control systems. In distinction, this research is a risk mitiga-
tion method for access control systems, of which is adaptable to the varying trust 
level of the doctors and is HIPAA compliant, making it a viable solution for 
preserving patient’s privacy in the healthcare domain. 

4. The Risk-Aware Privacy Preserving Risk Mitigation  
Approach 

“Risk” is a terminology that can be defined in different ways depending on the 
context of which it is used in. Nevertheless, the term is used when there is some 
degree of uncertainty regarding an outcome [43]. In the field of Probability and 
Statistics, the concept of risk is used to indicate the result surrounding an ex-
pected value. In this section, the Risk Measure formula, which computes the risk 
incurred upon revealing the patient’s private data, is derived. Furthermore, the 
proposed model is mathematically proven for preserving the privacy of the pa-
tient by restricting the exposure of the private data. Finally, RIMIDI algorithm 
that utilizes the developed Risk Measure formula is presented. 

4.1. Risk Measure Formula Derivation 

In this section, the objective is to derive a Risk Measure formula that will achieve 
the intended goal of preserving the privacy of the patients’ medical records, 
which is HIPAA compliant, and while providing them with quality healthcare 
services. As a result, two formulas will be derived. The generated formulas are 
then tested with hypothetical examples to assess them. Later, one formula will be 
nominated and recommended based on the assessment results of the formulas. 
As previously mentioned, the objective of this research is to find the suitable set 
of patient’s data that can be safely exposed to the healthcare professional, ac-
cording to HIPAA privacy rule, without undermining their privacy preferences. 

To choose the relevant data, the utilization of the Disease Relevance Matrix is 
proposed. Furthermore, the patient privacy preferences are weights supplied 
upon filling out the medical forms. As a result, for a set of patient’s diseases that 
have already been diagnosed and stored in the system, the assumption is that 
there is a corresponding privacy weight. 

The direct approach is to analyze the dataset to facilitate the assumption of the 
suitable type of distribution. That is because the distribution helps in recogniz-
ing patterns in the dataset that can be, later, utilized for understanding the cen-
tral tendency and dispersion of the data [44] as well as projecting or predicting 
the future data trends. However, in the situation at hand, the patient’s data are 
disease objects that are associated with sensitivity weights identifying their risk 
of exposure. Unlike the data objects of diagnosed diseases, the associated privacy 
preferences are not available in a real-world scenario. Therefore, we are entitled 
to assume the distribution of the patient’s data. Nonetheless, to facilitate the 
formula derivation process, let us consider the following hypothetical example. 
Patient p has been diagnosed with four different health issues, 1 2 3, ,o o o  and 
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4o . For each health problem, the patient declares his privacy preference weights, 
which are shown in Table 2. 

The Distribution Assumption: 
First, the data objects are assumed to be independent and have discrete sensi-

tivity values. That is, the set of relevant diseases that have been returned from 
the DRM have discrete sensitivity weights. Therefore, the distribution that needs 
to be assumed should be of the discrete variable distributions [44]. Furthermore, 
for individual diseases, the probability is assumed as equally likely. That is, the 
likelihood of occurrence for any disease is the same among all other diseases. For 
example, the likelihood of 1o  or 3o  is the same; they each have a probability 
of 1/4. That is because the total number of relevant disease objects, which de-
notes the range of the space of the random variable, is equal to 4. 

Based on the previous assumptions about the data, the distribution that fits 
the description is, therefore, the discrete variable empirical distribution [44]. 
Under this type, for a random variable X that has a space of n independent values,  

such that its range is { }1 2, , , nx x x , the probability for each instance is 1
n

;  

which means that the probability for each instance is equally likely. Therefore, 
the probability mass function of the discrete empirical distribution is 

( ) 1f x
n

= , for all x’s                      (3) 

Furthermore, since the order of the data is not relevant in a combination in-
stance, the number of combinations generated for n data objects where r objects 
are taken at a time can be obtained using the following equation [44]: 

( )
!

! !
n
r

n nC
r n r r

 
= =  − 

                         (4) 

Assuming the distribution of the data facilitates finding and calculating de-
scriptive statistics, of which can help in understanding features about the data 
and, thus, building the model. 

Going back to the hypothetical example, and after assuming the empirical dis-
tribution, the statistics of the data can now be calculated to be utilized in the 
Risk Measure formula. One way to assist in calculating the Risk Measure is to 
find the mean value of the sensitivity weights. That is, for the n data objects, the 
average is 

1

n
ii

w
n

µ == ∑                            (5) 

where iw  denotes the weight of disease 𝑜𝑜𝑖𝑖 . 1

n
ii

w
=∑  denotes the sum of the 

weights for the n diseases. Table 3 calculates the mean value for the set of sensi-
tivity weights. However, for a combination of m data objects, the average is 

( )1

m
ii

w mµ
=

= ∑ ,where iw  denotes the weight of disease io . And 
1

m
ii

w
=∑  

denotes the sum of the weights for the m diseases. Table 4 demonstrates the 
mean value for the data in a combination. 
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Table 2. The set of diseases and the associated privacy weights for patient p. 

Disease Privacy Weight 

o1 0.3 

o2 0.1 

o3 0.9 

o4 0.5 

 
Table 3. The set of diseases, the associated privacy weights and the mean for patient p. 

Diseases Weight 

o1 0.3 

o2 0.1 

o3 0.9 

o4 0.5 

Mean 0.45 

 
Table 4. The set of diseases, the associated privacy weights, and the mean for all data 
combinations. 

Diseases Weight Mean 

o1 0.3 0.3(0.3/1) 

o2 0.1 0.1 

o3 0.9 0.9 

o4 0.5 0.5 

o1, o2 0.3, 0.1 0.2((0.1 + 0.3)/2) 

o1, o3 0.3, 0.9 0.6 

o1, o4 0.3, 0.5 0.4 

o2, o3 0.1, 0.9 0.5 

o2, o4 0.1, 0.5 0.3 

o3, o4 0.9, 0.5 0.7 

o1, o2, o3 0.3, 0.1, 0.9 0.43((0.3 + 0.1 + 0.9)/3) 

o1, o2, o4 0.3, 0.1, 0.5 0.3 

o1, o3, o4 0.3, 0.9, 0.5 0.57 

o2, o3, o4 0.1, 0.9, 0.5 0.5 

o1, o2, o3, o4 0.3, 0.2, 0.9, 0.5 0.45((0.3 + 0.2 + 0.9 + 0.5)/4) 

 
By analyzing Table 4, a serious flaw can be noticed for combination 

{ }1 2 3, ,o o o . For this particular combination, the patient has placed a very high 
privacy value for 3o . However, the averaging method has decreased its severity, 
thus, undermining its risk. Clearly, the average method does not capture the true 
distance between the different data weights. That is, for that same combination, 
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there is a significant distance between disease weights 0.9 and 0.1 for example, 
yet, the averaging method lowered the sensitivity for the disease 3o  of weight 
0.9. 

To avoid such underestimation, the maximum weight of a combination can be 
nominated to represent the sensitivity threshold of the corresponding combina-
tion. Applying this to the example earlier yields the results shown in Table 5. 

As illustrated in Table 5, the most sensitive disease objects have not been un-
derestimated as with the averaging method. However, while choosing the max-
imum weight prevented underestimation of a data combination, there is still no 
intuition about how the data is dispersed and spread. That is where the variance 
and standard deviation can be utilized to provide information regarding the va-
riability, or riskiness, of the data [43] [44]. Since the data is assumed to follow 
the empirical distribution, the variance ( 2σ ), the standard deviation (σ) and the 
mean (μ), for the n data objects, can be obtained as follows, 

2 2 21
x D

w
n

σ µ
∈

= −∑                         (6) 

2σ σ=                            (7) 

0

n
ii

w
n

µ == ∑                           (8) 

where iw  denotes the weight of disease io . 
1

n
ii

w
=∑  denotes the sum of the 

weights for the n diseases, 2σ  denotes the variance, σ denotes the standard 
deviation and μ denotes the mean. Consequently, the calculated variance and 
standard deviation for the weights of n diseases would be as in Table 6. Also, the  
 
Table 5. Choosing the maximum weight inside a combination to represent the weight of 
that combination. 

Diseases Weight Mean Max 

o1 0.3 0.30 0.3 

o2 0.1 0.10 0.1 

o3 0.9 0.90 0.9 

o4 0.5 0.50 0.5 

o1, o2 0.3, 0.1 0.20 0.3 

o1, o3 0.3, 0.9 0.60 0.9 

o1, o4 0.3, 0.5 0.40 0.5 

o2, o3 0.1, 0.9 0.50 0.9 

o2, o4 0.1, 0.5 0.30 0.5 

o3, o4 0.9, 0.5 0.70 0.9 

o1, o2, o3 0.3, 0.1, 0.9 0.43 0.9 

o1, o2, o4 0.3, 0.1, 0.5 0.30 0.5 

o1, o3, o4 0.3, 0.9, 0.5 0.57 0.9 

o2, o3, o4 0.1, 0.9, 0.5 0.50 0.9 

o1, o2, o3, o4 0.3, 0.2, 0.9, 0.5 0.45 0.9 
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Table 6. Calculations for the mean, the variance, and the standard deviation. 

Diseases Weight 

o1 0.3 

o2 0.1 

o3 0.9 

o4 0.5 

μ 0.45 

σ2 0.09 

σ 0.3 

 
standard deviation can be utilized to capture the average distance, or the average 
deviation, from the mean value of the maximum values. As stated earlier, and 
according to (4), we assume that the data objects will have a total of 15 combina-
tions. Based on the number of objects in each combination, the combinations 
are divided into bands containing the combination instances of the same length. 

Therefore, the band contains m instances of the same number of objects. Ta-
ble 7 illustrates the different bands generated. 

As stated earlier, the distance between the objects’ weights needs to be ad-
dressed. That is where the standard deviation can be utilized. For the patient’s 
data, the calculation of the standard deviation can provide some intuition about 
the distance, or variability, between the objects. Let us consider calculating the 
standard deviation of the whole data objects. 

That is 0.3σ = . Therefore, Risk of combination X = MAX wi + the standard 
deviation. 

When applying the formula to the dataset, the data as in Table 8 is obtained. 
However, under this approach, the calculated standard deviation is fixed for all 
the different bands. In effect, the riskiness of diseases within each band is not 
addressed since several objects having high weights can be combined in one 
combination instance but charged the same standard deviation. Therefore, a 
more reliable approach is to calculate a separate standard deviation for each 
band for the maximum weights for the instances therein. In this way, the stan-
dard deviation is directly affected with the data inside this band. 

Calculating a separate standard deviation for each band requires assuming a 
separate distribution for that band. In other words, since preferences of data 
combinations cannot be specified by the patient, because it is unrealistic and 
impractical, we assume that each instance in a band is equally likely to occur. 
That is, if the number of instances, i.e. same length combinations, in a band is  

equal to m, then each instance has a probability of 1
m

. Therefore, the empirical  

distribution is, once again, applied in order to calculate the standard deviation. 
In effect, the calculation of a separate standard deviation for each band captures 
a more reliable deviation between data objects in that band. 
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Table 7. The resulting combinations for the data objects can be arranged into bands 
based on the number of objects in that combination. 

Diseases Band 

o1 

1 
o2 

o3 

o4 

o1, o2 

2 

o1, o3 

o1, o4 

o2, o3 

o2, o4 

o3, o4 

o1, o2, o3 

3 
o1, o2, o4 

o1, o3, o4 

o2, o3, o4 

o1, o2, o3, o4 4 

 
Table 8. The Risk of a data combination is denoted by calculating the MAX weight + the 
Standard deviation of the whole data objects. 

Diseases Weight Mean Max Max + SD (0.3) 

o1 0.3 0.3 0.3 0.60 

o2 0.1 0.1 0.1 0.40 

o3 0.9 0.9 0.9 1.20 

o4 0.5 0.5 0.5 0.80 

o1, o2 0.3, 0.1 0.2 0.3 0.60 

o1, o3 0.3, 0.9 0.6 0.9 1.20 

o1, o4 0.3, 0.5 0.4 0.5 0.80 

o2, o3 0.1, 0.9 0.5 0.9 1.20 

o2, o4 0.1, 0.5 0.3 0.5 0.80 

o3, o4 0.9, 0.5 0.7 0.9 1.20 

o1, o2, o3 0.3, 0.1, 0.9 0.433333 0.9 1.20 

o1, o2, o4 0.3, 0.1, 0.5 0.3 0.5 0.80 

o1, o3, o4 0.3, 0.9, 0.5 0.566667 0.9 1.20 

o2, o3, o4 0.1, 0.9, 0.5 0.5 0.9 1.20 

o1, o2, o3, o4 0.3,0.2,0.9,0.5 0.45 0.9 1.20 
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Considering the above discussion, the following section starts the derivation 
process for the Risk Measure formula, which is utilized in the proposed model. 

The Risk Measure 1 Formula: 
Based on the discussion of the previous section, the Risk Measure formula is 

now developed. 
Let 1 2, , , no o o  denote the set of relevant disease objects for patient p. iw  

denotes the privacy preference weight of the corresponding io . Find all disease 
combinations. An instance is a data combination. For example, the combina-
tions { }1 2 3, ,o o o  and { }3o  are two different instances. 

A band is a collection of all instances where the number of objects in each in-
stance is equal. That is, the size of the instances in one band is equal. For exam-
ple, band3 denotes the set of all instances containing 3 disease objects such as 
{ }1 2 3, ,o o o , { }1 2 4, ,o o o , { }2 3 4, ,o o o ,   and so forth. 

Calculate the standard deviation, SD, for all the data 1 2 3, , , , no o o o , using (7) 
as well as the maximum weight, iw , for each instance. 

For every instance, the selected iw  is the highest iw  of any io  in that in-
stance, and the Unadjusted Risk Measure formula is defined as follows: 

0ui iMAX w SDρ = +                         (9) 

where 
0uiρ  is the Unadjusted Risk Measure. iMAX w  is the maximum weight 

for each instance i. SD is the standard deviation for all individual objects. 
However, the calculated Risk Measure will produce a value that is higher than 

one. Since the trust level of the doctor is assumed to be in the range [ ]0,1 , the 
Risk Measure value cannot be checked against the trust level value. To overcome 
the issue, a loading factor, α, is introduced to ensure that any computed Risk 
Measure value is never higher than 1. The loading factor is added to the standard 
deviation as follows 

0ai iMAX w SDρ α= + ∗                       (10) 

We need to find α that ensures the risk measure calculated does not exceed 1 
That is, 

0
1uiρ ≤

 
However, the Unadjusted Risk Measure is not always less than one. Therefore, 

the highest value of Unadjusted Risk Measure must be selected if it is less than or 
equal to one. Otherwise, the selected value is 1: 

( )( )0
,1uiMin MAX ρ  

( )( )0
,1ui iMin MAX MAX w SDρ α= + ∗  

iMax w  will be the corresponding iMax w  for ( )0uiMAX ρ , therefore, 

( )( )0
,1)ui iMin MAX Corrsponding Max w SDρ α= + ∗  

Solving for α, the loading factor is as follows 

( )( )0
,1

, 0
ui iMin MAX Corrsponding Max w

SD
SD

ρ
α

−
= ≠     (11) 
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Therefore, for every combination instance, the Adjusted Risk Measure formu-
la is defined as follows; the incurred Risk is the highest privacy weight of that in-
stance plus the multiplication of the standard deviation, of all individual weights, 
by the loading factor α, and can be expressed as follows: 

0ai iMAX w SDρ α= + ∗                      (10) 

where 
0aiρ  is the Adjusted Risk Measure. iMAX w  is the maximum weight 

for each instance i. SD is the standard deviation for all individual objects. α is the 
loading factor and is defined as in (11). 

As mentioned previously, ( )( )0
,1uiMin MAX ρ  ensures that the output of the 

formula will be less than or equal to 1. That is, if ( )0
1uiMAX ρ > , then select 

( )0
1uiMAX ρ = . Furthermore, in the case where ( )0 1uiMAX ρ > , then 

iCorresponding Max w  would be the highest imax w  among all the instances. 
In other words, the formula first looks up the computed Unadjusted Risk Meas-
ure values, 

0uiρ , for all combination instances. If the maximum value found is 
less than 1, then take that value as well as the maximum weight that represents 
that combination. Otherwise, if the Unadjusted Risk Measure found is greater 
than 1, then set 

0uiρ  to 1 and select the maximum weight value among all gen-
erated instances. 

Finally, two minor issues must be resolved. First, in the situation where the 
Adjusted Risk Measure is equal for more than one instance, then the instance 
with the highest number of diseases is selected. The reason for this is that, since 
the DRM is assumed to return the data objects that have some relevance to the 
ongoing medical treatment, regardless of the degree of relevance, the objective, 
therefore, is to provide the doctor with the maximum number of data to that can 
assist in making a better medical decision, which ultimately benefits the patient. 
Second, in case there are several instances, of the same length, whose Risk 
Measures are equal, then the selected data would be the one with the lower mean 
for its diseases within that instance. The intuition behind this is that, for some 
combinations, having the same length and the same Risk Measure, one could ar-
bitrarily select any combination as the solution. However, the privacy of the pa-
tient could be violated. That is, even if two combinations have been evaluated to 
have the same Risk value, one combination could be riskier than the other. That 
is, since each combination is represented by its highest sensitivity weight, two 
combinations could evaluate to the same Risk value. In effect, one would make a 
closer inspection of the data comprising that combination; the data inside could 
have very high weights. Therefore, calculating the mean value of the data inside 
the combination can reveal how risky this combination can be. When evaluating 
two combinations, selecting the one with the smaller mean value helps in pro-
tecting the privacy preferences of the patient. 

Proposition 1: the patient preferences are protected using Risk Measure 1. 
Proof: 
Doctor trust value, t, ranges from zero to one 

0 1t≤ ≤  
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And Risk Measure 1, 
0aiρ , ranges from zero to one 

0
0 1aiρ≤ ≤

 
The risk measure will reveal only the data that has a risk value that is equal to 

or below the doctor trust, t, therefore, 

0
0 1ai tρ≤ ≤ ≤

 
According to (10): 

0 1iMAX w SD tα≤ + ∗ ≤ ≤  
Since α and SD are positive integers, the last equation can be written as 

0 1iMAX w t≤ ≤ ≤  

iMAX w t≤  

iMax w  represents the highest preference weight that is selected by the pa-
tient, ( )1 2 3, , , ,, ,i nMax w w w w w  . Therefore, Risk Measure 1 ensures that the 
exposed data is as per preferred by the patient.                          □ 

A closer inspection of Risk Measure 1 formula can reveal some issues. The 
loading factor, α, denoted by (11), yields a fixed risk load. For example, if 

0.5α = , then this value is added to all of the calculated risk values. That is, the 
loading factor α is static and not dynamic, which leads to the next formula im-
provements. Furthermore, under this approach, the calculated standard devia-
tion is fixed for all different bands of instances. That is, the riskiness of diseases 
within each band is not addressed since several high weights can be combined in 
one instance but charged the same standard deviation. Therefore, a more reliable 
approach is to calculate a separate standard deviation for every band for the max 
weights for the instances. In this way, the standard deviation is directly affected 
with the data inside this band. 

The Risk Measure 2 Formula: 
Let 1 2, , , no o o  denote the set of relevant disease objects for patient p. iw  

denotes the privacy preference weight of the corresponding io . Find all disease 
combinations. Also, as stated earlier, an instance is a data combination and a 
band is a collection of all instances where the number of objects in each instance 
is equal. That is, the size of the instances in one band is equal. In this formula, 
the assumption is that, in each band, the maximum weights representing each 
instance follow one distribution which is the empirical distribution. Therefore, a 
separate standard deviation, iSD , will be calculated for each iband . 

The number of possible combinations generated from n values, taken r values 
at a time can be found by (4). For every instance, the selected iw  is the highest 

iw  of any io  in that Instance. The Unadjusted Risk Measure formula is de-
fined as follows: 

1ui i iMAX w SDρ = +                          (12) 

where 
1uiρ  is the Unadjusted Risk Measure. iMAX w  is the maximum weight 

for each instance. iSD  is the standard deviation of the maximum weights 
representing the instances in iband . 
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One would notice that, for nband , which includes one instance comprised of 
all n diseases, the standard deviation is equal to zero. To solve this issue, such 
band will assume the standard deviation of the immediately lower band, i.e. 

1nband − . Generally, if mband  has a zero standard deviation, it will assume the 
standard deviation of the following lower band, i.e. the standard deviation of 

1mband − . 
However, as in Risk Measure 1, the calculated Risk Measure will produce a 

value that is higher than one. Since the trust level of the doctor is assumed to be 
in the range [0, 1], the Risk Measure value cannot be checked against the trust 
level value. To overcome the issue, a loading factor is introduced to ensure that 
any computed Risk Measure value is never higher than 1. 

Therefore, to ensure that the risk measure does not exceed 1, a loading factor, 

iπ , for each band i is introduced and is added to the standard deviation as fol-
lows 

1ai i i iMAX w SDρ π+ ∗=                     (13) 

We need to find iπ  that ensures the risk measure does not exceed 1. There-
fore, 

1
1uiρ ≤  

However, when computed, the Unadjusted Risk Measure does not always 
yield a value less than or equal to 1. Therefore, the highest value of Unadjusted 
Risk Measure must be selected if it is less than or equal to one. Otherwise, the 
selected value is 1: 

( )( )1
,1uiMin MAX ρ  

( )( )1
,1ui i i iMin MAX MAX w SDρ π= ∗+  

iMax w  will the corresponding iMax w  for ( )1uiMAX ρ , therefore, 

( )( )1
,1ui i i iMin MAX Corrsponding Max w SDρ π= + ∗  

Solving for iπ , the loading factor is as follows 

( )( )1
,1

, 0
ui i

i i
i

Min MAX Corrsponding Max w
SD

SD

ρ
π

−
= ≠        (14) 

Therefore, for every combination instance, the Adjusted Risk Measure formu-
la is defined as follows; the incurred Risk is the highest privacy weight of that in-
stance plus the multiplication of the standard deviation, of all instances in that 
band, by the loading factor iπ , and can be expressed as follows: 

1ai i i iMAX w SDρ π+ ∗=                     (13) 

where 
1aiρ  is the Adjusted Risk Measure. iMAX w  is the maximum weight for 

each instance. iSD  is the standard deviation of the maximum weights 
representing the instances in iband . iπ  is the loading factor for each band and 
is defined as in (14). Hence, the Adjusted Risk Measure, 

1aiρ , is utilized to cal-
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culate the risk measures that, later, will be compared to the doctor’s trust level.  
If the Adjusted Risk Measure value is equal for more than one instance, then 

the instance having the larger number of diseases is selected. Furthermore, if 
there are several instances, of the same length and iMax w , whereas the risk 
measures are equal, the selected data would be the one with the lower mean for 
its diseases within the instance. 

Proposition 2: the patient preferences are protected using Risk Measure 2. 
Proof: 
Doctor trust value, t, ranges from zero to one 0 1t≤ ≤  
And Risk Measure 

1aiρ  ranges from zero 0 to one 
1

0 1aiρ≤ ≤  
The risk measure will reveal only the data that has a risk measure that is equal 

or below the doctor trust, therefore, 

1
0 1ai tρ≤ ≤ ≤  

According to (13): 

0 1i i iMAX w SD tπ≤ + ∗ ≤ ≤  

Since iπ  and iSD  are positive integers, the last equation can be written as 
follows 

0 1iMAX w t≤ ≤ ≤  

iMAX w t≤  

iMax w  represents the highest preference weight that is selected by the pa-
tient, ( )1 2 3, , , ,, ,i nMax w w w w w  . Therefore, Risk Measure 2 ensures that the 
exposed data is as per preferred by the patient. 

4.2. Coherent Risk Measure 

To effectively manage and tolerate an incurred risk, a risk measure formula must 
satisfy four axioms of translation invariance, subadditivity, positive homogeneity 
and monotonicity. The risk measure that meets these four axioms is, therefore, a 
coherent risk measure [45]. 

- Axiom 1: Translation Invariance—For all instances X and constant β. 

( ) ( )RM X RM Xβ β+ = +  

This axiom indicates that the addition of a sure amount of patient weight in-
creases the risk by the same amount. 

- Axiom 2: Subadditivity—For all instances X and Y, 

( ) ( ) ( )RM X Y RM X RM Y+ ≤ +  

Subadditivity signifies that merging data does not create extra risk.  
- Axiom 3: Positive Homogeneity—For all 0r ≥  and instance X, 

( ) ( )RM r X r RM X∗ = ∗  

Positive homogeneity describes what happens if there is no data merger bene-
fit. That is, it states that the computed risk of merged data is equal to multiplying 
the calculated risk by a factor before merging the data. 
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- Axiom 4: Monotonicity—For all X and Y with X Y≤ , then, 

( ) ( )RM X RM Y≤  

Monotonicity indicates that the risk measure will be higher for higher patient 
preference weight. 

Now that the four axioms are stated, we prove that the Risk Measure, uiρ , sa-
tisfies the four axioms and, therefore, is a coherent risk measure. But first, we 
define the following: Instance ( )1 2, , , nX w w w=  , Instance ( )1 2, , , nY v v v=  , 
Max Instance X w=  and Max Instance Y v= . 

The Risk Measure is: ui iMAX w SDρ = + , Where, 
22

i iw w
SD

n n
 = −  
 

∑ ∑  

And instances X and Y are independent. 
Axiom 1: Translation Invariance—For all instances X and constant β. 

( ) ( )RM X RM Xβ β+ = +  

Proof: 

( ) ( ) 1ui i iw MAX w SDρ β β+ = + +  

( )2 2

1
i iw wSD

n n
β β+ + = −  

 
∑ ∑

 
22 2

1
2i i iw w wSD

n n
β β

β
+ +  = − + 

 
∑ ∑

 
22

2 2
1 2 2i i iw w wSD ?

n n n
β β β β = + + − − − 

 
∑ ∑ ∑

 
22

2 2
1 2 2i iw wSD

n n
βµ β βµ β = + + − − − 

 
∑ ∑

 
22

1
i iw wSD SD

n n
 = − = 
 

∑ ∑
 

( ) ( )ui i iw MAX w SDρ β β+ = + +  
( ) ( )1 2, , ,ui i nw MAX w w w SDρ β β β β+ = + + + +  

( ) ( )ui i iw MAX w SDρ β β+ = + +  
( ) ( )ui i iw MAX w SDρ β β+ = + +  

( ) ( )ui i ui iw wρ β ρ β+ = +  □ 

Axiom 2: Subadditivity—For all instances X and Y, 

( ) ( ) ( )RM X Y RM X RM Y+ ≤ +  
Proof: 

( ) ( ) 1ui i i i iw v MAX w v SDρ + = + +  
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( ) ( )1 1 2 2 1, , ,ui i i n nw v MAX w v w v w v SDρ + = + + + +  
Since instances X and Y are independent  

( ) ( ) ( ) ( )1 x ySD Var X Var Y Var X Var Y SD SD= + ≤ + = +
 

( ) ( ) ( )1ui i i x y ui i ui iw v w v SD w v SD SD w vρ ρ ρ+ = + + ≤ + + + = +  □ 

Axiom 3: Positive Homogeneity—For all r ≥ 0 and instance X, 

( ) ( )RM rX rRM X=  
Proof: 

( ) ( ) 1ui i irw MAX rw SDρ = +  
( ) ( )1 2 1, , ,ui i nrw MAX rw rw rw SDρ = +  

( )2 2

1
i irw rwSD

n n
 = −  
 

∑ ∑
 

22 2
2

1
i iw r wSD r
n n

 
 


= −


∑ ∑
 

2
2 2 2

1
iwSD r r

n
µ= −∑

 
2

2
1

iwSD r rSD
n

µ= − =∑
 

( ) ( )1 2, , ,ui i nrw MAX rw rw rw rSDρ = +  
( ) ( ) ( )1 2, , ,ui i n ui irw rMAX w w w rSD r wρ ρ= + =  □ 

Axiom 4: Monotonicity—For all X and Y with X ≤ Y, then, 

( ) ( )RM X RM Y≤  
Proof: 
Assume that X Y≤  

( ) ( )ui i i xw MAX w SD w SDρ = + = +  
( ) ( )ui i i yv MAX v SD v SDρ = + = +  

Since X Y≤  for all X and Y, therefore, w v≤  

x yw SD v SD+ ≤ +  
( ) ( )ui i ui iw vρ ρ≤  □ 

Proposition 3: the proposed Risk Measure, w v≤ , is coherent. 
Proof: 
Since the four axioms for the coherent risk measure are satisfied, this proves 

that the proposed Risk Measure, uiρ , is coherent.   □ 

4.3. Risk Mitigation Data Disclosure Algorithm 

In this subsection, the Risk Mitigation Data Disclosure (RIMIDI) algorithm is 
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developed. According to the discussion in the earlier parts of Section 4, two ver-
sions of RIMIDI: 0RIMIDI  and 1RIMIDI  are presented. This part begins with 

0RIMIDI  of which is briefly explained, and then is followed by the presentation 
and more elaboration on 1RIMIDI . 

The assumption is that trust levels have been calculated and ready, and a 
mapping function, that maps trust level values to combination risk values, is es-
tablished and applied. Furthermore, the DRM has been queried and the set of 
the patient’s relevant data has been returned as well as the privacy weights. For 
every possible combination, the algorithms work by applying several heuristics 
in order to calculate the risk of exposure using the developed Risk Measure for-
mulas. Afterwards, the data combination that does not violate the patient’s pri-
vacy preference and has Risk of Exposure ≤ trust is selected. In this sense, the 
pseudocode for the two algorithms follows the discussion of deriving and devel-
oping the Risk Measure formulas in part A of Section 4. 

Risk Mitigation Data Disclosure Algorithm (RIMIDI0) 
The problem that this research tries to solve is to find the suitable combina-

tion that conforms to the constraints of preserving the patient’s privacy. That is, 
exhaustively searching for the best possible combination is impractical and in-
feasible. Therefore, heuristics must be applied to simplify further and guide the 
search for a suitable set of data that can be safely exposed. 

Let us revisit the ultimate objective of the research: the objective is to find the 
suitable set of patient data that can be safely exposed to the doctor and without 
undermining the privacy preferences of the patient. After consulting the DRM 
for the set of patient data that are relevant to the currently ongoing medical di-
agnosis, the set of relevant disease information and their corresponding sensitiv-
ity weights are returned. As depicted in Figure 3, 0RIMIDI  starts off by sorting 
the relevant data in a descending order using MergeSort [46] as in line (3). This 
step is crucial because, after generating data combinations, it alleviates the ex-
pense of checking for iMax w  in each instance since it will always be at index 0.  

As discussed earlier, the distribution is assumed over the complete set of rele-
vant data and, hence, the standard deviation, STDV, is computed to reflect this 
assumption as in line (18). Later, ( )0uiMax ρ  is calculated and evaluated for 

( )( ),1uiMin Max ρ  as in lines (19-21). When the Adjusted Risk Measure, 
0aiρ , 

is computed, and since the objective is to find the maximum number of data ob-
jects that can be revealed, with accordance to HIPPA rule of privacy, lines 
(26-33) show the set of data that can be exposed. 

Risk Mitigation Data Disclosure Algorithm (RIMIDI1) 
As noted in Figure 3 and Figure 4, both versions of the Risk Mitigation Data 

Disclosure algorithm, RIMIDI, start off by sorting the sensitivity weights in a 
descending order using MergeSort [46]. As already stated, this step is crucial be-
cause it serves multiple purposes. First, since a data combination is represented 
by the maximum weight ( iMax w ) within that combination, sorting can alleviate 
the expense of checking every element in a combination to find the Max value. 
That is, the iMax w  of a combination is always at index 0. When the data  
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Figure 3. Pseudocode for RIMIDI0 algorithm. 

 
combinations are generated by the function Generate Combinations, the inclu-
sion and exclusion of data items always yield a combination that has the 

iMax w  at index 0. 
For example, consider the following set of relevant diseases with their corres-

ponding privacy weights: { }1 2 3 4 5,0.9 , ,0.5 , ,0.4 , ,0.3 , ,0.1o o o o o , func-
tion Generate Combinations, works by generating the corresponding combina-
tions resulting from the submitted patient data based on n and r; which 
represent the number of relevant diseases and the size of the band, respectively. 
Table 9 depicts the generated combinations out of the above set of disease 
weights. 

To illustrate, the previous example, in Figure 6, can be exploited. Consider 
0.4trust =  has been submitted to the system. According to the discussion in 

part A of Section 4, the computed Risk Measure of a combination exceeds the  

 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑰𝑰𝟎𝟎 
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 ∶  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[ ] , 1 >  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 >  0 
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂:𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑶𝑶𝑶𝑶 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 

1 𝑛𝑛 ← 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[ ] 
2 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ←  0 
3 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[ ] =  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[ ]) 
4 𝒇𝒇𝒇𝒇𝒇𝒇 𝑖𝑖 𝒊𝒊𝒊𝒊 1 𝒕𝒕𝒕𝒕 𝑛𝑛 
5 {𝒊𝒊𝒊𝒊 (𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑖𝑖]  ==  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[0]) 
6 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  
7  𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 
8 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 𝒍𝒍𝒐𝒐𝒐𝒐𝒐𝒐 
9 𝒊𝒊𝒊𝒊 (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ==  𝑛𝑛) 
1 0 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑛𝑛𝑛𝑛 
1 1 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 𝑵𝑵𝑵𝑵𝑵𝑵𝑵𝑵 
1 2 𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 
1 3 { 𝑀𝑀𝑀𝑀𝑀𝑀 𝑤𝑤𝑖𝑖  ←  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[0] 
1 4    𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ← 0 
1 5    𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 ← 0 
1 6    𝒇𝒇𝒇𝒇𝒇𝒇 𝑗𝑗 𝒊𝒊𝒊𝒊 1 𝒕𝒕𝒕𝒕 𝑛𝑛 
1 7 

{  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = �
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 _𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑗𝑗]

𝑛𝑛

𝑛𝑛

𝑗𝑗=1

 

1 8 

   𝑆𝑆𝑆𝑆𝑆𝑆𝐸𝐸𝑉𝑉 =  ��
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑗𝑗]2

𝑛𝑛
−𝑀𝑀𝑀𝑀𝑀𝑀𝑁𝑁2

𝑛𝑛

𝑗𝑗=1

   }  

1 9 𝜌𝜌𝑢𝑢𝑢𝑢 0 =  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[0]  + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 
2 0 𝒊𝒊𝒊𝒊 (𝜌𝜌𝑢𝑢𝑖𝑖0 ≥ 1) 
2 1 𝜌𝜌𝑢𝑢𝑢𝑢 0 = 1 
2 2 𝛼𝛼 = (𝜌𝜌𝑢𝑢𝑢𝑢 0 −𝑀𝑀𝑀𝑀𝑀𝑀 𝑤𝑤𝑖𝑖)/ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆     
2 3 𝒇𝒇𝒇𝒇𝒇𝒇 𝑘𝑘 𝒊𝒊𝒊𝒊 1 𝒕𝒕𝒕𝒕 𝑛𝑛 
2 4 𝜌𝜌𝑎𝑎𝑎𝑎 0 [𝑘𝑘] = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑎𝑎𝑡𝑡𝑡𝑡[𝑘𝑘]  + 𝛼𝛼 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆  
2 5 𝒇𝒇𝒇𝒇𝒇𝒇 𝑙𝑙 𝒊𝒊𝒊𝒊 1 𝒕𝒕𝒕𝒕 𝑛𝑛 
2 6 { 𝒊𝒊𝒊𝒊 (𝜌𝜌𝑎𝑎𝑎𝑎 0[𝑙𝑙] ≤ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) 
2 7 { 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ←  𝑙𝑙 
2 8    𝑋𝑋 ←  0 
2 9    𝒇𝒇𝒇𝒇𝒇𝒇 𝑚𝑚 𝒊𝒊𝒊𝒊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝒕𝒕𝒕𝒕 𝑛𝑛 
3 0 { 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑥𝑥]  

=  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑚𝑚] 
3 1    𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑥𝑥 } 
3 2   𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  
3 3   𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃  𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍 }}} 
3 4 𝑬𝑬𝑬𝑬𝑬𝑬 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑰𝑰𝟎𝟎 
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Figure 4. Pseudocode for RIMIDI1 algorithm. 

 
Table 9. (a) Shows the set of relevant disease objects and their corresponding weights. (b) 
For instances with the same Max wi and length, the first generated has the highest sensi-
tivity weights while the last has the lowest ones. 

Disease Objects Privacy Weights 
Generated Combinations C(5, 4) 

Disease Objects Privacy Weights 

o1 0.9 o1 o2 o3 o4 0.9 0.5 0.4 0.3 

o2 0.5 o1 o2 o3 o5 0.9 0.5 0.4 0.1 

o3 0.4 o1 o2 o4 o5 0.9 0.5 0.3 0.1 

o4 0.3 o1 o3 o4 o5 0.9 0.4 0.3 0.1 

o5 0.1 o2 o3 o4 o5 0.5 0.4 0.30 .1 

(A) (B) 

 

iMax w  representing that combination. That is, for trust level 0.4trust = , one 
can be positive that the solution will not include combination instances having 

0.4iMax w ≥ . Therefore, the solution must be in a band which contains in-
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stances of 0.4iw < . For this reason, the second heuristic, as shown in lines (5-7) 
in Figure 4, is proposed which estimates the size of the band having the solution 
by means of calculating the number of k objects in the band. 

Now that 1RIMIDI  estimates the band size having the possible solution, the 
standard deviation must be calculated prior to further computing the Risk 
Measure, 

1aiρ , of each combination. Recall from Section 4 that the standard 
deviation is computed based on iMax w  of all instances in the band. Obviously, 
computing the standard deviation, iSTDEV , of each band i, requires generating 
all the instances within that band. For example, if the total number of relevant 
objects 20n =  and the solution is estimated to be in band of size 5, then the 
total number of of instances that need to be generated is 

( )
20

20,5 15504
5

C  
= = 
 

 instances! 

Such an approach is, yet again, exhaustive and infeasible. To overcome this 
issue, the third heuristic is proposed to facilitate the calculation of iSTDEV  of 
any iband  by means of leveraging the binomial coefficient [44]. As shown in 
Figure 6, the iMax w  of the generated combinations in 4band  are observed to 
follow the pattern that can be captured by answering the following question: 
How frequent does an object sensitivity weight appear in a combination of a 
band? 

The answer is found in lines (20-21) of Figure 5. Specifically, with the aid of 
sdValues function, 1RIMIDI  leverages Dynamic Programming [46], by calling 
binomial_coeffecient function in Figure 6, to recursively calculate and store the 
frequencies of every iMax w  that can represent a combination, as in lines 
(6-14) of sdValues function in Figure 5. 

That is, for a combination of n data objects and estimated band size of r,  

where the total number of instances ( ),
n

C n r
r

 
= =  

 
, the number of instances  

having 0iMax w x=  are obtained by 

( )
1

1, 1
1

n
C n r

r
− 

− − =  − 
 

And the number of instances having 1iMax w x=  are 

( )
2

2, 1
1

n
C n r

r
− 

− − =  − 
 

where 0 1x x≥ ≥  and so forth. 
Computing the frequencies of iMax w  facilitates calculating iSTDEV  of 

iband . 
After calculating iSTDV , the loading factor, π, is calculated. However, π de-

pends on finding ( )( ),1uiMin Max ρ  as explained in Section 4 Nonetheless, 
since the data are sorted in a descending order a priori, 1RIMIDI  needs only to 
check [ ]

1
0uiρ  for evaluating the term because it always holds the maximum 

value, as depicted in lines (22-24) in Figure 5. Computing the loading factor  
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Figure 5. Pseudocode for sdValues function. 

 

 
Figure 6. Pseudocode for binomial_coeffecient function. 
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facilitates computing the Adjusted Risk Measure, aiρ , which is compared 
against the submitted trust level. 

As shown in lines (28-32, 35-37) of sdValues function, in Figure 5, if 

ai trustρ ≤  evaluates to true, 1RIMIDI  generates the data combination that has 
the corresponding iMax w  but with the lowest MEAN value, which, due to 
function Generate Combinations, is found as the lastly generated instance with 

iMax w  and the same length among other similar instances. Such intuition is 
helpful in further protecting the privacy of the patient. 

In the situation where the estimated iband  contains no solution, 1RIMIDI  
iteratively searches in the lower bands: 1 2, ,i iband band− −   and so forth until a 
solution is found or 0n = . Lines (27-31) in Figure 5 show the approach by uti-
lizing the while loop. To illustrate, consider the previous example in Table 9 
where 5n =  and 4r = . In this example, the total number of combinations re-
turned by binomial_coeffecient function is 5nCrTotal = . Now the question is: 
out of these five combinations, what instances will have 0.9iMax w = ? The an-
swer for 0.9iMax w =  is _ 4nCr i = . Therefore, 5 4 1nCrTotal = − = . Since 

0nCrTotal ≠ , the while loop continues to calculate the frequencies for other ob-
jects. The question is, once again, asked: out of the remaining number of com-
binations, which is now 1nCrTotal = , what instances will have 0.5iMax w = ? 
and the answer is 1. The while loop terminates when 0nCrTotal =  and the ob-
tained frequencies are used in calculating the mean, the standard deviation and 
the risk measures as in lines (15-27) in Figure 5. 

Finally, two issues need to be solved. First, in the situation where 0iSTDV = , 
a situation usually arises when the trust level is very high such that n r= , then, 
as discussed in Section 4, the 1nSD −  of the next largest band, 1nband − , is as-
sumed as stated in lines (5-14) of Figure 5. exFlag is utilized to ensure that the 
calculated 1nSTDEV −  belongs to the largest band, i.e. nband . Furthermore, if 
the relevant data objects returned by DRM are all of the same weight, iSTDV  is 
equal to 0. Therefore, under such special and unusual situation, and to preserve 
the privacy of the patient, RIMIDI protects the data and requires patient consent 
prior to exposing the data objects as in lines (17-19) in Figure 5. 

The following part implements both versions of RIMIDI algorithm and 
presents analysis and discussion regarding the obtained results. 

5. Implementation, Experimental Results and Discussion 

In this section, the Risk Mitigation Data Disclosure algorithms 0RIMIDI  and 

1RIMIDI , which employ the Risk Measure formulas, 
0aiρ  and 

1aiρ , are im-
plemented. We developed our own simulator in C++. The results have been 
graphically illustrated using Matlab. 

5.1 Experimental Results 

To begin the evaluation process, let us consider the following medical scenario. 
Suppose that three patients, 1p , 2p  and 3p  are receiving healthcare services 
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from some healthcare professional u where 1p  is considered as a conservative 
patient, 2p  is moderate patient and 3p  is a non-conservative one. Further-
more, suppose that these three patients already have matching records of already 
diagnosed health issues. That is, they suffer from the same set of diseases. 
Moreover, when they came in for their health issue, doctor u, out of his respon-
sibility to deliver quality healthcare services and to avoid potential repetitive 
tests and procedures, consulted the DRM to check for health issues that could 
possibly be relevant to his treatment effort. In response to his request, the DRM 
decided the set of relevant diseases and forwarded them to RIMIDI for further 
evaluation. Table 10 shows the set of diseases returned by the DRM with the 
privacy weights supplied by each patient. 

Therefore, the DRM decided the same set of disease, { }1 2 3 4 5, , , ,o o o o o , are re-
levant to the doctor’s ongoing medical effort. However, since RIMIDI requires 
the doctor’s trust level, let us suppose that the trust level in every experiment is 
as shown in Table 11. 

Controlled Experiments: 
For demonstration purposes, we exhaustively generate the full set of data 

combinations and compute the risk measures for every one of them. The results 
are graphically presented in the figures and they show the data combination that 
has been selected for exposure. 

To facilitate understanding, the iMax w , Risk Measure, Number of Diseases, 
and Trust Level are illustrated. Based on the result of calculating the risk of ex-
posure for every data combination, the Revealed Data is shown. Moreover, since 
the outcome of both algorithms for patient 1 and patient 3 are almost the same 
due to their selected privacy weights which are conservative and 
non-conservative, respectively. However, we present the results obtained by both 
algorithms for the moderate privacy weights of patient 2 since they show inter-
esting results. As shown in Figure 7, for trust level 0.8t = , 0RIMIDI  returns 
the following set of disease objects: { }2 3 4 5, , ,o o o o  with corresponding weights: 
{ }0.6,0.5,0.4,0.2 . That is because 0RIMIDI  found 

0
0.772047aiMAX ρ =  of 

that combination satisfies 0.8t≤ = . 
The risk of such combination is below the trust level of the doctor and holds 

the maximum possible number of data objects as per the risk measure value 
computed and when doctor u operates 1RIMIDI  the returned results are shown 
in Figure 8. 

 
Table 10. The set of diseases returned by the DRM for each patient as well as the privacy 
preferences of each. 

Diseases Patient 1 Patient 2 Patient 3 

o1 0.9 0.2 0.3 

o2 0.7 0.6 0.4 

o3 0.6 0.5 0.5 

o4 0.5 0.7 0.2 

o5 0.1 0.4 0.1 
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Table 11. Ariable doctors trust levels. 

Doctor’s Trust Level 

t1 0.8 

t2 0.5 

t3 0.3 

 

 
Figure 7. RIMIDI0 results for p2 and t = 0.8. 

 

 
Figure 8. RIMIDI1 results for p2 and t = 0.8. 
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Figure 9 illustrates that, for trust level 0.8t = , 1RIMIDI  returns the fol-
lowing set of data objects: { }1 2 3 4 5, , , ,o o o o o  with corresponding weights: 
{ }0.7,0.6,0.5,0.4,0.2 , which is the complete set of data objects. That is because 
the computed risk measure, 

1aiρ , for the combination having the complete set is 
0.74 0.8t≤ = . Recall that, for the instance of the complete set of data, of which 
belongs to a band of only one instance: itself, the standard deviation is equal to 
zero. As explained, 1RIMIDI  assumes the standard deviation of the imme-
diately next lower band: 4band , the computed risk measure obtained concluded 
that the risk incurred of the complete set is tolerable when compared to trust 
level 0.8t = . Note the different results of risk measures, 

0aiρ  and 
1aiρ , with 

values 0.772047 and 0.74, respectively. Such difference results from the nature of 
the two algorithms as explained in Section 4. 

As shown in Figure 9, for trust level 0.5t = , 0RIMIDI  returns the following 
set of disease objects: { }5o  with corresponding weights: {0.2}. That is because 

0RIMIDI  found 
0aiMAX ρ  that satisfies 0.5t≤ = , which is equal to 0.372047. 

On the contrary, as shown in Figure 10, when doctor u operates 1RIMIDI , the 
set of { }4 5,o o  with corresponding weights { }0.4,0.2  is returned. Such com-
bination yields risk measure value of 

1
0.5 0.5ai tρ = ≤ = . Note that for this com-

bination, 0RIMIDI  computed risk measure value of 
0

0.572047aiρ = , which is 
obviously greater than trust level 0.5t = , and, therefore, has been blocked from 
being exposed. 

Finally, for patient 2, when doctor u operates 0RIMIDI  and 1RIMIDI  for 
trust level 0.3t = , none of the algorithms returned a solution because the trust 
level is too low for the calculated risk measures in all data combinations. Note 
the red line, which illustrates the risk measure values computed, and the green 
line denoting the trust level; the risk incurred is very high for any data combina-
tion to be revealed with respect to this trust level. As a result, 0RIMIDI  and 

1RIMIDI  returned NULL. According to the explanation above, Table 12 sum-
marizes the results obtained from both algorithms for patient 2. 

Randomized Experiments: 
For demonstration purposes, the above controlled examples utilized a small 

number of diseases with various weight values and trust levels. Below are several 
randomized trials, with variable sizes, to show the effectiveness of the proposed 
algorithms. Unlike the controlled experiments which exhaustively generated the 
complete set of data combinations, the data combinations in the randomized 
experiments are generated according to the algorithms presented in Section 4; 
namely, 0RIMIDI  in Figure 3 and 1RIMIDI  in Figure 4. For each rando-
mized trial, the experiment begins with specifying the total number of data ob-
jects which are assumed to be returned from the DRM as relevant. For this total 
number, a function that randomly generates the privacy weights is utilized to 
simulate the sensitivity weights. The algorithm used in the random number ge-
nerator, Rand(), in C++ generates random numbers in an expected behavior. 
That is, the first sequence of generated values is always the same. To solve this 
issue, we seed such algorithm with values using the system’s clock. Therefore,  
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Figure 9. RIMIDI0 results for p2 and t = 0.5. 

 

 
Figure 10. RIMIDI1 results for p2 and t = 0.5. 

 
Table 12. IMIDI Results For Patient 2: The results are different between the two algo-
rithms. 

Trust Level (t) 
Exposed Data 

0RIMIDI  1RIMIDI  

0.8 { } { }2 3 4 5, , , : 0.6,0.5,0.4,0.2o o o o  { } { }1 2 3 4 5, , , , : 0.7,0.6,0.5,0.4,0.2o o o o o  

0.5 { } { }5 : 0.2o  { } { }4 5, : 0.4,0.2o o  

0.3 NULL NULL 
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the values generated are always of different and unexpected values. Later, the 
generated data is fed to both versions of RIMIDI with various trust levels. Each 
set of the original data are summarized using the average and the standard devi-
ation in order to give intuition about the shape of the random data. 

Randomized Trial 1: 
The number of data objects returned from DRM as relevant = 0. In this exam-

ple, as shown in Table 16, the results obtained by both versions of RIMIDI are 
essentially the same. That is, the revealed set of data objects is identical. Howev-
er, the risk measure incurred of either combination is different in each algo-
rithm. As explained earlier in Section 4, each algorithm follows a different ap-
proach in computing the incurred risk of a combination. 

Randomized Trial 2: 
The number of data objects returned from DRM as relevant = 30. In this ex-

ample, the results obtained by both algorithms are different. As shown in Table 
13, 1RIMIDI  was more sensitive in computing the risk measures of data com-
binations as opposed to 0RIMIDI , of which is more conservative. Therefore, 
more data are revealed by 1RIMIDI  than those revealed by 0RIMIDI , as illu-
strated in Table 14. 

Randomized Trial 3: 
The number of data objects returned from DRM as relevant = 0. In this exam-

ple, as shown in Table 15, similar to Randomized Trial 1, the results obtained by 
both algorithms are identical. However, the risk measures incurred of the re-
vealed data combinations are different. Again, the reason is due to the differing 
behavior of both algorithms concerning the assumption of the distribution as 
well as the calculation of the standard deviation, as explained in Section 4. 

 
Table 13. he DRM is assumed to return the set of N = 10 relevant data objects. 

Relevant data objects 

o1 o2 o3 o4 o5 o6 o7 o8 o9 o10 

0.9 0.9 0.7 0.7 0.6 0.6 0.5 0.3 0.2 0.1 

MEAN: 0.55 STDEV: 0.261725 

 
Table 14. the DRM is assumed to return the set of N = 30 relevant data objects. 

Relevant data objects 

o1 o2 o3 o4 o5 o6 o7 o8 o9 o10 

0.8 0.8 0.8 0.8 0.8 0.8 0.7 0.7 0.7 0.7 

o11 o12 o13 o14 o15 o16 o17 o18 o19 o20 

0.6 0.6 0.6 0.5 0.5 0.5 0.5 0.4 0.4 0.4 

o21 o22 o23 o24 o25 o26 o27 o28 o29 o30 

0.4 0.4 0.4 0.3 0.3 0.2 0.1 0.1 0.1 0.1 

MEAN: 0.5 STDEV: 0.23094 

 

DOI: 10.4236/etsn.2018.71001 35 E-Health Telecommunication Systems and Networks 
 

https://doi.org/10.4236/etsn.2018.71001


S. S. AlAqeeli et al. 
 

Table 15. The DRM is assumed to return the set of N = 50 relevant data objects. 

Relevant data objects 

o1 o2 o3 o4 o5 o6 o7 o8 o9 o10 

0.9 0.9 0.8 0.8 0.8 0.8 0.8 0.8 0.7 0.7 

o11 o12 o13 o14 o15 o16 o17 o18 o19 o20 

0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.5 0.5 

o21 o22 o23 o24 o25 o26 o27 o28 o29 o30 

0.5 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.3 0.3 

o31 o32 o33 o34 o35 o36 o37 o38 o39 o40 

0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 

o41 o42 o43 o44 o45 o46 o47 o48 o49 o50 

0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

MEAN: 0.438 STDEV: 0.256039 

5.2. Analysis and Discussion 

Concerning the experimental objectives defined at the beginning of this part, 
and as shown in the above examples, the relationship between the risk incurred 
and privacy preferences is that privacy preferences have been protected under 
both versions of RIMIDI algorithms. That is, the algorithms never reveal data 
combinations, which have risk measures that exceed the trust level of the doctor 
requesting access. Furthermore, varying the trust level, for the same set of rele-
vant diseases, have never undermined the patient’s preferences, but rather, it 
protected the sensitive information from being unnecessarily exposed to the 
doctor; of which ultimately protected the patient’s privacy. 

Moreover, as in the examples of patients 1 2,p p  and 3p , the loading factor 
played a role in data selection. That is, since the assumption for the data distri-
bution was different in each algorithm, the calculation of the standard deviation 
was different between the two and, hence, the loading factor varied accordingly. 
Inspection of the results generated by operating 0RIMIDI  and 1RIMIDI  for 
the three patients illustrates the impact of the different loading factors. In 

0RIMIDI , the loading factor, which is directly affected by the fixed standard 
deviation, increased the riskiness of a combination by a fixed amount among all 
combination instances. On the contrary, the loading factors in 1RIMIDI  in-
creased the riskiness of combinations with regards to the band to which they 
belong. That is, the loading factor, iπ , was variable among the different in-
stances and, hence, generated a more sensitive risk measure as opposed to the 
former as shown in Table 16. Consequently, in various situations, the resulting 
combination of 1RIMIDI  contained more data objects as compared to the re-
sults of 0RIMIDI . Such result show that 1RIMIDI  is more sensitive for calcu-
lating the risk measures of the data objects and less conservative as opposed to 

0RIMIDI , which is more conservative but with simpler and faster algorithm as 
compared to 1RIMIDI . Additionally, the algorithms operated and delivered  
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Table 16. The results returned from both versions of RIMIDI as well as the risk measure values. 

Trust Level 
(t) 

RIMIDI0 RIMIDI1 

0aiρ  Data Combination 
1aiρ  Data Combination 

0.9 0.799998 
o3 o4 o5 o6 o7 o8 o9 o10 

0.729481 
o3 o4 o5 o6 o7 o8 o9 o10 

0.7 0.7 0.6 0.6 0.5 0.3 0.2 0.1 0.7 0.7 0.6 0.6 0.5 0.3 0.2 0.1 

0.8 0.799998 
o3 o4 o5 o6 o7 o8 o9 o10 

0.729481 
o3 o4 o5 o6 o7 o8 o9 o10 

0.7 0.7 0.6 0.6 0.5 0.3 0.2 0.1 0.7 0.7 0.6 0.6 0.5 0.3 0.2 0.1 

0.5 0.399998 
o8 o9 o10      

0.40000001 
o8 o9 o10      

0.3 0.2 0.1      0.3 0.2 0.1      

0.3 0.299998 
o9 o10       

0.30000007 
o9 o10       

0.2 0.1       0.2 0.1       

 
results regardless of the number of the data objects returned by the DRM. That 
is, increasing the number of data objects never undermined the algorithms from 
producing results promptly. 

In 0RIMIDI  the complexity of the algorithm is ( )logO n n  in the worst 
case. That is because the most complex part in the algorithm is sorting the data 
with MergeSort, as in line (3) in Figure 3, of which has complexity of 
( )logO n n . On the other hand, 1RIMIDI  has a worst-case complexity of 

( )2O n k∗ . That is because the most complex part in the algorithm is in the 
while loop of sdValues function, lines (6-14) in Figure 5, which iteratively 
makes system calls to the binomial_coefficient function in Figure 6, which has 
( )O n k∗  complexity due to the utilization of Dynamic Programming. In the 

worst case, 1RIMIDI  runs in ( )2O n k . Since the total number of generated 
combinations for n elements taken r elements at a time is ( )! ! !n r n r−  with 
complexity of ( )rO n  [46], this is considered as a great improvement as op-
posed to the run time of exhaustively generating and testing all data combina-
tions, which produces and tests 2 1n −  combination instances. Nonetheless, the 
difference in complexity, between 0RIMIDI  and 1RIMIDI , is of low impact. 
We argue that, the number of health issues returned from the DRM is usually 
with small number. That is because, even if the patient has a large record of 
health issues, the set of relevant diseases could be small. 

One situation could rise when the decided set of relevant data are of the same 
privacy weights. In this special situation, the calculation of the risk measures, 

0aiρ  and 
1aiρ , will be of the same value for every data combination due to the 

fact that the standard deviation is equal to zero and the iMax w  for every in-
stance is equal. Therefore, both versions of RIMIDI trap this unusual situation 
and requests patient consent prior to revealing data combinations.  

Furthermore, comparisons between the two algorithms show distinguishable 
differences. First, with regards to the assumption of the distribution, 0RIMIDI  
follows a simple and direct approach of assuming the distribution over the set of 
n data objects. In contrast, 1RIMIDI  assumes the distribution over the in-
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stances belonging to the same band. Such assumption has a direct impact on the 
calculations of risk measures. Therefore, while 1RIMIDI  had a more compli-
cated approach, it produced a more sensitive risk measure and, hence, more data 
objects were decided to be safe for exposure as opposed to 0RIMIDI . 

Comparison between our approach and the other ones show some distin-
guishable differences. First, with regards to the formula utilized to assess the 
risk, the approaches [17] [19] [23] [38] utilize the formula devised by NIST, 
which calculates the risk as the product of the likelihood of vulnerability exploi-
tation multiplied by the potential impact of the occurrence of such event. In 
contrast, our approach proposes a novel Risk Measure formula that utilizes the 
standard deviation as a measure of variability and riskiness multiplied by a scal-
ing factor to optimize the formula for the intended purpose. The result of such 
multiplication is added to the Max weight as preferred by the patient so that no 
data combination containing such high-weight item is exposed or disclosed; a 
situation which could undermine the privacy preferences of the patient. Fur-
thermore, the developed Risk Measure is mathematically proven to be coherent 
which means that it can manage the risk effectively. 

Moreover, in the other works, when risk is assessed, risk mitigation ap-
proaches are often not defined. However, a subset of works proposes risk tole-
rating intervals such that each access request is evaluated to a risk interval. Each 
interval is mapped to an associating risk mitigation plan, such as anonymizing 
the dataset, increasing security measures, obtaining security clearances from 
system administrators and so forth. In contrast, we propose a risk mitigation 
approach based on data disclosure according to the risk incurred of data expo-
sure. In this regard, two access requests with the same trust level as well as the 
same set of relevant data, can have different data exposure because of the unique 
privacy preferences of each patient. In this regard, our approach provides tai-
lored access control to each health record based on the riskiness of data expo-
sure. This approach protects the privacy of the patient and discloses data in 
compliance with HIPAA of which can bring forth quality healthcare services. 
Finally, our approach considers the unique privacy preferences of each patient 
unlike using majority voting for considering the privacy preferences or using 
standardized classifications of sensitivity weights. In this way, patients can pro-
vide their privacy weights according to their unique preferences. Also, since our 
approach uses trust level evaluations, access control schemes that use trust cal-
culations can be extended with our risk mitigation approach to control the risk 
incurred of an access request. 

6. Conclusions 

When access control schemes employ risk assessment elements, they become 
dynamic and flexible. Risk assessment can be utilized before or after access is 
granted to the system resource. When access control allows tolerable risky access 
to the system resources, risk mitigation approaches can be exploited to lower 
down the risk incurred of such access. In this research, a risk mitigation ap-
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proach for the healthcare systems, utilizing the two developed novel risk meas-
ures, is proposed. The risk measures calculate the risk incurred of a data combi-
nation. That is, when access is granted to the patient’s medical data, the risk 
measures mitigate the risk accompanying such access using controlling the ex-
posure of the patient’s data to the requesting entity. 

The risk measures are mathematically proven to effectively manage the risk 
and, therefore, are coherent. Furthermore, two algorithms, 0RIMIDI  and 

1RIMIDI , which employ the risk measures, 
0aiρ  and 

1aiρ , respectively are 
proposed. Experimental results show the feasibility and effectiveness of the pro-
posed approaches. Specifically, 0RIMIDI  holds a slight advantage in terms of 
algorithm complexity but delivers a more conservative result. In contrast, 

1RIMIDI  is more sensitive to calculate the risk incurred of data exposure and, 
therefore, outperforms 0RIMIDI  of which can be considered as a benchmark 
for comparing 1RIMIDI . 

Future directions include adding relevance factor into consideration for cal-
culating the risk measure. One should note that, in situations where the relevant 
data objects, returned from the DRM, are of the same relevance value, then this 
reduces to our problem in this research. Furthermore, in the situation where the 
returned data objects are of equal relevance and privacy values, one could pro-
vide a solution for RIMIDI to follow instead of trapping and requesting explicit 
consent. Finally, the available access control schemes can be extended with the 
risk measures in this research and compared to other access control schemes 
that do not employ risk assessment. 
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