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Abstract 
Harvesting energy for execution from the environment (e.g., solar, wind energy) has recently 
emerged as a feasible solution for low-cost and low-power distributed systems. When real-time 
responsiveness of a given application has to be guaranteed, the recharge rate of obtaining energy 
inevitably affects the task scheduling. This paper extends our previous works in [1] [2] to explore 
the real-time task assignment problem on an energy-harvesting distributed system. The solution 
using Ant Colony Optimization (ACO) and several significant improvements are presented. Simu-
lations compare the performance of the approaches, which demonstrate the solutions effective-
ness and efficiency. 
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1. Introduction 
A distributed system consists of a collection of sub-systems, connected by a network, to perform computation 
tasks. Today, low energy consumption or green computing becomes a key design requirement for a lot of sys-
tems. Recently, a technology called energy harvesting, also known as energy scavenging, has received extensive 
attentions. Energy harvesting is a process that draws parts or all of the energy for operation from its ambient 
energy sources, such as solar, thermal, and wind energy, etc. As energy can be absorbed from a system’s am-
bient environment, it gives a low cost and clean solution to power the computer systems. 
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A real-time system provides a guarantee to complete critical tasks for responsiveness and dependability. Their 
operation must be completed before a deadline. An important category of real-time tasks is a periodic task in 
which a series of the task instance continuously arrive at a certain rate. When operating these tasks with energy 
harvesting, a concern of satisfying the timely requirement is raised. Operating computing tasks on a system 
consumes energy. To execute repeating, periodic tasks, a sustainable system must obtain energy not slower than 
it consumes energy. Otherwise, Figure 1 shows a scenario that a system with two periodic tasks running at a 
rate of 8 time units will ultimately crash or the task will finally miss its deadline due to the shortage of energy 
during run-time. 

In this work, we study the scheduling of a set of real-time tasks on a distributed system powered by energy 
harvesting. We consider the static assignment in which each task needs to be statically assigned to a node before 
it executes. A feasible assignment can not violate the tasks’ deadline requirement and energy obtained from the 
node’s environment must be sufficient to run the tasks. The rest of the paper is organized as follows. In the next 
section, the related work is discussed. Then, we introduce the system model and problem definition in Section III. 
Section IV studies the solutions using Ant Colony Optimization (ACO). Also, we will show how to improve the 
ACO approach to adapt to an unstable environment. The simulation results are shown in Section V, and we con-
clude the paper in the last section. 

2. Related Works 
Scheduling computer tasks on a distributed system is a classical problem in computer science research. In the li-
terature, many research results have been obtained without considering the energy issues. In [3], a genetic algo-
rithm based approach for solving the mapping and concurrent scheduling problem is proposed. In [4] [5], the 
authors study the assignment problem for a set of real-time periodic tasks. The work in [6] gives a good survey 
and a comparison study of eleven heuristics for mapping a class of independent tasks. While assigning and 
scheduling a set of computer tasks, the above solutions are not suitable for considering the energy issue. Some 
research works find solutions for scheduling real-time tasks also looking into their energy consumption. For 
example, in [7]-[9], a technique called Dynamic Voltage Scaling (DVS) is used to minimize the energy con-
sumption. By adjusting the voltage of a CPU, energy can be saved while the execution of a computing task is 
slowed down. A common assumption is made in these works that the energy is sufficiently available at any time. 
Unfortunately, this assumption is not always true if the energy-harvesting approach is used. Recently, the ener-
gy-harvesting has been studied in a variety of research works. In [10] [11], two prototypes are developed for 
systems to operate perpetually through scavenging solar energy. Lin et al. and Voigt et al. study clustering deci-
sions within the network that the knowledge of the currently generated power is available at each node [12]. 
They show that the network lifetime can be optimized by appropriately shifting the workload. Energy-harvesting 
has also been discussed for real-time systems. A. Allavena et al. propose an off-line algorithm in [13] for a set of 
frame-based real-time tasks, assuming a fix battery’s recharge rate. Later, Moser et al. develop an on-line algo-
rithm called lazy to avoid deadline violations [14]. Liu et al. improve the results by using DVS to reduce the 
deadline miss rate [15]. A new work for using the energy-harvesting is done in [16] that the Earliest Deadline 
First (EDF) scheduling algorithm has a zero competitive factor but nevertheless is optimal for on-line non-idling 
settings. All of the above works do not solve the scheduling problem on distributed real-time systems using 
energy harvesting, for which our solutions will be presented in the following sections. 

3. Preliminaries 
In this section, we describe the system model as well as the task model and power model. We also define the 
problem statement and discuss its complexity. We lastly introduce certain preliminary results for our problem. 
 

 
Figure 1. Consuming energy faster than energy harvested.                                       
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3.1. System, Task and Power Models 
The task model of frame-based task used in [13] is adopted in this work. In this model, n real-time tasks must 
execute in a frame or an interval with a length L, and the frame is repeated. The frame-based real-time task is a 
special type of periodic system where every task in the system shares a common period p, p L= . In each 
frame, all tasks are initiated at the frame’s beginning and must finish their execution specified by its computa-
tion time c by the frame’s end. For example, the task set shown in Figure 1 has two tasks and the frame’s length 
is 8 time units. Since all tasks start at the same time and share a common deadline in each frame, the order of 
executing these tasks in the frame does not matter which simplifies the scheduling decision. Also, a task con-
sumes energy estimated by a rate of p when it executes. No energy consumption is assumed for a task if it is not 
in execution. 

For the base system providing the computing power and energy, it is distributed and has m nodes. Each node 
is a complete system capable of executing real-time computer jobs, with an energy-harvesting device to generate 
energy. The m nodes are assumed to be located in different locations, and each has an estimated rate jr  

),1,=( mj   of obtaining energy from their ambiance to be fed into the energy storage. We consider jr  as a 
constant, but we relax this limitation in our later discussion. Each node has a storage device to store the energy. 
If the storage is full, continuing to harvest energy is just a waste and the excessive energy is discarded. 

The system used can be homogeneous or heterogeneous. However, since the former one is just a special case 
of the latter one, we consider solving the problem on the heterogeneous systems. On a heterogeneous system, 
the computing speed and energy of running a task may be different for running on different nodes. What follows 
summarizes the parameters used in this paper: 

m: the number of nodes. 
n: the number of tasks in the frame-based application. 
L: the frame’s length which equals to the period and relative deadline of every real-time task. 

jr : (recharge) rate of harvesting energy on node , 1, ,j j m=  . 
ijc : the computation time required to finish task i on node , 1, , , 1, ,j i n j m= =  . 
ijp : the overall power consumption rate for executing task i on node , 1, , , 1, ,j i n j m= =  . 

3.2. Problem Definition and Complexity 
In statically partitioning the real-time tasks, a control system assigns the tasks to the nodes, and a task stays at a 
node during its lifetime after being assigned. In our later discussion, we also consider the cases that tasks can be 
reassigned if there is a change in the environment. Our goal is to determine the feasibility of the assignment on 
the system using energy-harvesting. The following definition formally defines the problem. 

Definition 1: Energy Harvesting Assignment (EHA) problem, given a set of frame-based real-time tasks and 
an energy-harvesting distributed system specified by the parameters above, find a feasible assignment for the 
tasks such that: 

a. Every task meets the deadline. 
b. Energy remained in the storage of node j at the end of each frame interval is at least init

jE  where init
jE  is 

the initial level of the energy in the storage on node j. 
Constraint a specifies the real-time requirement for completing the tasks. Constraint b guarantees that the 

energy harvested within each frame interval is not less than the energy consumed by running the tasks. When 
Constraint b is satisfied, the system is powered continuously and sufficiently for executing the repeating, 
frame-based tasks. Although all tasks in the application have the same starting time and deadline, the EHA 
problem is still an NP-Hard problem, even for a homogeneous system. For completeness, we give the proof of 
the following theorem for the homogeneous version of the problem. The proof of the heterogeneous version di-
rectly follows because it is a generalization of the homogeneous version. 

Theorem 1: The EHA problem is NP-Hard. 
Poof: we prove this theorem by performing a reduction from the 3-PARTITION problem which is known to 

be NP-Hard [17] to the EHA problem. 
3-PARTITION: Given a finite set A of 3m elements, a bound B Z +∈ , and a size ( )s a Z +∈  for each a A∈ ,  

such that each ( )s a  satisfies ( )4 < < 2B s a B  and such that ( )a As a mB
∈

=∑ . Question: Can A be parti-

tioned into m disjoint sets 1, 2, , mS S S  such that, for 1 i m≤ ≤ , ( )
ia S s a B

∈
=∑ ? 
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Suppose that an algorithm exists to solve the EHA problem, given the instance of the problem is feasible, in 
polynomial time. Given an instance of 3-PARTITION, we construct the instance of the EHA problem. The in-
stance includes a set of 3m frame-based tasks and a system of m nodes. The length of the frame is B. The com-
putation time of task i, ic , equals to the size of ia  in A. We assume that all nodes have the same recharge rate 
r, and all tasks have the same power consuming function ip r= , which means that the energy consumed by 
running the tasks is as fast as the energy harvested from the ambiance. Then, the shortage of the energy is not a 
concern. Also since ic mB=∑ , which equals the total length of the m frames, there is no idle interval in a 
feasible schedule because all CPU time must be used to execute tasks. If there is a solution for problem 3- 
PARTITION, we can apply the solution to our problem directly. If a feasible schedule exists for our problem, 
the length of the schedule in a frame on each node is exactly B because the schedules do not have any idle in-
tervals. This is also the solution of the problem 3-PARTITION. The reduction is finished in polynomial time. 
Thus, if EHA problem can be solved in polynomial time, 3-PARTITON can be solved in polynomial time. 
However, this contradicts the known theorem that 3-PARTITION is NP-Hard. Thus, the EHA problem is 
NP-Hard.   

3.3. Preliminary Results 
In the EHA problem, if the constraint b is ignored, the feasibility after all tasks have been assigned on the sys-
tem can be tested as: 

, ,i jc L j≤ ∀∑                                         (1) 

where ,i jc  means the computation time of task i assigned on node j. If the energy issue is considered, A. Alla-
vena et al. develop a schedulability condition in [13] for running a set of frame-based tasks on a single node 
system that has a rechargeable battery: 

1

N
idle

i
i

c t L
=

+ ≤∑                                        (2) 

In the inequality, idlet  is an idle interval without any task execution, used for energy replenishment if the 
energy consumed for running tasks is faster than it is obtained from the environment. To calculate idlet , ip′ , the 
energy’s instantaneous replenishment rate of the system while running task i, is calculated. Let i ip r p′ = − . 

> 0ip′  means that running task i consumes energy slower than the system obtains energy and < 0ip′  means 
the contrary. All tasks are then divided into two groups, namely the recharging tasks { }( )0i iR T p′= ≥  and the  
dissipating tasks { }( )0i iD T p′= < . Two sums are calculated respectively, as i ii RR p c

∈
′= ×∑  and  

i ii DD p c
∈

′= − ×∑ . In the equation, R  (or D ) is the amount of energy the system gains (or loses) while 
running the tasks in the group. The size of the idle interval is ( )idlet D R r= − . We call this idle interval as 
recharging idle interval. 

Let us extend (2) to the EHA problem and we have:  

, ,idle
i j jc t L j+ ≤ ∀∑                                    (3) 

where ,i jc  means the computation time of task i assigned on node j. The inequality 3 can be used to replace the 
constraints a and b to determine the feasibility of an assignment instance of the problem. Due to the intractabili-
ty, it is not likely to find a feasible assignment for every instance in polynomial time. In the following sections, 
we will discuss the approaches to solve the problem. 

4. ACO Solution 
The ACO algorithm is a meta-heuristic technique for optimization problems. It has been successfully applied to 
some NP-Hard combinatorial optimization problems. In this section, we apply and improve the ACO for our 
EHA problem. Before we describe our approach, we briefly introduce ACO meta-heuristic. The readers who are 
familiar with the ACO can skip the introduction in subsection A. 

4.1. Basic ACO Structure 
The ACO algorithm, originally introduced by Dorigo et al., is a population-based approach which has been suc-
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cessfully applied to solve NP-Hard combinatorial optimization problems [18]. The algorithm was inspired by 
ethological studies on the behavior ants that they can find the optimal path between their colony and the food 
source, without sophisticated vision. An indirect communication called stigmergy via a chemical substance, or 
pheromone left by ants on the paths, is used for them to look for the shortest path. The higher the amount of 
pheromone on a path, the better the path it hints, and then the higher chance the ant will choose the path. As an 
ant traverses a path, it reinforces that path with its own pheromone. Finally, the shortest path has the highest 
amount of pheromone accumulated, and in turn it will attract most ants to choose it. The ACO algorithm, using 
probabilistic solution construction by imitating this mechanism, is used to solve NP-Hard combinatorial optimi-
zation problems. 

1) initialization (parameters, pheromone trails) 
2) while true do 
3) Construct solutions; 
4) Local search; 
5) Update pheromone trails; 
6) Terminates if some condition is reached; 
7) end 
Algorithm 1: ACO Algorithm’s Structure 

In general, the structure of ACO algorithms can be outlined in Algorithm 1. The basic ingredient of any ACO 
algorithm is a probabilistic construction of partial solutions. A constructive heuristic assembles solutions as se-
quences of elements from the finite set of solution components. It has been believed that a good solution is 
comprised by a sequence of good components. A solution construction is to find out these good components and 
then add them into the solution at each step. The process of constructing solutions can be regarded as a walk (or 
a path) of artificial ants on the so called construction graph. After a solution is constructed, it is evaluated by 
some metric. If the solution is a good solution compared with other solutions, a designated amount of phero-
mone is added to each component in it which will make the components to be a little bit more likely selected in 
next time of construction of solution. Components in good solutions accumulate probability of being selected in 
iterations and finally the selections will converge into these good components. This process is repeated until 
some condition is met to stop. 

4.2. ACO for EHA Problem 
In order to apply the ACO to the EHA, we see the EHA problem as an equivalent optimization problem. The 
following definitions define the metric used in the optimization problem. 

Definition 2: Energy and Computation Time Length (EC-Length), the EC-Length of a node j is defined as the 
total computation time plus the idlet  for the tasks assigned on that node. 

Definition 3: Energy and Computation Time Makespan (EC-Makespan), Given an assignment, the EC-Ma- 
kespan denotes the maximum value of the EC-Length upon all nodes. 

The objective in our ACO system is to minimize the EC-Makespan. The task set is schedulable only if it can 
find an assignment in which the minimum EC-Makespan is not larger than the frame’s length L. 

Initialization: At the beginning, the values of the pheromone are all initialized to a constant 0>ph . In [19], 
a variation of the original ACO algorithm called Max-Min Ant System (MMAS), was proposed to improve the 
original ACOs performance. The intuition behind the MMAS is that it addresses the premature convergence 
problem by providing bounds on the pheromone trails to encourage broader exploration of the search space. We 
dynamically set the two bounds in our system according to current best solution as in [19]. 

Construct solutions: The solution component treated in our approach is the (task, node) pair. A chessboard 
can be used as the construction graph. Table 1 gives an example of 4 tasks and 3 nodes. In that example, ants 
traverse the chessboard by satisfying: One and only one cell is visited in each row; Constraints a and b must be 
respected. For each ant at a step, it first randomly selects a task, and then selects a pair of the ( ),i jtask node  to 
be added into the solution according to the probabilistic model (4): 

( ) ( )

( )

,
ij ij

ij i

ik t ikk i

t
prob j

βα

βα

η

τ η

τ
 ×    ∈

 ×  = ∀ ∈
 
  

∑


                             (4) 
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Table 1. An example of the chessboard.                                             

 Node 1 Node 2 Node 3 

Task 1 1,1p , 1,1c  1,2p , 1,2c  1,3p , 1,3c  

Task 2 2,1p , 2,1c  2,2p , 2,2c  2,3p , 2,3c  

Task 3 3,1p , 3,1c  3,2p , 3,2c  3,3p , 3,3c  

Task 4 4,1p , 4,1c  4,2p , 4,2c  4,3p , 4,3c  

 
where iN  is the set of next possible move of the ant to assign task i. In 4, τ  denotes the amount of phero-
mone which shows the quality of assigning task i to node j by the past solutions. The η  is a local heuristics de-
fined as 1/current EC-Makespan. The current EC-Makespan is the one after task i is assigned to node j, eva-
luated by a heuristic. This local heuristic gives preference to the move with the possibly smallest EC-Makespan 
based on the currently completed, partial solution. The use of τ  and η  is to avoid the convergence too early 
either into the assignments of the completed solutions or to the looked-like good selections evaluated by a local 
heuristic. The α and β are parameters to control the relative importance between τ  and η . We assign 0.5 to 
each of them to make τ  and η  equally important. After all ants finish the construction of solutions, we check 
the final EC-Makespan. If the final EC-Makespan is not larger than L, the solution is identified as feasible, or 
infeasible, otherwise. 

Local Search: To further improve the solution found by ACO, a local search optimization is performed on the 
infeasible solutions found by ACO. The local search in our problem tries to balance the load on different nodes. 
In our approach, we first find the most heavily loaded node, i.e., the node that contributes the final EC-Makes- 
pan, from which we try to reduce its load by moving some tasks to other lightly loaded node. The move is made 
only if the new final EC-Makespan does not exceed the old one. To reduce the time cost, at most 2 tasks are 
tried on the balanced node for local search. In our experiments, the performance of our ACO approach can be 
greatly improved with the local search. 

Pheromone updates: In an iteration, ants deposit pheromone according to the quality of those solutions they 
find. A straight-forward definition of the quality is the EC-Makespan. The amount of the pheromone deposited 
is set to be 1/ EC-Makespan. A general formula to update the pheromone at the tht  iteration is given in (5):  

( ) ( ) ( ) ( )
1

m

ij ij ij k
k

t t tτ ρ τ τ
=

= × + ∆∑                               (5) 

where 0 < < 1ρ . The rule increases the amount of the pheromone on the components in the solutions con-
structed by the ants, according to the solutions’ quality. The ρ  is called evaporation rate to decrease the 
amount of all pheromone trails at each iteration, to avoid an early convergence. In MMAS, only the best one in 
the m ants is allowed to deposit pheromone after an iteration, and this strategy has been reported to achieve bet-
ter performance. In the completed solutions, the local best is the best one completed by the ants in the current 
iteration, and the global best is the best one in all of the completed solutions. The work in [19] suggests a mixed 
scheme which has shown performance better than average: either the local best or the global best is used. 

Stopping conditions: ACO is a search-oriented approach. We do not want it to run infinitely in any way. In the 
problem of finding the minimum EC-Makespan, a value of a variable is used to monitor the number of iterations 
for which the performance is not improved. The variable, called iin , is initialized to 0. In each round, if the lo-
cal best solution is not better than the global one, the value is increased by 1. The algorithm stops when iin  
reaches a threshold. Or, the algorithm stops when at least one feasible solution is found, for the original EHA 
problem. 

4.3. MACO for Multiple Resources Constrained Assignment Problem 
In ACO, using a local heuristic acts as it guides the ants to explore the solution space that is more likely to con-
tain the optimal solution. However, is the guiding by the heuristic always in a correct direction? In EHA prob-
lem, there are two constraints, time and energy, and each constraint denotes the requirement of a single resource 
dimension. In most cases we do not have the knowledge a priori about how the resources are constrained in a 
given system. The local heuristic 1/current EC-Makespan, composed by the recharging idle interval and the sum 
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of execution times of the tasks, seems good to the cases where energy and time are constrained evenly. However, 
in some cases, energy can be much more constrained than time, and vice versa. Then, using 1/current EC-Ma- 
kespan as the heuristic may lead ants in a wrong direction. Due to the difficulties of analyzing the intrinsically 
constrained extent of different resources in a system, using a single heuristic is not likely to work well in all cir-
cumstances. While ants are guided in a wrong direction, stagnation on non-optimal solutions will be very likely 
to happen. 

A novel structure called Multi-heuristics ACO (MACO) is proposed to solve the problem mentioned above. 
In ACO, only one group of ants is sent to search solutions by using a single heuristic. In MACO, however, we 
can distribute the ants into multiple groups for doing the search in different directions. Each group has its own 
used heuristic and independent pheromone trail. For our problem, three groups are defined, namely EC ants, 
energy ants, and time ants. While the EC ants use the same composite heuristic as the one in our original ACO 
algorithm, the energy ants (or time ants) has a heuristic in energy (or time) dimension. Two good options for the 
heuristic are 1/(energy requirement) and 1/(execution time accumulation). The former one prefers a low energy 
requirement for completing a task on a node (which is ij ijp c× ). The latter one wants a selection with a small 
computation time. 

1) In the first step, M ants are divided into m n+  groups using m n+  hruristics (m dimentional heuristics 
and n composite heuristics), evenly or not evenly. Apply the ACO algorithm to each group independently. 
After certain iterations, the best k groups are selected to be used in the second group. 
2) In the second step, M ants are placed into the k groups, evenly or not evenly. Apply the ACO algorithm 
on each group independently. The best result among the group(s) is used as the solution. 
Algorithm 2: Two-Step MACO. 

4.4. Two-Step MACO 
When using the same number of ants, MACO could perform worse than ACO in some cases. This is because 
when the composite heuristic used in ACO happens to be the right one, MACO has fewer ants working in the 
correct direction. To solve this problem, we use a two-step, or an incremental method, called coarse and fine 
searching. In the first step, a small number of ants are sent in different directions guided by the heuristics for a 
certain number of iterations. After that, we calculate the global best for each group. The best global solution in-
dicates a correct direction. In the second step, all ants using the heuristic of the best group research the solution 
space for finding the optimal solution. This process can be seen as the cooperation between detective ants and 
worker ants. The detective ants do the coarse search, and then the worker ants search the space deeply that is 
most likely to contain the optimal solution (reported by the detective ants). The rationale behind the technique 
has two folds. The first one is the exploration, where a good searching direction shown in the coarse search is 
more likely to be the right one. The second one is the exploitation, in which good solutions are normally “close” 
to each other. The two-step MACO framework is described in Algorithm 2. 

4.5. ACO for Changing Environments 
The recharge rate of a node is estimated for a period of running the application. In some cases, the environment 
where a node is located is not stable, we must consider the impact brought by the fluctuating rate of obtaining 
ambient energy. Imagine that a feasible assignment has been made on a distributed system using solar energy. 
Later, in one of the places where a node locates, the sky becomes suddenly covered by dark clouds. This situa-
tion unavoidably results in a lower rate of the energy’s replenishment to the system. According to our previous 
discussion, this decreased recharge rate requires a longer recharging idle interval, which may cause the tasks as-
signed on the node to miss their deadline. One possible solution to this problem is to keep executing the tasks in 
each frame and holds a hope that the sunny day will come back soon. This gambling manner, however, faces a 
risk that the system may ultimately crash due to the continuously decreasing energy level. Another possible so-
lution is to reconfigure the assignment of tasks as quickly as possible. 

In ACO, good solutions normally share common components and related to each other. For designing a fast 
algorithm which quickly adapts to changes, instead of re-constructing a new system of pheromones, it is benefi-
cial to keep and use the useful knowledge saved in the old pheromones, and take into account where the changes 
occur. In our problem, the concern is when the nodes may experience a decreased recharge rate. When the feasi-
bility of tasks assigned on a system might fail due to a change in the recharge rate, we should move the tasks 
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with a high energy-demand to another node. A reasonable way to update the pheromone table is to reduce the 
amount of the pheromone of a high energy-demand task to the node. Suppose that the node is j. The following 
formula gives the rule to update the pheromone trails for the node. 

( ) ( )
( )
( )

1 ,ij ij
ij ij

ij ij

p c
t t i

p c
τ τ

 ×
 = × − ∀

×  ∑
                               (6) 

In 6, the pheromone on every path from a task to node j is updated. The old pheromone value is timed by a ra-
tio to obtain its new value. The ratio is determined by the ratio of the task’s energy requirement if executed on j, 
and the total energy requirement of all tasks if executed on j. The higher the ratio, the larger the pheromone’s 
amount decreases, which in turn makes the larger energy-demand task less likely to be assigned on j. After the 
updates on the pheromone table finish, an ACO system using the updated pheromone values is executed to find 
a new feasible solution. If a small change, there is no need to re-search the correct direction by using the 
MACO. 

5. Performance Results 
In this section, we compare the performance of the proposed algorithms using extensive simulations. EC-Ma- 
kespan is the key factor to determine the schedulability. An algorithm capable of obtaining a small EC-Makes- 
pan can achieve a high feasibility. Hence, we use the average EC-Makespan as our main performance metric to 
compare the algorithms. In our experiments, another meta-heuristic search method, Genetic Algorithm (GA), is 
also used to generate solutions. The GA algorithm we use is an implementation of the one in [3]. Also, two heu-
ristics named MEC and MmEC proposed in our previous works [1] [2] which are two extensions of the list 
scheduling, are used for comparisons. The parameters used in these approaches are set to be relatively large to 
allow them to converge. 

5.1. Simulation Settings 
The main parameters of a frame-based real-time task are its computation time and frame length. Because we use 
the minimum EC-Makespan as the performance metric, the frame length is not used. We assume that the tasks’ 
computation times in a set range from 3 to 20 time units. The largest task runs nearly 7 times longer than the 
smallest task. Another important characteristic of a task in our experiments is its power characteristic. A broad 
range of the relative values between a task’s discharge rate and the system’s recharge rate is used. We assume 
that the recharge rate has a broader range because in the extreme cases a system obtaining energy can be very 
slow or pretty fast, compared with consuming energy for running tasks. An even distribution of probabilistic 
model is used to generate the computation time, recharge rate and discharge rate, randomly. Also, we assume 
that the number of nodes in a distributed system is 8 and the numbers of tasks are 40, 50, …, 90. The workloads 
are adjusted by using the different numbers of tasks in the experiments. Table 2 summarizes the parameters we 
mentioned in this paragraph. 

Table 3 and Table 4 give the parameters we use for the ACO approach and GA approach. In the GA ap-
proach, a chromosome sequence encodes an assignment solution of the EHA problem. The fitness value is the 
EC-Makespan of assignment. For a fair comparison, we use the same local heuristic MmEC in both me-
ta-heuristic approaches. Also, they use the same stopping condition that the number of no improvement itera-
tions is 30. There is another stopping condition required by the GA approach which is the number of total itera-
tions. We set it to be 1000 to allow it large enough to converge. The simulations are performed by adjusting si-
mulation parameters. Each time, 100 task sets are generated randomly. For each approach, we record the values 
of EC-Makespan and execution time of running the algorithm. The average results are used to evaluate and 
compare the performances. 

5.2. Results on Different Circumstances 
The computing resources, such as the CPU time and the available amount of energy, may not be necessarily 
evenly-constrained for running a set of tasks. The main purpose of designing the MACO approach is to give 
adaptiveness to ACO for working well in different circumstances. Hence, we perform the simulations mainly in 
the following categories: resources evenly constrained, tightly energy-constrained and time-constrained. 
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Table 2. Simulation parameters.                                                   

Parameters Values 

Num. of Nodes 8 

Num. of Tasks in a Set [40, 90] 

Execution Times for Tasks [3, 20] 

Recharge Rate [1.0, 12.0] 

Discharge Rate [2.0, 9.0] 

 
Table 3. ACO/MACO parameters.                                                 

Parameters Values 

ρ (evaporation rate) 0.15 

Num. of Ants 9 

Max. No-Change Iterations 30 

Max/Min Pheromone Dynamic/0 

 
Table 4. GA parameters.                                                         

Parameters Values 

Population Size 200 

Max. Generations 1000 

Crossover Rate 0.6 

Mutation Rate 0.4 

 
Category 1: The simulations done in this category has set the parameters to be timing and energy evenly con-

strained. To accomplish this, we select a node’s recharging function between 4.0 and 7.0, and then select a task’s 
discharging rate from 2.0 to 9.0, randomly. By using an even distribution, both the recharge rate and discharge 
rate have an expected value of 5.5 which means in average the numbers of recharge tasks and dissipation tasks 
are equal. The workload is changed by adjusting the number of tasks in the task set. 

Figure 2 shows the average EC-Makespan measured for the used approaches. In the figures, when the num-
ber of tasks is less than 75, ACO and MACO outperform the other approaches. When the number of tasks is 75 
or larger, ACO and MACO are not as good as GA and MmEC. However, by analyzing the results, we found that 
GA, which builds its solution upon MmEC, has almost the same performance as its seed. This implies that GA 
does little to improve MmEC and its performance is sticky with MmECs. It has been well known that when the 
size of a problem instance is large and if the number of agents is not enough, the performance of using me-
ta-heuristics degrades because the probabilistic selecting process is not significant. The solution for the degrada-
tion is straight-forward as increasing the number of ants. Also, it is not a surprise that ACO and MACO perform 
very close for reducing the EC-Makespan in this category. This is because the composite heuristic used by ACO 
happens to be the correct heuristic found by the detective ants in MACO. In Figure 3, the execution times of 
running ACO, MACO and GA are compared. ACO uses less time than GA in the cases of having less than or 75 
tasks. It implies that if given the same time cost the ACO approach will outperform the GA approach. 

Category 2: The simulations in this category are set to be tightly energy-constrained. The recharging rates are 
selected from a low range [1.0 6.0], implying that the systems need longer time to refill energy. The tasks’ pow-
er consuming rates are selected from a high range [5.0 9.0], which makes more tasks as dissipating tasks. We 
also reduce the execution times for tasks by dividing them with a number in [4.0 5.0] to make the system truly 
energy constrained. Figure 4 illustrates the results that the MACO has the best performance. In the figures, 
MACO always defeats ACO in the performance of reducing the EC-Makespan. When the system is energy 
tightly constrained, the energy-oriented heuristic leads the ants to find the optimal solutions. The results support 
the effectiveness of using our MACO strategy that it gives adaptiveness to the original ACO approach. Figure 5 
shows the execution times for running the algorithms. The execution time for running MACO is about twice of 
running ACO. 



J. Lin, A. M. K. Cheng 
 

 
107 

 
Figure 2. EC-Makespan comparison of category 1.              

 

 
Figure 3. Execution time comparison of category 1.             

 

 
Figure 4. EC-Makespan comparison of category 2.              
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Figure 5. Execution time comparison of category 2.               

 
Category 3: In this category (Figure 6 and Figure 7), the power consumption rates for most tasks ([2.0, 6.5]) 

are set to equal or smaller than the recharging rates ([6.0, 12.0]). When the system is only timing constrained, 
MACO outperforms ACO and other algorithms due to its unique adaptability. 

When we compare our ACO approaches with the GA approach, we use different values for the crossover rate 
and mutation rate. The results are similar to the result shown in the three categories. 

5.3. Two-Step MACO 
We proposed a two-step MACO solution for the problem but one might ask a question: why uses two-step ACO? 
Why not just placing more ants in each direction to search the optimum? We answer this question by showing 
the result of the following simulations for three different implementations of MACO on a small-sized input. 

a. One-step MACOm. In this approach, there are 3 ants and 3 groups, each group has 1 ants. The optimal so-
lution is the best solution found in the three groups. 

b. One-step MACO3m. In this approach, there are 9 ants and 3 groups, each group has 3 ants. The optimal 
solution is the best one found in the three groups. 

c. Two-step MACO2S. This is the one we proposed to do the coarse and fine search. There are 3 groups of 
ants used for the two steps, respectively. In the first step, each group has 1 ant. In the second step, 3 ants are 
used in the selected group. 

The implementations for a and b are both one-step MACO, in which b has 2 more ants than a. in each group 
or direction. The implementation c uses only 1 ant in each group in the coarse stage, but uses 3 ants to search 
space in the reportedly correct direction. The total number of the ants used in each approach is 3, 9, and 6, re-
spectively. 

Figure 8 and Figure 9 give the results on EC-Makespan and execution times for the three MACO implemen-
tations. It can be seen that b and c both improve the result of one-step MACO with small number of ants, on 
EC-Makespan. Also, the results of b and c are almost the same as shown in Figure 8. This implies that for 
two-step MACO, even though the number of detective ants in each group is 1, the correct direction for doing the 
fine searching can still be found. For the execution time, however, b uses about 1/3 more time than c. It is not 
hard to conclude that our two-step MACO approach finds a reasonable way to handle the trade-off between the 
performance and the time cost. 

5.4. Dynamic ACO 
In a previous section, we showed how to update the pheromones in order to make the system quickly adaptable 
to changeable environments. In this section, we show the method’s effectiveness. In the simulations, we first use 
two-step MACO to obtain the minimum EC-Makespan for assigning a task set on the 8 nodes. Next, one of the 
nodes is randomly chosen to decrease its recharge rate. We compare the approaches Complete Restart and  
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Figure 6. EC-Makespan comparison of category 3.                

 

 
Figure 7. Execution time comparison of category 3.               

 

 
Figure 8. EC-Makespan comparison of MACO.                  
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Figure 9. Execution time comparison of MACO.                           

 
Dynamic ACO by calculating the new minimum EC-Makespan. While the Complete Restart is just simply res-
tarting a new ACO process, Dynamic ACO modifies and utilizes the known knowledge stored in pheromones to 
find the new solution. At the beginning, we assume that only one node experiences an environment change. 
Figure 10 and Figure 11 show the comparisons of the normalized EC-Makespan and running time between the 
two approaches. In the figures, the numbers on the x axis are labeled as the extent of the decreased rate of ob-
taining energy. For example, if before a change the recharge rate of the system is r, 50% means that the new re-
charge rate becomes 0.5×r  after the change. It can be seen that with using around 50% less time, Dynamic 
ACO slightly outperforms Restart. This is because in these simulations only a small change occurs, most com-
ponents with high pheromones are still good components for the new solution. Therefore, searching solution us-
ing the pheromones after a small and appropriate modification in fact acts as a deeper and broader search with a 
right direction. On the contrary, approach Restart totally discards the useful known-knowledge and simply car-
ries on the work again. While they both have the same stopping criteria and correct direction to search, Dynamic 
ACO starts ahead of Restart and actually does a deeper exploration. We also compare the two approaches ac-
cording to the number of nodes having a change in recharge rate. Figure 12 and Figure 13 show the results 
based on five groups. In each group, a specific number of nodes are randomly chosen to lower down their re-
charge rate 50%. It can be seen that when the number of changes is equal to or larger than 5, the running time of 
Dynamic ACO is close to doing Restart. However, its result on reducing EC-Makespan becomes worse. This is 
because when a large number of changes occur, the information stored in the pheromones becomes stale. To 
keep using the stale information to search solutions normally makes the search to go in a wrong direction. In 
these situations, Restart seems a more appropriate way to find the optimal solutions. 

6. Summary and Future Works 
In this paper, we consider a real-time task assignment problem for an energy-harvesting distributed system. We 
focus on the ACO approach and its improvements such as MACO and Dynamic ACO. The experimental results 
show that our proposed algorithms work effectively and efficiently. The MACO improvement provides a good 
adaptability in our EHA problem. It not only gives good results, but also gives a suggested framework to solve 
the multi-resources constrained problems using ACO. The Dynamic ACO is used to search a new solution when 
a small change happens to the data set of the problem. It is believed that if the change is not significant, there is 
no need to start a new search over. Most of knowledge stored in the original pheromones can be used without a 
big modification to the pheromones. This way reduces the time cost significantly for searching a new solution 
upon a change. In the future, our works may include solving problems with various QoS requirements when as-
signing real-time tasks on a distributed system. While some sorts of QoS are required, the problem set becomes 
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Figure 10. EC-Makespan comparison for a single node change.      

 

 
Figure 11. Execution time comparison for a single node change.      

 

 
Figure 12. EC-Makespan comparison for multi. node change.   
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Figure 13. Execution time comparison for multi. node change.         

 
more complicated. Also, we may look at a more complex model for the tasks, such as considering input/output 
activities. Dependent task model can be studied as well. Both of these problems definitely give another chal-
lenge. 
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