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Abstract 
Wheat is a staple agricultural grain commodity used within the United States and is grown in 
nearly every state. Modeling the price of Hard Winter Red wheat (the most common type of wheat) 
is of extreme economic and social importance. The 2008 financial crisis had a drastic effect on the 
price of food in real terms, tightening household budgets and increasing the US percentage of citi-
zen classed below the poverty line. Understanding the influential factors in the econometric mod-
eling of the price of wheat allows for more effective governmental intervention and price stabili-
zation. Results indicate that the price of wheat is influenced by a combination of 5 separate func-
tions: “supply”, “demand”, “macroeconomic”, “climate” and “natural resource” related functions. 
These functions derive from a wide variety of different data sources. The functions were deter-
mined and then incorporated into an Ordinary Least Squares (OLS) regression model taking into 
account variable interaction, variable transformation and time. This regression exercise resulted 
in a good model, explaining just over 90% of the variation in the price of wheat. Yet, results indi-
cate that the model though sensitive to sharp decreases in the price of wheat is in-sensitive to 
sharp increases in the price of wheat. Ideas are discussed of ways of improving the price model. 
These include the addition of other variables, such as financial speculation/increased use of cli-
mate related variables and the idea of using alternative statistical modeling techniques in place of 
robust OLS regression modeling, such as SVAR models and Spline GARCH models. This research 
implies that further research into the modeling of the price of wheat within the US has useful po-
tential for a more productive outcome. 
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1. Introduction 
Wheat is the most important agricultural commodity in the United States and is considered, to be the principal 
cereal grain, grown in nearly every state [1]. The US ranked 3rd in production volume of wheat, behind India 
and China, producing over 3021 million bushels (1 bushel dry volume imperial measure used in the US ap-
proximates to 35.2 metric liters/equating to 27.2 kg of wheat at 13.5% moisture content), close to 55.1 million 
tons, during the 2013/2014 marketing season. The US marketing season for wheat runs from June to May of the 
next year) [2]. There are over 8 main varieties of wheat grown in the United States, Hard Red Winter Wheat 
(HRW) makes up 40% of the production, grown across the US between latitudes between 30˚ (Texas) to 49˚ 
(Montana/Canadian border) [1]. Wheat is a major contributor to the agricultural sector with uses in many areas; 
such as human food production, beverages, textiles, animal feed etc. All such categories of commodity require 
wheat inputs and contribute to the immense economic value to the US economy [3]. 

The 2008 financial crisis affected the entire globe, causing a sharp spike in the price of wheat and other agri-
cultural commodities [4]. This crisis not only affected those in the developing world but also in economically 
developed countries such as the US, causing a severe tightening of household budgets in real terms. While the 
2008 financial problems focused the attention on the price of commodities, according to macroeconomists, food 
commodity prices in general have, in fact, been unpredictable since the mid-1990s [4]. Therefore, as the impor-
tance of wheat increases, the need to understand and explain the variation in the price of wheat becomes very 
important. 

A wide range of sources of literature provide useful information in regard to the determination of the price of 
wheat. These include supply factors, demand factors, stock factors, economic factors, and additional commodi-
ties prices influencing the wheat price. These different factors integrate a large volume of different data interac-
tions to create mathematical functions or operators which interact with each other as regressors to calculate the 
price of wheat [4]-[6]. An explanation of these factors will be provided below (Description of Variables). The 
unpredictability of the price of wheat allows for the creation of a problem to be investigated using research me-
thods. The problem, in its simplest form can be stated as follows: 
- To what extent can the variation in the price of wheat within the United States (US Dollar per bushel), be ex-

plained by a combination of economically related functions, created by an array of variables related to the 
US economy? 

Secondary to this problem is the question: 
- What are the probable causes of the unexplained variation, not related to random error within the wheat price 

model? 
Thirdly: 

- Do any weather related regressors influence the variation in the price of wheat at a statistically significant 
level? 

The research questions stated above justify the general hypotheses of this investigation: 
Ho: There is a statistically significant relationship between the yearly average price of HRW wheat and 

supply, demand, macroeconomic, climate and natural resource related functions and the variation within the 
price of HRW can be explained to an economically acceptable degree. 

Ha: There is no statistically significant relationship between the yearly average price of HRW wheat and 
supply, demand, macroeconomic, climate and resource related functions and the variation within the price of 
HRW is not accounted for by said functions. 

2. Description of Variables, Model and Method/Techniques 
2.1. Data Variables/General Description of the Data Used in the Analysis 
The dependent variable in question is the price of wheat (Hard Red Winter, for reasons explained in the Intro-
duction) and is in the form of the yearly average price (US$) within the US agricultural marketing season. The 
data series of the dependent variable dates from the year 1970 to the year 2014, giving a 45-year data set (N = 45) 
of individual yearly prices given to the nearest cent (i.e. US$ to two decimal places). The source of this data is 
the United States Department of Agriculture—National Agricultural Statistics Service [2] and has been inde-
pendently verified by the International Monetary Fund (IFM) and the Food and Agriculture Organization (FAO). 
The data (both in list and graphical form) of this dependent variable and independent variables analyzed in this 
investigation can be found in the Statistical Appendix. 
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To determine what is required for each function used in the creation of a model, an extensive data mining 
mission was undertaken. The mining of “big data” is the practice of examining a large database in order to gen-
erate new information. In total over 1336 different variables were examined [7] in a pre-modeling process to 
best identify the required variables used to create separate functions, in an attempt to find a best fit model for the 
intended dependent variable. 

To find a suitable model, with an acceptable explanatory power the general agricultural commodity formula 
of price prediction is: 

Equation 1. 
Price = constant (β0) + “supply function”*(β1) + “demand function”*(β2) 

 + “macroeconomic function”*(β3) + “natural resource function”*(β4)  
+ “climate function”*(β5) 

- Climate function included for research purposes 
The “supply function” in simple terms is determined by the amount of acreage harvested for the grain and the 

yield in bushels. This figure is calculated by multiplying the number of kernels per head of the crop by the 
number of heads in 3ft by 0.0319 [8]. This formula provides a yearly supply figure in bushels against area, 
integral in the creation of an agricultural price commodity model [8]. 

The “demand function” consists of an integration of components of the supply function and market demand. 
Widely used within other price commodity models, the Stocks-to-Use ratio indicates the level of carryover stock 
for a given commodity as a percentage of the total demand. The Stocks-to-use Ratio is simply calculated by: The 
market season beginning stock level + total yearly production – total use divided by the total use, then multiplied 
by 100 to gain a Stocks-to-Use % [6]. As the demand function consists of parts of the supply function, the issue 
of multi-collinearity within a model may arise; therefore techniques to remove multi-collinearity must be im-
plemented when creating the final model. 

The “macroeconomic function” within the model is derived from a calculation of the US yearly average infla-
tion percentage inferred from the Consumer Price Index. Previous research, such as the work of Furlong and In-
genito [9] indicate a relationship between agricultural commodity prices and inflation is present, therefore using 
inflation as a macroeconomic function could be statistically significant, as a previous relationship has been es-
tablished in other literature. 

The price of crude oil has been previously cited has a weight influencing regressors in the price of agricultural 
commodity prices. Oil (in the form of petrol and diesel) is an agricultural production input, used in the produc-
tion of fertilizer, mechanical fuel and transportation, therefore changes in the price of oil will subsequently in-
fluence the production of grain commodities and therefore commodity price [10]. The price of oil is referenced 
by “West Texas Intermediate (WTI-Cushing). WTI, a crude stream produced in Texas and southern Oklahoma 
which serves as a reference or “marker” for pricing a number of other crude streams and which is traded in the 
domestic spot market at Cushing, Oklahoma. WTI Crude Oil price per barrel yearly average has been designated 
as the “natural resource function”, as oil has the biggest influence over agricultural commodity prices in com-
parison to other natural resources [11]. 

As indicated by the third section of the Problem Statement, research by Keatinge et al. [12] and Keatinge et al. 
[13] indicates that long term temperature records have implications for commodity production worldwide. 
Therefore as an added measure, the ENSO related Oceanic Nino Index yearly average will be tested for signi-
ficance within the crop price model as a “climate function”. Therefore to summarize the information about the 
dependent and independent variables, calculated from the various functions and operators are as follows: 

Dependent variable (Y): 
- US$ HRW wheat per bushel 

Independent variables (X): 
- Wheat yield of bushels per acre (BPA). 
- US stocks-to-use ratio (STU).  
- US yearly average inflation rate (AIR). 
- The price of crude oil per barrel (WTI-Cushing) adjusted for inflation (COB). 
- ENSO related Oceanic Nino Index (ONI). 

2.2. Model and Techniques 
The nonparametric correlations of the dependent variable and independent variables were assessed to understand 
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the primary relationships. The results show that both the price of crude oil per barrel adjusted for inflation and 
the yield of bushels of wheat per acre had a moderately strong positive relationship, whereas the Stocks-to-use 
ratio exhibited a strong negative relationship, with these three variables correlation was significant at the 95% 
confidence level (2-tailed). The US inflation rate and the ENSO index showed small negative correlations but 
were not flagged as significant at the 95% confidence level (see Statistical Appendix for tabled results). 

Ordinary Least Squares (OLS) regression was implemented to establish the relationship between the variables 
to create an acceptable model to predict the price of HWR wheat. The first model created using regression anal-
ysis was conducted without considering the interaction among the regressors, using the enter method for the va-
riables (all independent variables were included in the equation in one step). Surprisingly, the model resulted in 
an F value equating to 51.172, indicating that the regression model has good explanatory ability (51.172 > F 
(0.05, 5, 39 degrees of freedom) = 2.46). The F statistic is further validated by the R2 value of 0.868 and ad-
justed R2 of 0.851, indicating that the variables explain 85% of the variation within the dependent variable. Fur-
thermore, all independent variables pass the t-test at the 95% confidence level, meaning that all independent va-
riables have some influence on the dependent variable at the 95% confidence level. Additionally to this, the 
Durban Watson (DW) Statistic returned a value of 1.808 (close to 2.000). The bounds of the DW at a 95% con-
fidence level where N = 45 and K’ = 5, dL = 1.287 and dU = 1.776. DW value 1.808 > DW upper (dU) are 
1.776, therefore we fail to reject the null hypothesis of zero autocorrelation in the residuals, indicating multi- 
collinearity does not exist among the variables. The initial model (Model 1) can be displayed as: 

Equation 2. 

(1) ( ) ( ) ( ) ( ) ( )8.464 0.109* 0.048* 0.401* 0.067* 0.529*Y BPA STU AIR COB ONI= − − − − −  

This model may be further improved by two methods, considering the interaction between variables and the 
introduction of time as a variable. As the dependent variable is linear in time we can introduce a successive va-
riable indicating the year. The 5 independent variables and time were data-mined to create as many interactions 
as possible between the variables and transformations of the variables themselves (natural logs, squaring, cubing 
etc.) in an attempt to improve the explanatory power of the model in comparison to Model 1. An additional me-
thod to improve the model is the change in the way the variables are introduced into the model. After the exten-
sive data mining procedure and assessing a variety of different methods of entering the variables the statistical 
software found that the forward stepwise procedure produce the best model (Model 2), with the following inde-
pendent variable interactions: 

Equation 3. 

(2) 
( ) ( ) ( )

( ) ( ) ( ) ( )
83.763 0.001* * 1.446* 0.005 *

0.01* * 0.162* 0.049* 0.339* *

Y BPA COB LnSTU BPA AIR

COB ONI BPA YEAR ONI ONI

= − + − −

− − + +
 

To clarify, Model 2 contains the variable interactions: 
- Bushels per acre * Crude oil per barrel. 
- The Natural Log of the Stocks-to-use ratio. 
- Bushels per acre * Yearly average inflation rate. 
- Crude oil per barrel * Oceanic Nino Index 
- Date in the form of the year. 
- Oceanic Nino Index * Oceanic Nino Index 

Model 2 provided an improvement on Model 1, the model resulted in an F value of 60.068, increasing the ex-
planatory power (60.068 > F (0.05, 7, 37 degrees of freedom) = 2.275). The model had an improved R2 of 0.919 
and an adjusted R2 of 0.904, all variable interactions passed the t-test at the 95% significance level, indicating 
they all have an influential power within the model. Model 2 also improved on the Durban Watson Statistic with 
a value of 2.132 (close to 2.000). The result of 2.132 > DW upper (dU) 1.895 means we fail to reject the null 
hypothesis of zero autocorrelation in the residuals, implying there is no evidence of positive first-order serial 
correlation of residual series, see Tables 1-3 and Figure 1 and Figure 2 for a summary of results. 

2.3. Theoretical Justification of the Model 
To provide theoretical justification of the model we must perform two actions, firstly a comparison of the two 
models stated to statistically prove which model is better and secondly to validate the assumptions of Ordinary  



F. J. D. Keatinge 
 

 
762 

Table 1. Tables displaying the results of the regression analysis of Model 2.                                              

Regressors  R R2 Adjusted R 
Square 

Std. Error of 
the Estimate 

Change Statistics 

R Square 
Change F Change Df1 Df2 Sig. F 

Change 

1 0.761 0.579 0.569 1.18802 0.579 59.194 1 43 0.000 

2 0.905 0.819 0.810 0.78825 0.240 55.678 1 42 0.000 

3 0.923 0.852 0.842 0.72044 0.033 9.279 1 41 0.004 

4 0.934 0.873 0.860 0.67637 0.021 6.516 1 40 0.015 

5 0.947 0.896 0.883 0.62028 0.023 8.562 1 39 0.006 

6 0.952 0.907 0.892 0.59523 0.011 4.351 1 38 0.044 

7 0.959 0.919 0.904 0.56150 0.012 5.703 1 37 0.022 

Durbin-Watson = 2.132. 
 
Table 2. Analysis of variance (ANOVA) of Model 2.                                                               

 Sum of Squares Df Mean Square F Sig 

Regression 132.572 7 18.939 60.068 0.000a 

Residual 11.666 37 0.315   

Total 144.237 44    

aPredictors: (constant), Bushels_Crudeoil, Ln_stockstouse, Bushels_Inflation, Crudeoil_ENSO, Yeild_Bushel, Year, ENSO_Squared. 
 
Table 3. Atable displaying the model coefficients.                                                                  

Model 2 Regressors 
Unstandardized Coefficients Standardized  

Coefficients T Sig. 
B St. Error Beta 

Wheat Price (constant) −830763 38.104  −2.198 0.34 

Bushels * Crude Oil 0.001 0.000 0.868 10.783 0.000 

Ln Stocks to Use Ratio −1.446 0.273 −0.343 −5.294 0.000 

Bushels * Inflation −0.005 0.002 −0.261 −3.193 0.003 

Crude Oil * ENSO −0.010 0.003 −0.190 −3.855 0.000 

Yield Bushels Per Acre −0.162 0.040 −0.452 −4.057 0.000 

Year 0.049 0.019 0.354 2.529 0.016 

ENSO2 0.339 0.142 0.119 2.388 0.022 

 
Least Squares regression modeling. 

To find the best model two comparison methods were introduced, the Corrected Akaike’s Information Criteria 
(AIC) of both models were compared and an F-test was performed. Model 1 had a Sum-of-squares of 19.078, N 
= 45, Parameters = 5 resulting in a correct AIC of −24.41. Model 2 has a Sum-of-squares of 11.66, N = 45, Pa-
rameters = 7 resulting in a corrected AIC of −40.77. These results indicate that Model 2 has a lower AIC than 
Model 1, indicating that Model 2 has a better performance ratio than Model 1. 

Additionally, the F-test was performed on the models as a secondary comparison method. As mentioned 
above, Model 1 has a Sum-of-squares of 19.078, 40 degrees of freedom; Model 2 has a Sum-of-squares of 11.66, 
38 degrees of freedom resulting in a percentage difference of 63.62 and an F value of 12.087. 
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Figure 1. A normal P-P plot of the standardized residual of the depended variable displaying the 
expected cumulative probability against the observed cumulative probability.                      

 

 
Figure 2. A scatterplot of the actual price of wheat per bushel against the regression adjusted pre-
dicted value.                                                                               
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Equation 4. 
( ) ( )

( )1
R c

c

SSE SSE k g
F

SSE n k
− −

=
− +  

 

Equation 5. 
( )( )12.087 0.02,2,38 0.60F F= > =  

Since the F value > F statistic we can say there is statistical evidence to suggest that Model 2 performs better 
than Model 1, according to both the reduction in the AIC and the results of the F-test. 

We must also provide validation that the model created meets the assumptions of OLS regression (normally 
distributed error, independent error structure, homoscedastic error and zero covariance of error within the pre-
dicted values). Firstly we must examine the errors terms as a result of the regression model, i.e. the mean of the 
value of the error terms should be equal to zero, the residuals should be distributed symmetrically about the ex-
pected values and that the error terms follow a “normal” distribution. 

The results indicate that the residuals pass the first two criteria but fail on the third (the mean of unstandar-
dized residuals = 0 and are distributed symmetrically about the mean—see Statistical Appendix). Testing for 
normality reveals that the errors terms are not normally distributed and the model fails the assumptions of OLS. 
The tests for normality show the model passing the Kolmogorov-Smirnov test but failing the Shapiro-Wilk test. 
The results indicate that two observations skew the distribution and are considered outliers, observations 2007 
and 2012; this is also confirmed by the Cooks Distance values of these observations (2007 = 0.2878 and 2012 = 
0.126386). Upon removal of these cases and retesting we find that the error terms mean the assumption of nor-
mality passing both the Kolmogorov-Smirnov test and Shapiro-Wilk test, therefore validating the assumptions 
of OLS regression. 

Another assumption of OLS regression is that the error series is independent of Y and the regressors. The re-
sults indicate that this assumption is met with all covariance values for the error and variable series equaling ze-
ro (see Statistical Appendix for full results). 

Equation 6. 
( ),cov 1.000 013 0i iY E= − ≈  

The last assumption of OLS regression is the variance in the distribution of stochastic error is homoscedastic. 
The results indicate that the error is indeed homoscedastic, as shown by the horizontal fit-line of the scatterplot 
of the standardized residual against the standardized predicted value (Statistical Appendix). The results above 
confirm that the best model selected meets the assumptions of OLS and provides theoretical justification of the 
model. 

3. Interpretation/Summary of Results 
As the results from the previous two sections indicate, the model created is generally a good fit-for-purpose, 
given the amount of variables/interactions and use of “natural data” when explaining the variation in the price of 
wheat. The figure below (Figure 3) displays the actual price of wheat per bushel against the model predicted 
price of wheat per bushel. The results indicate that some areas of the model provide better results than others, for 
example, the model indicates a cyclic variation through 1980-1986 whereas the real data indicates a general de-
cline in wheat price. The results also indicate that the model is sensitive to the prediction of extreme price drops 
(negative price spikes), such as in 1975 and 1998, but not as sensitive to the prediction of extreme price increas-
es (positive price spikes) as in 2007 and 2012. This may suggest that there are further factors that influence the 
price of wheat in addition to the functions (regressors) stated in the variable description section. This observa-
tion will be further discussed below (Discussion of Relevant Findings section). 

To summarize, the OLS regression analysis, taking into account variable interaction, provided a satisfactory 
model to establish a relationship between “supply”, “demand”, “macroeconomic”, “climate” and “natural resource” 
related functions to explain the variation in the price of wheat. The model returned an F-value of 60.068 and an 
R2 of 0.919/adjusted R2 of 0.904. upon removal of outliers the model met the assumptions of OLS regression 
providing theoretical justification of the model and Model 2 was statistically proven to be the best model (lowest 
AIC and F-test results). But with an adjusted R2 of 0.904 nearly 10% of the variance within the price of wheat 
remains to be explained. The section below discusses this issue and attempts to explain the remaining variation  
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Figure 3. A graph to show the actual price of wheat per bushel against the model predicted price of 
wheat per bushel in US dollars. The model shows sensitivity to a rapid decrease in the price of wheat 
(negative price spike). But the model shows a lack of sensitivity to a rapid increase in the price of what 
(positive price spike). *for discussion purposes relating to speculation and additional economic activity, 
the observations from 2007 and 2012 have been included in this graph.                                  

 
that is unexplained by the model. 

4. Discussion 
The results of this investigation provide an interesting insight into the modeling of the price of wheat within the 
US. The model, which is generally excellent in its explanatory power, does not account for just less than 10% of 
the variation within the price of wheat. Therefore we must look for additional factors which may explain this 
unaccountable variation. Common sense implies two methods of improvement, which are discussed below.  

To improve the model stated, adding additional information may provide an explanation of the difference 
between the real price of wheat and the model predicted price of wheat. Masters [14] addresses the spikes in the 
price of wheat during the 2007/2008 economic crisis, that are most likely related to the impact of financial spec-
ulation and commodity index trading and are not related to real price levels and price volatility in market-   
specific supply and demand conditions as explained in the model created above. With the 2012 wheat price data 
also being flagged as an outlier, the cause of this spike may also be related to financial speculation. This idea 
that financial speculation within the economic markets could provide the reasons for the spikes in price is inter-
esting. As the results show, the model created within this research is sensitive to negative price spikes but insen-
sitive to positive price spikes. Therefore we could speculate that sudden decreases in the price of wheat can be 
attributed to the functions described in this research, but sudden increases in price may be attributed to specula-
tion within the financial markets [15]. 

The reason that the identification of the causes of unpredictable/outlier prices is necessary to implement and 
evaluate governmental policy (both national and international) in the intervention and adjustment in the price of 
not only wheat but other related agricultural commodities [16]. Therefore, looking to identify financial specula-
tion on the stock markets as a reason for unpredictable/“un-modelable” price increases is important because go-
vernmental intervention can safeguard against artificial price rises. In terms of poverty and food security, being 
able to predict a rise in price is more important than being able to predict a decrease [17] but the question arises 
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of how financial speculation would be measured and input as a variable into an equation? 
Another area where additional information may provide a better model would be increasing and developing 

the climatic related function within the model. In a similar research project to this (regression modeling the price 
of soybean in the US), Karthilkeyan and Harlalka [18] returned a similar adjusted R2 value of 0.85 but their 
model contained far more climatic related regressors than this investigation but fewer macroeconomic and de-
mand factors. Karthilkeyan and Harlalka [18] infer that climatic factors accounted for a substantive variation in 
the price of soybean in the US, finding both temperature (Fahrenheit) and precipitation (inches) to both be statis-
tically significant in their price prediction model. These additional climatic data sets may be influential in the 
wheat price model from this investigation but the spatial factors of these data sets pose a tough problem for con-
sideration. Soybean within the US is only grown in relativity small areas compared to wheat (e.g. Mississippi/ 
Arkansas/Louisiana border and parts of Illinois and Iowa). Measuring the climatic influences on soybean is a 
much easier task. Due to the widespread areas over which wheat is grown in the US (as stated in the introduc-
tion), the range and diversity of climatic conditions within these areas in far greater than that of where soybean 
is grown. 

Another method which may improve modeling capability would be to apply different statistical modeling 
methods other than OLS regression. Janzen et al. [4] apply a structural vector auto-regression model (SVAR) to 
identify the influential drivers on the price of wheat (in this case the market futures price of wheat). Similar to 
the pre-modeling process of this investigation, i.e. the creation of separate functions that create individual va-
riables. Janzen et al. [4] created individual linear models of different variables associated with modeling the 
price of wheat. In a complicated statistical procedure the SVAR model predicts structural shocks associated with 
each variable to identify which variable is the underlying cause in both positive and negative price spikes. The 
authors found that spikes in price are fundamentally driven by supply factors and that current financial problems 
and unpredictability are not related to financial speculation and commodity index traders. The increase in price 
during the 2007/2008 period can, according to Janzen et al. [4], be attributed to Australian drought conditions. 
But this theory can be disproven by the results of this investigation, as ENSO related SSTs, the driving factor 
behind El Nino and La Nina weather related phenomenon are a variable within the OLS model created above 
and it has proven to be statistically significant. 

Roache [19] attempts to examine the changes in the price of agricultural commodities by using a spline- 
GARCH model (a generalized autoregressive conditional heteroscedasticity model integrated where the error 
variance is assumed to be an autoregressive moving average model (ARMA)) developed by Engle and Rangle 
[20]. Roache [19] found that the measure of volatility has risen for a range of different commodities during the 
last 10 years, indicating that the predictive power of price commodity models has become sporadic. As with this 
research, the author highlights the need for further research into the relationship between agricultural commodity 
prices and financial speculation, especially the relationship between futures trading volumes and real commodity 
prices [21]. This point is extremely valid when considering the lack of regulation for speculation on the global 
futures markets. As the author of this investigation can stress, anyone (regardless of training) can speculate on 
the futures market, regardless of economic training and education. 

5. Conclusions and Future Research 
The results of this investigation allow us to firstly answer the problem questions stated in this paper and second-
ly to “fail to reject” the general hypothesis stated. Therefore to conclude this investigation we can state, in an-
swer to the problem questions stated earlier, that: 
- We can explain the variation of the price of wheat within the United States to 90.5% according to statistical 

evidence based on the OLS regression model of a combination of “supply”, “demand”, “macroeconomic”, 
“climate” and “natural resource” related functions. 

- There could be several causes of the variation within the price of wheat that the model created which have 
been left unexplained. These range from adding additional data sources, such as adding climatic data and fi-
nancial speculation data and improving variable interactions to performing different statistical modeling 
techniques, such as SVAR and Spline-GARCH modeling. 

- Lastly, weather related regressors were found to be statistically significant in the contribution to the price of 
wheat at a 95% confidence level, as shown by the ENSO related ONI interaction within the model. 

The results of this investigation and the points raised in the discussion have various implications and inspire 
ideas for future research. The main implication is that the price of wheat can be modeled to a reasonable accu-
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racy but there are areas in which future research could focus, such as developing methods to measure financial 
speculation etc. The recreation of this investigation on a monthly scale may be the best course of future action.  
Further research into the addition of weather related variables would also be an appropriate course of action. 

Acknowledgements 
Fergus J. D. Keatinge would like to thank the creators of the statistical software package IBM SPSS software, 
The World Bank for providing the data requires for the analysis and Dr. Timothy Fik of the University of Flori-
da, for his teaching, ideas and suggestions for this research. 

References 
[1] Western Organization Resource Council (2002) United States Wheat Production.  

http://www.worc.org/userfiles/WORCproductionfactsheet.pdf  
[2] United States Department of Agriculture (2015) WHEAT DATA.  

http://www.ers.usda.gov/data-products/wheat-data.aspx  
[3] United States Department of Agriculture (2015) Grain: World Markets and Trade. Foreign Agricultural Service.  

http://apps.fas.usda.gov/psdonline/circulars/grain.pdf  
[4] Janzen, J.P., Carter, C.A., Smith, A.D. and Adjemian, M.K. (2014) Deconstructing Wheat Price Spikes: A Model of 

Supply and Demand, Financial Speculation, and Commodity Price Co-movement. United States Department of Agri-
culture—Economic Research Report. 1-41. http://dx.doi.org/10.2139/ssrn.2502922  

[5] Van Meir, L.W. (1983) Relationships among Ending Stocks, Prices, and Loan Rates for Corn, Feed Outlook and Situa-
tion Report. U.S. Department of Agriculture, Economic Research Service. 9-13. FdS-290. 

[6] Westcott, P.C. and Hoffman, L.A. (1999) Price Determination for Corn and Wheat: The Role of Market Factors and 
Government Programs. Market and Trade Economics Division, Economic Research Service. Technical Bulletin No. 1878. 

[7] World Bank (2015) The United States, World Development Indicators. http://data.worldbank.org/country/united-states  
[8] Lauer, J. (2002) Methods for Calculating Agricultural Yield. Field Crops (University of Wisconsin), 28, 47-33. 
[9] Furlong, F. and Ingenito, R. (1996) Commodity Prices and Inflation. Federal Reserve Bank of San Francisco Econom-

ic Review, 2, 27-47. 
[10] United States—Energy information Administration (US.EIA) (2015) Petroleum and Other Liquids.  

http://www.eia.gov/dnav/pet/pet_pri_spt_s1_d.htm 
[11] Kilian, L. and Murphy, D. (2014) The Role of Inventories and Speculative Trading in the Global Market for Crude Oil. 

Journal of Applied Econometrics, 29, 454-478. http://dx.doi.org/10.1002/jae.2322 
[12] Keatinge, J.D.H., Ledesma, D.R., Keatinge, F.J.D. and Hughes, J.D’A. (2014) Projecting Annual Air Temperature 

Changes to 2025 and Beyond: Implications for Vegetable Production Worldwide. The Journal of Agricultural Science, 
152, 38-57. http://dx.doi.org/10.1017/S0021859612000913 

[13] Keatinge, J.D.H., Ledesma, D.R., Keatinge, F.J.D. and Hughes, J.d’A. (2015) Assessing the Value of Long Term His-
torical Air Temperature Records in the Estimation of Warming Trends for Use by Agricultural Scientists Globally. 
Advances in Agricultural Sciences, 3, 1-19. 

[14] Masters, M.W. (2011) Testimony of Michael W. Masters before the US Senate. In Lilliston, B. and Ranallo, A., Eds., 
Excessive Speculation in Agriculture Commodities: Selected Writings from 2008-2011, Institute for Agriculture and 
Trade Policy, Minneapolis, 89-94. 

[15] Spratt, S. (2013) Food Price Volatility and Financial Speculation’ Futures Agricultures. Working Paper, 1-21. 
[16] UNCTAD (2011) Price Formation in Financialized Commodity Markets: The Role of Information. Working Paper, 

United Nations Conference on Trade and Development. 
[17] Von Braun, J. and Torero, M. (2009) Implementing Physical and Virtual Food Reserves to Protect the Poor and Pre-

vent Market Failure. IFPRI Policy Brief No. 10, International Food Policy Research Institute, Washington DC. 
[18] Karthikeyan, K. and Harlalka, A. (2014) Robust Regression Model for Prediction of Soybean Crop Price Based on 

Various Factors. International Journal of Emerging Technologies in Computational and Applied Sciences, 14, 258- 
263. 

[19] Roache, S.K. (2010) What Explains the Rise in Food Price Volatility? IMF Working Paper, No. 10/129. 
[20] Rangel, J.G. and Engle, R.F. (2008) The Spline-GARCH Model for Low-Frequency Volatility and Its Global Macroe-

conomic Causes. The Review of Financial Studies, 21, 1187-1222. http://dx.doi.org/10.1093/rfs/hhn004 
[21] Roache, S.K. (2008) Commodities and the Market Price of Risk. IMF Working Paper, No. 08/221. 

http://www.worc.org/userfiles/WORCproductionfactsheet.pdf
http://www.ers.usda.gov/data-products/wheat-data.aspx
http://apps.fas.usda.gov/psdonline/circulars/grain.pdf
http://dx.doi.org/10.2139/ssrn.2502922
http://data.worldbank.org/country/united-states
http://www.eia.gov/dnav/pet/pet_pri_spt_s1_d.htm
http://dx.doi.org/10.1002/jae.2322
http://dx.doi.org/10.1017/S0021859612000913
http://dx.doi.org/10.1093/rfs/hhn004


F. J. D. Keatinge 
 

 
768 

Statistical Appendix 

 
Statistical Appendix Figure 1. Raw data.                                       

Year
Wheat_Price
_Per_Bushel

Yield_Bushels
_Per_Acres

US_Stocks_To
_Use_Ratio

Crude_Oil_Per_
Barrel_Adjusted
_Inflation

ENSO_
Index

Us_Inflat
ion_Rate

1970 1.54 31 54.4 20.63 -0.85 5.7
1971 1.58 33.9 67.4 21 -0.3 4.4
1972 2.23 32.7 30.9 20.33 1.03 3.2
1973 4.51 31.6 17.3 25.06 -1.35 6.2
1974 4.19 27.3 25.7 44.71 -0.63 11
1975 3.74 30.6 35.1 53.55 -1.06 9.1
1976 2.88 30.3 65.3 54.37 0.5 5.8
1977 2.73 30.7 59.4 56.08 0.34 6.5
1978 3.38 31.4 45.5 54.16 -0.08 7.6
1979 4.25 34.1 41.8 80.9 0.37 11.3
1980 4.45 33.5 43.1 107.37 -0.19 13.5
1981 4.27 34.6 44.3 92.98 -0.01 10.3
1982 3.94 35.5 62.7 77.95 1.48 6.2
1983 3.84 39.4 55.1 68.97 -0.46 3.2
1984 3.74 38.8 55.3 65.37 -0.67 4.3
1985 3.28 37.5 97.2 59.1 -0.34 3.6
1986 2.72 34.4 82.9 31.1 0.98 1.9
1987 2.96 37.7 47 36.89 0.64 3.6
1988 4.17 34.1 29.3 29.73 -1.28 4.1
1989 4.22 32.7 24.1 34.91 -0.02 4.8
1990 2.94 39.5 35.7 41.79 0.36 5.4
1991 3.77 34.3 19.7 35.03 1.08 4.2
1992 3.67 39.3 21.4 32.4 0.19 3
1993 3.6 38.2 23 27.39 0.22 3
1994 3.97 37.6 20.5 24.94 0.59 2.6
1995 5.49 35.8 15.8 25.96 -0.59 2.8
1996 4.88 36.3 19.3 30.79 -0.08 3
1997 3.71 39.5 31.4 27.43 1.58 2.3
1998 3.08 43.2 39 17.26 -1.14 1.6
1999 2.87 42.7 39.8 23.42 -1.21 2.2
2000 3.3 42 36.6 37.55 -0.53 3.4
2001 3.25 40.2 36.1 30.69 0.04 2.8
2002 4.22 35 25 29.92 0.69 1.6
2003 4.03 44.2 23.2 35.55 0.28 2.3
2004 3.99 43.2 24.2 47.05 0.53 2.7
2005 4.45 42 24.8 60.45 -0.29 3.4
2006 5.38 38.6 25.9 68.28 0.33 3.2
2007 9.11 40.2 22.6 72.99 -0.98 2.8
2008 7.03 44.8 27.7 100.01 -0.3 3.8
2009 5.24 44.3 29.8 58.76 0.85 -0.4
2010 7.55 46.1 27.2 77.11 -1.05 1.6
2011 7.81 43.6 28.4 91.39 -0.54 3.2
2012 8.95 46.2 26.3 88.95 -0.07 2.1
2013 8.34 47.1 25.4 92.41 -0.29 1.5
2014 7.28 43.7 27.9 89.08 0.39 1.6
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Statistical Appendix Figure 2. A graphical depiction of the raw data.                                                 
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Statistical Appendix Figure 3. Various tables displaying the variable covariances, normality error tests and descriptive sta-
tistics of the residuals.                                                                                            
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Statistical Appendix Figure 4. Two figures showing the histogram of the frequency of the standardized re-
siduals and a scatter plot of residual against predicted value.                                               
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