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ABSTRACT 

The merging of a panchromatic (PAN) image with a multispectral satellite image (MSI) to increase the spatial resolu-
tion of the MSI, while simultaneously preserving its spectral information is classically referred as PAN-sharpening. We 
employed a recent dataset derived from very high resolution of WorldView-2 satellite (PAN and MSI) for two test sites 
(one over an urban area and the other over Antarctica), to comprehensively evaluate the performance of six existing 
PAN-sharpening algorithms. The algorithms under consideration were the Gram-Schmidt (GS), Ehlers fusion (EF), 
modified hue-intensity-saturation (Mod-HIS), high pass filtering (HPF), the Brovey transform (BT), and wavelet-based 
principal component analysis (W-PC). Quality assessment of the sharpened images was carried out by using 20 quality 
indices. We also analyzed the performance of nearest neighbour (NN), bilinear interpolation (BI), and cubic convolu- 
tion (CC) resampling methods to test their practicability in the PAN-sharpening process. Our results indicate that the 
comprehensive performance of PAN-sharpening methods decreased in the following order: GS > W-PC > EF > HPF > 
Mod-HIS > BT, while resampling methods followed the order: NN > BI > CC. 
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1. Introduction 

To date, a number of airborne and space-borne sensors 
have produced voluminous image datasets of varying 
spatial, spectral and temporal resolutions. Most of the 
operating Earth Observation (EO) satellites, such as 
WorldView, Landsat, IRS-P5 (Cartosat), IRS 1C/1D, 
SAC-C, CBERS, SPOT, IKONOS, QuickBird, FOR- 
MOSAT, and GeoEye provide panchromatic (PAN) im- 
ages at a higher spatial resolution than images taken in 
multispectral (MS) mode. The WorldView-2 (WV-2) is 
the first hyperspatial satellite that records images in eight 
MS bands along with a PAN band by using imaging MS 
radiometers (VIS/IR) and a WV110 camera. The satellite, 
which has been launched in October 2009, provides im- 
ages at a spatial resolution of 0.5 m in the PAN band and 2 
m in MS bands. The MS bands include four conventional  
visible and near-infrared bands common to multispectral 

satellites, i.e., blue (450 - 510 nm), green (510 - 580 nm), 
red (630 - 690 nm) and near-IR1 (770 - 895 nm), and 
four new bands: coastal (400 - 450 nm), yellow (585 - 
625 nm), red edge (705 - 745 nm), and near-IR 2 (770 - 
895 nm). These new channels enable access to spectral 
regions where distinguishable differences exist between 
multiple land-cover classes within the scene, which may 
be overlooked in traditional MS systems such as Landsat 
7. The WV-2 dataset was selected for this study because 
it provides highly detailed images for precise classifica- 
tion, change detection and in-depth image analysis. 

Image fusion is the process of combining images of 
different resolutions to increase spectral and/or spatial 
quality of the fused image when compared to the original 
image [1]. The advent of very high-resolution satellite 
sensors has driven the development of image fusion 
techniques. Presently, pixel-level fusion of images is 
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used as synonymous to PAN-sharpening, resolution 
merge, image synthesis, and satellite data fusion [2]. 
PAN-sharpening techniques have become very important 
for various remote sensing (RS) applications, such as en- 
hancing image classification, temporal change-detection 
studies, and image segmentation studies. Recently, a de- 
tailed review of the traditional and state-of-the-art PAN- 
sharpening methods used in the literature has been pro- 
posed [3]. A scheme to classify PAN-sharpening meth- 
ods has been suggested and the main characteristics used 
for classification have been described elsewhere [4]. Most 
of the fusion methods which are developed to improve 
spatial and spectral resolution of RS images are based on 
hue-intensity-saturation (HIS) [5], modified HIS [6], the 
Brovey transform (BT) [7-8], wavelet-based principle 
component analysis (W-PC) [9], multi-resolution analy- 
ses such as high-pass filtering (HPF) [10], and principal 
component analysis (PCA) [3]. Other methods, such as 
the Gram-Schmidt process (GS) [11] and Ehlers fusion 
(EF) [3], are based on intensity modulation. Many scien- 
tific studies are focused on preserving the post-sharpen- 
ing spectral characteristics of MS data [12]. Reference 
[13] carried out a critical review of the existing fusion 
methods based on RS physics, and pointed out the 
weaknesses and strengths of each method. Problems and 
limitations associated with the available fusion tech- 
niques have been reported elsewhere [14,15]. According 
to these studies, the most significant problem is that the 
sharpened image usually has a notable deviation in visual 
appearance and in spectral values from the original mul- 
tispectral image (MSI). Therefore, it is important to pro- 
vide a general assessment of the quality of sharpened 
images for their potential usage in the present application. 
Sharpened images can also be evaluated quantitatively, 
resulting in a number of different results depending on 
measurements or indicators selected for the analysis. 
The PAN-sharpening evaluation protocol proposed else- 
where is still the most solid approach for quantitatively 
assessing the quality of sharpened images [16]. However, 
visual inspection coupled with a quantitative approach 
that evaluates the spectral and spatial distortion due to 
sharpening is more desirable for mathematical modeling 
[17]. 

Many factors must be considered before performing 
sharpening on a set of images [18], and the resampling 
method is one such factor, as it functions to reconstruct 
the edges of an image. Image resampling is a process in 
which new pixel values are interpolated from existing 
pixel values, whenever the raster’s structure is modified 
during, for example, projection, datum transformation, or 
cell resizing [19]. There are many resampling methods 
available through a number of platforms, including im- 
age-processing software. Bilinear interpolation (BI), 
nearest neighbour (NN), and cubic convolution (CC) are 
most commonly used resampling methods in remote 

sensing [20], but many other methods are also available 
(e.g., bicubic, aggregated average, pixel resize, and 
weighted average) [21,22]. During resampling, informa- 
tion from the original image is lost. Therefore, the shar- 
pened images produced after applying different resam- 
pling methods contain different amounts of information. 
Hence, it is necessary to test the performance of different 
resampling methods that are to be used in conjunction 
with PAN-sharpening. 

Our study differs from the previous studies on two 
points: 1) we evaluated the performance of six tradi- 
tional PAN-sharpening methods by using WV-2 data on 
the basis of 20 quality indices, and 2) we tested 3 re- 
sampling techniques with each PAN-sharpening me- 
thod. 

2. Data 

We used radiometrically-corrected, geo-referenced, ortho- 
rectified 16-bit standard level 2 (LV2A) WV-2 multi- 
sequence datasets, including single band PAN and 8- 
band MSI images, acquired for two different geogra- 
phical locations, namely San Francisco, California, USA 
(37˚44'30"N, 122˚31'30"W and 37˚41'30"N, 122˚20'30"W) 
and Larsemann Hills, Antarctica (76˚03'39"E, 69˚21'49"S 
and 76˚18'54"E, 69˚27'10"S). The data was provided 
with tiles of 8-band MSI and single-band PAN images, 
which were spatially mosaicked to generate a single 
continuous image for each region. The first set of images 
acquired on 9th October 2011 over San Francisco covered 
a number of buildings, skyscrapers, commercial and 
industrial structures, a mixture of community parks and 
private housing. The images were geometrically cor- 
rected and georegistered to World Geodetic System 
(WGS) 1984 datum and the Universal Transverse Mer- 
cator (UTM) zone 10N projection. The second set of 
images, captured by WV-2 on 10th September 2010, 
covered 100 km2 of the Larsemann Hills area, which 
included different types of land cover (snow, ice, rocks, 
lakes, permafrost, etc.) over flat, hilly, and mountainous 
terrain, with height differences ranging from 5 m to 700 
m. The projection and datum of the second set of images 
were georegistered with UTM zone 43S and WGS 1984, 
respectively. We chose to use satellite images over two 
different regions to demonstrate the robustness of our 
analysis for assessing images with vastly different types 
of land cover. The MSI of the two geographical regions 
and their respective subsets, i.e., San Francisco (SanF) 
and Larsemann Hills (LarsH) are shown in Figure 1. 

3. Methods 

The data processing protocol for this experiment is shown 
in Figure 2, which represents the overall processes in- 
volved in this study. The steps consist of four major 

Open Access                                                                                            ARS 



S. D. JAWAK, A. J. LUIS 

Open Access                                                                                            ARS 

334 

 

 

Figure 1. WorldView-2 satellite images highlighting the SanF and LarsH subsets used in present study. 
 

 

Figure 2. Methodology protocol adapted in the present work. 
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blocks: 1) data pre-processing, 2) PAN-sharpening with 
CC, NN, and BI resampling methods, and 3) evaluation 
of PAN-sharpening and resampling methods. Each block 
of the methodology (Figure 2) is discussed as follows. 

3.1. Data Pre-Processing 

Two procedures were implemented for data preproces- 
sing: (a) dark object subtraction (DOS) and (b) data cali- 
bration. First, a dark pixel subtraction was performed in 
order to evenly spread the data values in space with re- 
gard to a dynamic range. The DOS was used to reduce 
the path radiance from each band. The DN values for 
DOS per band for the WV-2 image are: (15, 39, 54, 34, 
54, 37, 89, and 45). Second, the calibration information 
in a metadata file of the WV-2 imagery was used to cali- 
brate WV-2 by applying the WorldView calibration util- 
ity (ENVI 4.8). This calibration method was adapted 
from the literature [23]. 

3.2. PAN-Sharpening with CC, NN and BI  
Resampling Methods 

In the present study, the PAN and MSI are captured at 
the same time with the same sensor. Hence, PAN- 
sharpening was carried out directly without further regis- 
tration. We analyzed PAN-sharpened images after sepa- 
rately applying the chosen resampling methods. There 
are many resampling methods available for practical use 
in PAN-sharpening, but each one has trade-offs. A few 
resampling methods preserve the spectral integrity of the 
data but may introduce spatial discontinuities in the im- 
ages, while others have good spatial properties but the 
spectral values are distorted, especially around sharp 
edges. Hence, resampling methods should be tested for 
post-sharpening spectral distortions. In the present study, 
we have applied NN, CC, and BI resampling methods to 
determine their effects on the six PAN-sharpening 
methods—BT, W-PC, EF, GS, Mod-HIS and HPF—on 
WV-2 datasets and assessed the quality of the sharpened 
products. These methods were chosen because they cause 
less spectral distortion than other sharpening methods, 
such as HIS, PCA, and wavelet transforms [24,25]. After 
PAN-sharpening, the quality of the sharpened product is 
examined visually. The visual analysis is based on a vis- 
ual comparison of colour between the original MSI and 
the sharpened image and a visual comparison of the spa- 
tial details between the original PAN and the sharpened 
image.  

3.3. Statistical Evaluation of PAN-Sharpening  
Methods 

Because the performance of PAN-sharpening algorithms 
is spectrally and spatially dependent, the spectral and 
spatial quality of the PAN-sharpened images was evalu- 

ated using quality indices. The accuracy statistics for 
sharpened images were calculated using IDL-7 and Mat- 
lab-4 routines [26-31]. In this work, we employed three 
categories of evaluation indices to compare PAN-sharp- 
ening methods: basic statistical parameters, normalized 
difference vegetation index (NDVI), and quantitative 
evaluation indices. These evaluation indices include per- 
centage bias [32], NDVI [33], Wang-Bovik index (QWB) 
[34], structure similarity index (SSIM) [35], root mean 
square error (RMSE), relative dimensionless global error 
in synthesis (Erreur Relative Globale Adimensionnelle 
de Synthese, ERGAS) [36], quality of PAN-sharpening 
(QPS) [37], relative average spectral error (RASE) and 
Zhou’s spatial correlation index/high-pass correlation co- 
efficient (HCC) [38,39]. In addition, we introduced a 
fourth category of evaluation index to evaluate PAN- 
sharpening by cumulatively summarizing the quantitative 
evaluation indices. These cumulative evaluation indices 
are cumulative NDVI (cNDVI), cumulative bias (cBias), 
cumulative accuracy index (CAI), and cumulative error 
index (CEI). The mathematical expressions of these in- 
dices are summarized in Tables 1 and 2. 

4. Results and Discussion 

In the first step of our protocol, productivity, perform- 
ance ability, and worthiness of the six PAN-sharpening 
techniques for high-resolution RS images from WV-2 
were evaluated visually and quantitatively using four 
types of quality indices. In the second step, three resam- 
pling methods were evaluated for their practical use in 
the process of PAN-sharpening WV-2 data. To illustrate 
our research findings, we describe subsets of the WV-2 
images based on their location of origin (SanF and 
LarsH), because each location contains different classes 
of land-cover. Figure 3 depicts the original MSI (RGB = 
band 7; band 5; band 3) and the PAN image along with 
six sharpened images for the SanF subset. The main set-
back in PAN-sharpening is colour distortion. Hence, 
colour preservation is the most important criterion in 
evaluating the performance of sharpening on the basis of 
visual interpretation. Visual analysis of Figure 3 shows 
that the colours in the GS, EF, and W-PC sharpened im-
ages are similar to the colours in the MSI, which indi-
cates that colours are mostly preserved under the same 
display conditions. The GS, EF, and W-PC images also 
show enhanced brightness than BT, Mod-HIS, and HPF, 
making them more suitable for land-cover classification. 
Colours in HPF-sharpened images are slightly shallow in 
tone, while BT-sharpened images show colours with a 
slightly deep tone. Mod-HIS sharpening results in en- 
hanced red and blue colours. Overall, under the same 
display conditions, visual analysis shows that the MSI 
colours are more or less well preserved in all six PAN- 
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Table 1. Mathematical expressions for quantitative indices for PAN-sharpening quality evaluation. 

Index Mathematical Expression Ideal Value 
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sharpening methods examined.  

4.1. Evaluation of PAN-Sharpening Methods  
Using Quality Indices 

Assessing the quality of PAN-sharpened MS images is 
an openly debated topic [40]. Many methods are avail- 
able to evaluate both the spectral and spatial quality of 
PAN-sharpened images, but there is currently no con- 
sensus in the literature regarding which quality index is 
the best. We used four categories of quality indices to 
evaluate the quality of PAN-sharpened images, which 
allowed us to take all the study variables into considera- 
tion: 1) three different resampling methods, 2) 20 PAN- 
sharpening evaluation indices, and 3) six different PAN- 
sharpening methods. 

4.1.1. Basic Statistical Indices 
The bias (%) in the mean value (also for mode and me- 
dian) between sharpened and original MSI indicates the 
percentage by which the mean (median and mode) of the 
histogram has shifted due to PAN-sharpening. 

Specifically, bias quantifies the changes in an image’s 
histogram caused by the PAN-sharpening process. A 
positive bias value indicates a shift to white, while a 
negative value indicates a shift to grey. The bias values 
(%) in mean, mode, and median for the six PAN-sharp- 
ening methods are shown in Table 3. It is evident from 
Table 3 that the GS process performs best, with the 
smallest average bias (mean = 0.0929, median = 0.1722, 
and mode = –0.7391), while the BT performs the worst, 
with highest average bias (mean = –14.7830, median =  
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Table 2. Mathematical expressions for quantitative indices for PAN-sharpening quality evaluation. 

Index Mathematical Expression Ideal Value 
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Figure 3. Six PAN-sharpened images of SanF subset using NN (nearest neighbourhood), BI (bilinear interpolation) and CC 
(cubic convolution) resampling methods. 
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Table 3. Performance of six PAN-sharpening methods evaluated using three basic statistical indices. Row-wise superior (infe-
rior) PAN-sharpening method is underlined (grey). 

  PAN-sharpening Algorithm 

Resampling Index GS W-PC EF HPF Mod-HIS BT 

 Mean Bias % 0.0567 0.0567 0.0567 6.2797 13.7485 −13.9280 

NN Med Bias % 0.0996 0.0996 0.0996 5.6880 11.9635 −16.6870 

 Mode Bias % −0.4430 −0.4430 −0.4430 4.4060 10.9325 −18.0530 

 Mean Bias % 0.0567 0.1691 0.2222 2.6748 13.3976 −15.1060 

BI Med Bias % 0.0996 0.1096 0.2259 2.5442 11.8902 −17.0050 

 Mode Bias % −0.4430 −1.5088 −1.2411 1.2715 10.8583 −18.3750 

 Mean Bias % 0.1652 0.0829 0.4092 0.4092 11.6762 −15.3160 

CC Med Bias % 0.3174 0.3427 0.3572 0.3521 8.0731 −17.6860 

 Mode Bias % −1.3313 −1.0625 −1.0030 −1.0342 6.9965 −19.0640 

 Mean Bias % 0.0929 0.1029 0.2294 3.1212 12.9408 −14.7830 

Average Med Bias % 0.1722 0.1840 0.2276 2.8614 10.6423 −17.1260 

 Mode Bias % −0.7391 −1.0047 −0.8957 1.5477 9.5958 −18.4970 

 
–17.1260, and mode= –18.4970). All bias values for BT 
method are negative, indicating that the BT method 
causes the histogram to shift towards the grey values at 
higher magnitudes than the other PAN-sharpening me- 
thods in the cohort. The EF method performs better than 
W-PC in terms of mode bias, but W-PC performs better 
than EF in terms of median bias. The generalized order 
of performance of PAN-sharpening methods based on the 
three basic statistical indices can be summarized as: GS > 
(W-PC = EF) > HPF > Mod-HIS > BT.  

From Table 3, it can also be inferred that the mean 
bias value is much more sensitive to the sharpening ef- 
fects than the median bias or mode bias, suggesting that 
the mean bias value is the best statistical indicator to use 
when evaluating PAN-sharpening methods.  

4.1.2. NDVI 
These indices quantify variations in the NDVI value be- 
cause of any pre-processing such as PAN-sharpening. 
High correlation between the NDVI values from original 
MSI and the sharpened image indicates less spectral dis- 
tortion due to PAN-sharpening, i.e., good spectral quality. 
In the present study, the traditional NDVI formula was 
modified for 8-band WV-2 data. Since there are duplets 
of near-IR and red bands, we used six NDVI mathemati- 
cal expressions to quantify spectral distortions resulting 
from PAN-sharpening. The statistics in Table 4 indicate 
that the overall NDVI values for the GS sharpened image 
are closer to the MSI (correlation = 0.9999), than MSI 
correlations for other PAN-sharpening algorithms in the 
study cohort, indicating that the GS method results in the 
least amount of spectral distortion. The W-PC and EF 
methods have the same constant average correlation val- 
ues of 0.9996, while the HPF and Mod-HIS methods 

have the same correlation values of 0.9997, slightly bet- 
ter than observed for the W-PC and EF methods. Inter- 
estingly, the W-PC and EF methods outperformed the 
HPF and Mod-HIS methods when the algorithms were 
evaluated using basic statistical indices. The BT method 
had the lowest correlation coefficient, at 0.9966, indicat- 
ing that this method causes the greatest amount of spec- 
tral distortion in all of the PAN-sharpening methods 
analyzed. The most surprising observation in the NDVI- 
based PAN-sharpening analysis was that each of the six 
NDVI mathematical expressions used resulted in a dif- 
ferent performance trend for the PAN-sharpening meth- 
ods. These discrepancies suggest that the performance of 
PAN-sharpening, when evaluated using NDVI, depend- 
ent on the specific bands used in the NDVI formula. This 
theory suggests that different WV-2 bands are prone to 
different degrees of spectral distortion as a result of 
PAN-sharpening. The performance of PAN-sharpening 
methods using NDVI is ranked as (best to worst) GS > 
(HPF = Mod-HIS) > (W-PC = EF) > BT. 

4.1.3. Quantitative Indices 
The evaluation of PAN-sharpening methods using quan- 
titative indices is shown in Table 5. The statistics in Ta-
ble 5 suggest that GS sharpened images tend to have the 
least spectral-spatial distortion than the other PAN- 
sharpening methods examined in this study. The GS al- 
gorithm is the sharpest algorithm (highest average score), 
which retained the spectral (QWB = 0.957) and spatial 
(HCC = 0.985) qualities much better than other PAN- 
sharpening algorithms, while the BT algorithm scored 
the lowest among the six algorithms (QWB = 0.694, HCC 
= 0.797). In brief, this analysis of quality indices indicates 
that the GS algorithm maintained the best balance  
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Table 4. Performance based ranking/trend for six PAN-sharpening methods evaluated using six NDVI metrics. Superior (in- 
ferior) PAN-sharpening methods are underlined (grey). 

PAN-sharpening Algorithm 
Resampling Index 

GS W-PC EF HPF Mod-HIS BT 

 NDVI 1 0.0258 0.0282 0.0283 0.0232 0.0231 0.0289 

 NDVI 2 −0.4073 −0.4079 −0.4119 −0.4019 −0.3903 −0.5144 

NN NDVI 3 0.2604 0.2613 0.2613 0.2311 0.2221 0.2892 

 NDVI 4 −0.1977 −0.1867 −0.1866 −0.1966 −0.1812 −0.2171 

 NDVI 5 −0.0435 −0.0443 −0.0452 −0.0413 −0.0413 −0.0472 

 NDVI 6 0.0282 0.0352 0.0373 0.0356 0.0344 0.0389 

Correlation 0.9999 0.9998 0.9997 0.9994 0.9992 0.9979 

 NDVI 1 0.0265 0.0283 0.0283 0.0222 0.0231 0.0290 

 NDVI 2 −0.4060 −0.4060 −0.4118 −0.3964 −0.3937 −0.5078 

BI NDVI 3 0.2607 0.2631 0.2613 0.2315 0.2213 0.2934 

 NDVI 4 −0.1992 −0.1869 −0.1765 −0.1823 −0.1801 −0.2099 

 NDVI 5 −0.0443 −0.0444 −0.0447 −0.0421 −0.0421 −0.0469 

 NDVI 6 0.0365 0.0341 0.0374 0.0347 0.0346 0.0377 

Correlation 0.9999 0.9998 0.9991 0.9994 0.9989 0.9979 

 NDVI 1 0.0237 0.0221 0.0289 0.0268 0.0283 0.0294 

 NDVI 2 −0.3926 −0.3917 −0.4060 −0.4060 −0.3911 −0.5395 

CC NDVI 3 0.2263 0.2203 0.2684 0.2608 0.2613 0.2714 

 NDVI 4 −0.1863 −0.1743 −0.1879 −0.1874 −0.1866 −0.2010 

 NDVI 5 −0.0392 −0.0392 −0.0325 −0.0435 −0.0443 −0.0491 

 NDVI 6 0.0344 0.0342 0.0352 0.0377 0.0374 0.0388 

Correlation 0.9994 0.9986 0.9997 0.9998 0.9999 0.9932 

 NDVI 1 0.0253 0.0262 0.0285 0.0241 0.0248 0.0291 

 NDVI 2 −0.4020 −0.4019 −0.4099 −0.4014 −0.3917 −0.5206 

Average NDVI 3 0.2491 0.2482 0.2637 0.2411 0.2349 0.2847 

 NDVI 4 −0.1944 −0.1826 −0.1837 −0.1888 −0.1826 −0.2093 

 NDVI 5 −0.0423 −0.0426 −0.0408 −0.0423 −0.0426 −0.0477 

 NDVI 6 0.0330 0.0345 0.0366 0.0360 0.0355 0.0385 

Correlation 0.9999 0.9996 0.9996 0.9997 0.9997 0.9966 

 
between spectral and spatial quality and therefore out- 
performed the other PAN-sharpening algorithms. The 
variations in quantitative indices for different PAN- 
sharpened images can be attributed to the varying spec- 
tral and/or spatial distortions caused by PAN-sharpening 
processing. Table 5 shows that the smallest average error 
values are found when the GS method is used (RMSE = 
28.9519, RASE = 4.8147, and ERGAS = 1.1690), fol- 
lowed by the W-PC method (RMSE = 32.3346, RASE = 
5.3911, and ERGAS = 1.3064), and then the EF method 
(RMSE = 36.2186, RASE = 6.0503, and ERGAS = 
1.5586). The highest accuracy values are found when the 
GS method is used (QWB = 0.957, QPS = 0.9423, and 
SSIM = 0.8100), again followed by W-PC method (QWB 
= 0.847, QPS = 0.8417, and SSIM = 0.8067). As for the 
RMSE, RASE and ERGAS values, GS, W-PC, and EF 
sharpened images showed smaller error values than the 
other methods. In general, in terms of quantitative eva- 
luation indices, we can conclude that the GS method 

shows the best spectral and spatial performances, 
whereas the W-PC and EF approaches occasionally lead 
to similar results. The spectral and spatial performances 
of PAN-sharpening algorithms can be ranked quantita- 
tively in terms of RASE, RMSE, QWB, SSIM, ERGAS, 
HCC and QPS (Table 5), resulting in the performance 
trend of GS > W-PC > EF > HPF > Mod-HIS > BT. This 
trend indicates that the GS algorithm outperformed and 
the BT algorithm underperformed the other PAN-sharp- 
ening algorithms tested. 

However, we note that the values of ERGAS, HCC, 
SSIM and QWB for W-PC and GS are comparable due to 
the fact that GS algorithm models the input bands in a 
slightly better fashion than W-PC. This is evident from 
the individual spectral quality (RMSE, RASE and ER- 
GAS) and spatial quality (QPS) values for GS and W-PC 
algorithms. We note that the variations in all the quanti- 
tative evaluation indices for six PAN-sharpening meth- 
ods are comparable, indicating that differences were  
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Table 5. Performance based trend for six PAN-sharpening methods evaluated using seven quantitative indices. Row-wise 
superior PAN-sharpening method is underlined while inferior one is highlighted in grey. 

  PAN-sharpening algorithms 

Sampling Index GS W-PC EF HPF Mod-HIS BT 

 RMSE 26.6044 32.3327 32.7916 47.3757 77.1266 117.6690 

 RASE 4.4161 5.3907 5.5115 8.2098 13.9119 19.3577 

 ERGAS 1.0742 1.3063 1.3231 2.2809 3.4049 4.0552 

NN QWB 0.954 0.866 0.861 0.792 0.763 0.693 

 HCC 0.988 0.997 0.933 0.851 0.823 0.794 

 QPS 0.9426 0.8634 0.8033 0.6740 0.6279 0.5502 

 SSIM 0.8100 0.8010 0.7900 0.7792 0.7581 0.7348 

 RMSE 27.9186 32.3327 37.5870 51.2225 78.8718 127.7060 

 RASE 4.6373 5.3907 6.3048 9.2716 13.9213 20.9331 

 ERGAS 1.1265 1.3063 1.5226 2.3132 3.5439 4.3535 

BI QWB 0.956 0.848 0.845 0.794 0.758 0.697 

 HCC 0.983 0.993 0.959 0.875 0.827 0.798 

 QPS 0.9397 0.8421 0.8104 0.6948 0.6269 0.5562 

 SSIM 0.8000 0.8092 0.7899 0.7783 0.7579 0.7444 

 RMSE 32.3327 32.3383 38.2772 68.8568 96.8680 129.5940 

 RASE 5.3907 5.3918 6.3347 12.6139 16.2141 21.2809 

 ERGAS 1.3063 1.3065 1.8303 3.1932 3.7195 4.3994 

CC QWB 0.961 0.827 0.828 0.797 0.767 0.691 

 HCC 0.983 0.991 0.986 0.899 0.821 0.799 

 QPS 0.9447 0.8196 0.8164 0.7165 0.6297 0.5521 

 SSIM 0.8200 0.8100 0.7999 0.7681 0.7554 0.7342 

 RMSE 28.9519 32.3346 36.2186 55.8183 84.2888 124.9900 

 RASE 4.8147 5.3911 6.0503 10.0318 14.6824 20.5239 

 ERGAS 1.1690 1.3064 1.5586 2.5958 3.5561 4.2694 

Average QWB 0.957 0.847 0.845 0.794 0.763 0.694 

 HCC 0.985 0.994 0.959 0.875 0.824 0.797 

 QPS 0.9423 0.8417 0.8100 0.6951 0.6282 0.5529 

 SSIM 0.8100 0.8067 0.7933 0.7752 0.7571 0.7378 

 
not caused by variation in either spectral or spatial qual- 
ity, but arose because of the overall performance (both 
spatial and spectral quality) of the algorithm. The PAN- 
sharpening methods using the HCC index, which repre- 
sents spatial quality, can be ranked according to the per- 
formance as: W-PC > GS > EF > HPF > Mod-HIS > BT. 
In this trend, W-PC performed better than GS. This con- 
trasts the trend found when spectral qualities (QWB) were 
used to rank performance, in which GS performed better 
than W-PC. These findings indicate that between GS and 
W-PC algorithms, there is a trade-off between spatial 
quality and spectral quality. In other words, the trend 
suggests that for the GS method, the poor spatial per- 
formance was offset by the excellent spectral perform- 
ance, and vice-versa for the W-PC method. The spectral 
and spatial qualities are interdependent for these two 
PAN-sharpening algorithms. Interestingly, all of the 
quantitative indices allowed for a clear comparison be- 
tween PAN-sharpening methods, even more so than the 

other evaluation indices, namely basic statistical indices 
and NDVI indices. 

4.1.4. Cumulative Indices 
For the last group of evaluation indices, we developed a 
set of cumulative indices to summarize the results from 
the three PAN-sharpening evaluation approaches, the 
basic statistical approach, the NDVI approach, and the 
quantitative evaluation approach. The results of analyz- 
ing PAN-sharpening methods by using the cumulative 
indices are shown in Table 6. It shows the performance 
trends of the PAN-sharpening algorithms based on cBias, 
cNDVI, CAI, and CEI values. It is evident from Table 6 
that the GS method outperformed other methods, attain- 
ing the lowest average CEI (34.9356) and the highest 
CAI (3.6940) scores. Conversely, BT had the worst per- 
formance, achieving the highest CEI (149.7830) and the 
lowest CAI (2.7813) scores of the PAN-sharpening 
methods analyzed. The performance trend of PAN-  
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Table 6. Performance based trend for six PAN-sharpening methods evaluated using four cumulative indices. Row-wise supe-
rior (inferior) PAN-sharpening method is underlined (grey). 

PAN-sharpening methods Sampling 
Method 

Cumulative 
Index GS W-PC EF HPF Mod-HIS BT 

 cBias −0.0956 −0.0956 −0.0956 5.4579 12.2148 −16.2224 

 CEI 32.0947 39.0297 39.6262 57.8664 94.4434 141.0820 

NN CAI 3.6946 3.5274 3.3873 3.0962 2.9720 2.7720 

 cNDVI −0.0557 −0.0524 −0.0528 −0.0583 −0.0555 −0.0703 

 cBias −0.0956 −0.4100 −0.2643 2.1635 12.0487 −16.8285 

 CEI 33.6824 39.0297 45.4144 62.8073 96.3370 152.9927 

BI CAI 3.6788 3.4923 3.4043 3.1420 2.9698 2.7956 

 cNDVI −0.0543 −0.0520 −0.0510 −0.0554 −0.0562 −0.0674 

 cBias −0.2829 −0.2123 −0.0789 −0.0910 8.9153 −17.3554 

 CEI 39.0297 39.0366 46.4422 84.6639 116.8016 155.2742 

CC CAI 3.7087 3.4476 3.4303 3.1806 2.9731 2.7763 

 cNDVI −0.0556 −0.0548 −0.0490 −0.0519 −0.0492 −0.0750 

 cBias −0.1580 −0.2393 −0.1463 2.5101 11.0596 −16.8021 

Average CEI 34.9356 39.0320 43.8276 68.4459 102.5273 149.7830 

 CAI 3.6940 3.4891 3.4073 3.1396 2.9716 2.7813 

 cNDVI −0.0552 −0.0531 −0.0509 −0.0552 −0.0536 −0.0709 

 
sharpening methods using the CAI and CEI indices 
shows GS > W-PC > EF > HPF > Mod-HIS > BT. 

However, when using the other cumulative indices, we 
found different results. The EF method performed the 
best with respect to the cBias (–0.1463) and cNDVI 
(–0.0509) indices. The performance trend when applying 
the cBias index is EF > GS > W-PC > HPF > Mod-HIS > 
BT, while the performance trend when using cNDVI is 
EF > W-PC > Mod-HIS > (HPF = GS) > BT. Table 6 
shows that the CAI and CEI indices are much more sen- 
sitive to a method’s sharpening effects than the cNDVI 
and cBias indices, suggesting that the CAI and CEI val- 
ues may be the best statistical indicators to evaluate 
PAN-sharpening methods. One possible reason for the 
variations in performance trends seen when using cBias 
and cNDVI may be that six different variants of NDVI 
were used to formulate the cNDVI index and three dif- 
ferent statistical indices (mean, mode and median) were 
used to derive the cBias index. 

4.2. Evaluation of Resampling Methods for  
PAN-Sharpening WV-2 Data 

As discussed earlier, the resampling method used in 
PAN-sharpening processes can cause varying amounts of 
spectral distortions depending on the PAN-sharpening 
algorithms used. Therefore it is necessary to evaluate the 
practicability of different resampling methods in order to 
produce superior PAN-sharpening results. Because PAN- 
sharpening affects the final classification process, evalu- 
ating different resampling methods to select the best one 
for a particular PAN-sharpening algorithm is necessary 

to reduce potential classification errors. The main way to 
visually analyze PAN-sharpening methods is by observ- 
ing distortions in colour. A visual analysis of Figure 3 
shows that the colours of all PAN-sharpened images re- 
sampled with NN, CC, and BI methods are comparable 
to the MSI, which suggests that the colour is mostly pre- 
served when images are displayed under the same condi- 
tions, even when different resampling methods are used.  

4.2.1. Basic Statistical Indices 
Performance results of the resampling methods evaluated 
using basic statistical indices are presented in Table 3. 
The statistics in Table 3 show that the NN resampling 
method performed best for the GS, EF, BT, and W-PC 
sharpening methods, while CC performed well for the 
HPF and Mod-HIS methods. Interestingly, the NN re- 
sampling method proved poor for the HPF and Mod-HIS 
methods, while the CC resampling method was inferior 
when used with the GS, BT, and EF methods, but per- 
formed moderately when paired with the W-PC methods. 
Surprisingly, the performances of the BI and NN resam- 
pling methods were almost equivalent when used with 
the GS sharpening method. The overall performance of 
the BI resampling method was moderate when used with 
any of the PAN-sharpening methods. Based on these 
observations, the overall performance trend of resam- 
pling methods when evaluated by basic statistical indices 
was NN > BI > CC. For the GS, EF, BT, and W-PC 
PAN-sharpening methods, the performance trend re- 
mained NN > BI > CC, but for the HPF and Mod-HIS 
methods, the trend was CC > BI > NN. In general, using 
basic statistical indices, we conclude that the NN resam- 
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pling method exhibits superior performance over CC and 
BI resampling methods because it causes less spectral 
distortion of PAN-sharpened WV-2 images. 

4.2.2. NDVI 
Performance results of resampling methods evaluated by 
six NDVIs are shown in Table 4. The statistics in Table 
4 indicate that the NN and BI resampling methods per- 
formed best with GS and W-PC methods, while CC per- 
formed well with HPF and Mod-HIS methods. For the 
BT PAN-sharpening method, the CC and BI resampling 
methods well, while NN performed moderately. From 
Table 4, we observe that the CC and NN resampling 
methods performed well for all PAN-sharpening methods 
evaluated by NDVIs with positive values (NDVI1, 
NDVI3, and NDVI6), while BI performed moderately in 
terms of these same positively valued NDVIs. On the 
other hand, BI and CC resampling methods performed 
well for all PAN-sharpening methods evaluated by 
NDVIs with negative values (NDVI2, NDVI4, and 
NDVI5), while NN performed moderately in terms of 
these negatively valued NDVIs. With respect to the GS 
and W-PC sharpening algorithms, the performances of 
BI and NN resampling methods were almost equivalent, 
but the CC resampling method performed poorly. For EF 
sharpening, the CC method performed best, but the NN 
and BI resampling methods performed poorly. Overall, 
the BI resampling method performed moderately with all 
PAN-sharpening methods.  

4.2.3. Quantitative Indices 
Performance results of resampling methods evaluated by 
seven quantitative indices are shown in Table 5. The 
statistics in Table 5 indicate that for the W-PC, Mod-HIS, 
and BT sharpening algorithms, the NN and BI resam- 
pling methods performed best. For the GS, HPF, and EF 
sharpening algorithms, the CC and NN resampling 
methods performed best. From Table 5, we observe that 
for all PAN-sharpening algorithms the NN resampling 
method outperformed the other resampling methods 
when evaluated by the error indices (RMSE, RASE and 
ERGAS). On the other hand, the CC method performed 
the best for all PAN-sharpening algorithms when evalu- 
ated by the accuracy indices (QWB, HCC, QPS, and SSIM). 
Based on the quantitative indices, we conclude that the 
NN and CC resampling methods display the best per- 
formance with PAN-sharpening of WV-2 images be- 
cause they cause the lease amount of spectral distortion. 

4.2.4. Cumulative Indices 
Performance results of resampling methods evaluated by 
four cumulative indices are shown in Table 6. The statis- 
tics in Table 6 show that the NN and BI resampling 
methods performed well in conjunction with the GS, 

W-PC, and BT algorithms, while CC and NN performed 
best with the HPF, EF, and Mod-HIS algorithms. It was 
also found that for all PAN-sharpening algorithms, the 
NN method performed the best when using the using CEI, 
while BI performed moderately and CC performed 
poorly using the CEI. On the other hand for all PAN- 
sharpening algorithms, the CC and NN resampling 
methods performed the best when evaluated using cBias, 
and BI performed moderately. Furthermore, we found 
that the CC resampling method performed better with 
almost all PAN-sharpening methods when the CAI was 
used for evaluation. With respect to the cNDVI, the BI 
method performed better than the NN and CC resampling 
methods for all PAN-sharpening algorithms. 

4.3. Practicability of Resampling Methods for 
Different PAN-Sharpening Algorithms 

Based on results from the comprehensive quality evalua- 
tion of PAN-sharpened images, we now comment on 
resampling methods yielding the best performances for 
individual PAN-sharpening algorithms. The three resam- 
pling methods performed similarly for all of the PAN- 
sharpening algorithms except the HPF and Mod-HIS 
algorithms. The performance evaluation indicates that the 
NN resampling method can be appropriately imple- 
mented with GS, W-PC, EF, and BT PAN-sharpening 
algorithms. On the other hand, the CC resampling me- 
thod can be implemented with the Mod-HIS and HPF 
PAN-sharpening algorithms. 

5. Conclusion 

In this work, the performances of six different PAN- 
sharpening algorithms, modified HIS, W-PC, BT, GS, 
EF and HPF were comprehensively evaluated as a means 
to fuse WV-2 PAN and MS data. In general, all of the 
sharpening techniques improve the resulting image reso- 
lution and the detection of small targets, like cars, build- 
ings and trees. The GS, EF, and W-PC sharpening algo- 
rithms preserve, in general, the original MSI colours in 
all the possible RGB band combinations. In contrast, the 
Mod-HIS, BT, and HPF sharpening techniques cause 
changes in the colours of the original images and make 
image interpretation more difficult. In terms of statistical 
indices, our analysis indicated that the GS, W-PC, and 
EF methods again yield the best results compared to the 
other methods. For all of the quality indices, the per- 
formance trend is almost fully preserved: GS > W-PC > 
EF > HPF > Mod-HIS > BT. This study did not aim to 
determine the best method for image resampling, but it 
focused on how commonly used resampling methods vis- 
ually and statistically change the PAN-sharpening results. 
For all six PAN-sharpening algorithms, we did not find 
any significant colour difference in the sharpened images 
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based on the resampling method used. However, in gen- 
eral, our statistical comparison suggested that the CC 
resampling method provided poorer results when com- 
pared to the NN resampling method. In general, we con- 
clude that the CC resampling method should be used in 
conjunction with Mod-HIS and HPF PAN-sharpening 
algorithms, and the NN resampling method should be 
used in conjunction with the BT, GS, EF, and W-PC 
PAN-sharpening algorithms. In general, we conclude that 
the choice of the resampling method does not have any 
significant visual effect on the PAN-sharpened image, 
but the sharpened image should be assessed for the sta- 
tistical changes caused by the chosen resampling method. 
It is important to carefully select the most appropriate 
resampling technique for a given sharpening algorithm, 
and then apply the same resampling technique to all of 
the images in a remote sensing application. The present 
analysis has shown that the quality of a PAN-sharpened 
image is statistically dependent on the choice of the re- 
sampling method. 
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