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Abstract
In this paper we present and test a numerical method for computing eigenvalues of 4th order Sturm-Liouville (SL) differential operators on finite intervals with regular boundary conditions. This method is a 4th order shooting method based on Magnus expansions (MG4) which use MG4 shooting as the integrator. This method is similar to the SLEUTH (Sturm-Liouville Eigenvalues Using Theta Matrices) method of Greenberg and Marletta which uses the 2nd order Pruess method (also known as the MG2 shooting method) for the integrator. This method often achieves near machine precision accuracies, and some comparisons of its performance against the well-known SLEUTH software package are presented.
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1. Introduction
In this paper we consider the self-adjoint differential operators which arise from the 4th order differential equation

\[ L(y) = y^{(4)}(x) - \left(s(x)y'(x)\right)' + q(x)y(x) = \lambda y(x), \quad a \leq x \leq b \quad (1) \]

when separated, self-adjoint boundary conditions are imposed at each of the two regular endpoints \( x = a \) and \( x = b \).

We make the assumptions:
1) \( q(x) \) is continuous on \([a,b]\).
2) \( s(x) \) and \( s'(x) \) are continuous on \([a,b]\).
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3) \(-\infty < a < b < \infty\).

Under these assumptions both endpoints \( a \) and \( b \) are regular endpoints. The most general separated, self-adjoint boundary conditions which can be imposed at \( x = a \) and \( x = b \) are

\[
\begin{pmatrix}
l_1(y) \\
l_2(y)
\end{pmatrix} = A_1 \begin{pmatrix} y(a) \\ y''(a) \end{pmatrix} + A_2 \begin{pmatrix} -y'''(a) + s(a)y'(a) \\ -y'(a) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

and

\[
\begin{pmatrix}
r_1(y) \\
r_2(y)
\end{pmatrix} = B_1 \begin{pmatrix} y(b) \\ y''(b) \end{pmatrix} + B_2 \begin{pmatrix} -y'''(b) + s(b)y'(b) \\ -y'(b) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

where \( A_1, A_2 \) and \( B_1, B_2 \) are any choice of real, \( 2 \times 2 \) matrices satisfying the properties

\[
A_1 A_2^T - A_2 A_1^T = 0
\]

(4)

\[
A_1 A_1^T + A_2 A_2^T = I_2.
\]

(5)

and

\[
B_1 B_2^T - B_2 B_1^T = 0
\]

(6)

\[
B_1 B_1^T + B_2 B_2^T = I_2.
\]

(7)

The above boundary conditions can be shown to be equivalent to the general forms of boundary conditions used by Everitt [2] (in his PhD dissertation on 4th order Sturm-Liouville problems), Fulton [3] and many others.

The domain of the maximal operator \( L_1 \) associated with the Equation (1) on the closed interval \([a,b]\) is

\[
D(L_1) = \{ f \in L_2(a,b) : f, f', f'', f''' \in AC_{loc}(a,b), Lf \in L_2(a,b) \},
\]

(8)

where \( AC_{loc} \) is the space of functions which are absolutely continuous on compact subsets of \((a,b)\). The self-adjoint operators associated with Equation (1) are then obtained by restricting \( D(L_1) \) by two boundary conditions at the left endpoint and two boundary conditions at the right endpoint as in (2) and (3), namely

\[
D(L_{A_1, A_2, B_1, B_2}) = \{ f \in D(L_1) : l_1(f) = 0, l_2(f) = 0, r_1(f) = 0, r_2(f) = 0 \}
\]

(9)

The Green’s formula for the 4th order equation is

\[
\int_a^b (zLy - yLz) \, dx = [y, z]_{(a,b)},
\]

(10)

where the bilinear concomitant is defined as

\[
[y, z]_{(a,b)} = \begin{vmatrix}
y''(x) & z''(x) \\
y'(x) & z'(x)
\end{vmatrix} - \begin{vmatrix}
y''(x) & z''(x) \\
y'(x) & z'(x)
\end{vmatrix} + s(x) \begin{vmatrix}
y(x) & z(x) \\
y'(x) & z'(x)
\end{vmatrix}.
\]

(11)

Using this definition, and the boundary conditions (2) and (3), it can be shown that the operators \( L_{A_1, A_2, B_1, B_2} \) on \( L_2(a,b) \) are symmetric; that is, for all \( f, g \in D(L_1) \):

\[
\begin{align*}
\langle Lf, g \rangle &= \int_a^b (f''(z)g(z) - f(z)g''(z)) \, dz + \int_a^b (f'(z)g'(z) - f(z)g'(z)) \, dz \\
\langle g, Lf \rangle &= \int_a^b (g''(z)f(z) - g(z)f''(z)) \, dz + \int_a^b (g'(z)f'(z) - g(z)f'(z)) \, dz
\end{align*}
\]

where \( \langle f, g \rangle = \int_a^b (f(z)g(z)) \, dz \).
\[ (f, Lg) - (Lg, f) = \int_0^b f \cdot (Lg) - g \cdot (Lf) \, dx = 0. \] (12)

This paper is devoted to the 4th order shooting method based on Magnus Expansions (MG4) for computation of eigenvalues of 4th order SL problems of the type (1), (2), (3) having regular endpoints.

For 2nd order SL problems, on both regular and singular intervals, there are several well developed software packages for eigenvalue and eigenfunction computations: SLEIGN [4], SLEIGN 2 [5], SLEDGE [6] [7], SLO2FM [8] [9] [10], MATSLISE [11] [12] [13]. The best source of information where their capabilities and general performance is discussed, is the book, Numerical Solution of Sturm-Liouville Problems, of John Pryce [8].

For the 4th order SL equation, the only reliable software package for eigenvalue and eigenfunction computations is ACM Algorithm 775: SUBROUTINE SLEUTH, produced by L. Greenberg and M. Marletta in 1997 [14]. This package restricts attention to problems on finite intervals with regular endpoints; at this writing there is still no readily available software for singular endpoints. The SLEUTH code handles eigenvalues and eigenfunctions only for SL problems with regular endpoints, and it is capable of handling a wide variety of possible boundary conditions. The Greenberg-Marletta algorithm is based on an integration scheme using piecewise trigonometric hyperbolic splines (the Pruess method), also known as the MG2 shooting method. This was also the underlying integration scheme in the SLEDGE package. The SLEUTH code is based on using formulas of Greenberg [14] [15] [16] for the number of eigenvalues less than \( \lambda \).

Since eigenvalue/eigenfunction calculations for the 4th order equation have been tackled by many other methods we give here a brief overview of some of the existing competitive methods. The most prominent approaches to date, and those which continue to receive much attention, are as follows:

1) Extended Sampling Method (ESM) which relies on the classical Whittaker-Shannon-Kotelnikov sampling theorem [17] (also used for 2nd order SL problems).

2) Fliess Series Method [18] [19] [20] which represents the solution of an IVP for the 4th order Equation (1) in terms of iterated integrals involving the coefficient functions, \( s(x) \) and \( q(x) \).

3) Chebyshev Method [21]-[26] which approximates solutions of the 4th order Equation (1) by Chebyshev polynomials.

4) Boubaker Polynomials Expansion Scheme (BPES) [27] which approximates solutions of of the 4th order Equation (1) using Boubaker polynomials and utilizes a Differential Quadrature Method (DQM).

5) Spectral Parameter Power Series (SPPS) Method [28] [29] [30] which expands the solutions of the SL equation (both second and 4th order) in a convergent Taylor expansion in the eigenparameter \( \lambda \). This has recently proven to have much advantages both for theoretical problems and numerical computations for SL equations.
Selection of Test Problems

To investigate the performance of the method, we make the following selection of test problems. These problems are the square of a 2nd order SL problem.

1) The square of the 2nd order Bessel equation

\[ Ly = y^{(4)} - (s(x)y')' + q(x)y = \lambda y, \quad x \in [1,5] \]  
(13)

where

\[ s(x) = \frac{-2}{4x^2}, \]  
(14)

and

\[ q(x) = \frac{1}{16x^2} + \frac{3}{2x^2}. \]  
(15)

2) The square of the 2nd order Modified Harmonic Oscillator equation

\[ Ly = y^{(4)} - (s(x)y')' + q(x)y = \lambda y, \quad x \in [1,5] \]  
(16)

where

\[ s(x) = 2(x^2 + x^4), \]  
(17)

and

\[ q(x) = (x^2 + x^4)^2 - (2 + 12x^2). \]  
(18)

3) The square of the 2nd order equation

\[ Ly = y^{(4)} - (s(x)y')' + q(x)y = \lambda y, \quad x \in [0,\pi] \]  
(19)

where

\[ s(x) = 2(\cos(x) + 2\cos(2x) + 3\cos(3x)), \]  
(20)

and

\[ q(x) = (\cos(x) + 2\cos(2x) + 3\cos(3x))^2 - \left(-\cos(x) - 8\cos(2x) - 27\cos(3x)\right). \]  
(21)

4) The square of the 2nd order Coffey-Evan equation with \( \beta = 10 \)

\[ Ly = y^{(4)} - (s(x)y')' + q(x)y = \lambda y, \quad x \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \]  
(22)

where

\[ s(x) = 2(\beta^2 \sin^2(2x) - 2\beta \cos(2x)), \]  
(23)

and

\[ q(x) = (\beta^2 \sin^2(2x) - 2\beta \cos(2x))^2 - \left(8\beta^2 \cos(4x) + 8\beta \cos(2x)\right). \]  
(24)

5) The square of the 2nd order Legendre equation

\[ Ly = y^{(4)} - (s(x)y')' + q(x)y = \lambda y, \quad x \in \left[0, \frac{\pi}{4}\right] \]  
(25)

where
\[ s(x) = \frac{1}{2} \sec^2(x), \quad (26) \]

and

\[ q(x) = \left( \frac{\sec^4(x)}{16} - \sec^2(x)\tan^2(x) + \frac{\sec^4(x)}{2} \right) \quad (27) \]

Problem 5, the Legendre squared equation, arises from changes of variables to the non-LNF form discussed in [31].

### 2. The MG4 Shooting Method Associated with the 4th Order Sturm-Liouville Equation

In this section we describe an implementation of the MG4 shooting technique for the 4th order SL Equation (1) on regular intervals with \( s(x), q(x) \) continuous. The Equation (1) can be converted to the 1st order system (Atkinson [32], pp. 323-324)

\[ Y'(x, \lambda) = A(x) \cdot Y(x, \lambda), \quad (1) \]

and

\[ Y(x, \lambda) = \begin{cases} y(x, \lambda) \\ y'(x, \lambda) \\ -s(x)y(x, \lambda) + q(x)y'(x, \lambda) \\ -y'(x, \lambda) \end{cases} \quad (2) \]

**Remark 2.1** Currently the most reliable software package for eigenvalues and eigenfunctions of the 4th order Sturm-Liouville equation with regular endpoints is ACM Algorithm 775: SUBROUTINE SLEUTH, produced by L. Greenberg and M. Marletta in 1997 [14], which is available from NETLIB at ORNL. The SLEUTH (Sturm-Liouville Eigenvalues Using Theta Matrices) code employs an MG2 approximation for the solution \( Y(x) = e^{\alpha(x)}Y_0 \), (see [33], p. 283), on each mesh interval of a Hamiltonian system similar to the system (1) (the order of the derivatives in the above \( Y(x, \lambda) \) vector being slightly different). The SLEUTH code is based on using formulas of Greenberg [15] [16] [34] [35] for the number of eigenvalues less than \( \lambda \), so the eigenvalue algorithm is quite different than the method we are proposing here for eigenvalue computation for (1) using (1).

For the IVP, \( Y'(x, \lambda) = A(x) \cdot Y(x, \lambda), \quad Y(0) = I \), where \( A \) is a constant matrix is also basic to Magnus methods for (1). We introduce the following lemma and the definitions of the Lie-group and Lie-algebra (see [36], Prop. 7.2.3 and Def. 7.2.4).

**Definition 2.1** \( SL(4, \mathbb{R}) \) is the Lie-group and defined as:

\[ SL(4, \mathbb{R}) := \{ A \mid A \text{ is 4} \times 4 \text{ matrix with real entries and det}(A) = 1 \}; \]

**Definition 2.2** \( sl(4, \mathbb{R}) \) is the Lie-algebra and defined as:
Lemma 2.1 If \( X \in \text{sl}(4, \mathbb{R}) \), then \( \exp(X) \in \text{SL}(4, \mathbb{R}) \), i.e.
\[
\det(\exp(X)) = 1.
\] (3)

Remark 2.2 For any constant matrix \( X \in \text{sl}(4, \mathbb{R}) \), it follows from this lemma that the solution
\[
Y(t, \lambda) = e^{\lambda y}
\] (4)
of the IVP,
\[
Y'(t, \lambda) = X(t) \cdot Y(t, \lambda),
\] (5)
\[
Y(0) = I,
\]
lies in the Lie Group \( \text{SL}(4, \mathbb{R}) \).

The Magnus methods originate (see [37]) with the observation that an analytical solution of (1) with initial condition \( Y(0) = Y_0 \) can be written as, (see [33], p. 283),
\[
Y(x) = e^{\sigma(x)}Y_0
\] (6)
where
\[
\sigma(x) = \int_0^x A(k) \, dk + \frac{1}{2} \int_0^x \left[ A(k), \int_0^k A(\xi) \, d\xi \right] \, dk \nonumber
\]
\[
+ \frac{1}{4} \int_0^x \left[ A(k), \int_0^k A(\xi), \int_0^\eta A(\eta) \, d\eta \right] \, d\xi \, dk \nonumber
\]
\[
+ \frac{1}{12} \int_0^x \left[ A(k), \int_0^k A(\xi), \int_0^k A(\eta) \, d\eta \right] \, d\xi \, dk + \cdots
\] (7)
and where the square brackets denote the matrix commutator and are defined as:
\[
[A, B] := A \cdot B - B \cdot A
\] (8)

The MG4 method is a well known 4th order method obtained by truncation of the above Magnus series, together with evaluation of the \( A \) matrix in (1) at two gaussian points \( A_1 \) and \( A_2 \):

For the Hamiltonian system (1), we put
\[
A_1 = A \left( x_n + h \left( \frac{\sqrt{3} - 1}{2\sqrt{3}} \right) \right) = A(x'),
\] (9)
\[
A_2 = A \left( x_n + h \left( \frac{\sqrt{3} + 1}{2\sqrt{3}} \right) \right) = A(x''),
\] (10)
(meaning that \( q(x) \) and \( s(x) \) in (1) are to be evaluated at \( x = x' \) and \( x = x'' \) in the \( n \)th mesh interval \([x_n, x_{n+1}]\)). Then the MG4 method of Iserles and Norsett ([38], p. 1012), and ([33], p. 288) for (1) takes the form (for a fixed step size \( h \))
\[
Y_{n+1} = \exp(hA)Y_n,
\] (11)
where the transfer matrix for passing from \( x_n \) to \( x_{n+1} \) is \( M := \exp(hA) \) with
\[
\tilde{A} = \frac{1}{2}(A_i + A_i) + \frac{1}{4\sqrt{3}}[A_i, A_i]h \\
= \frac{1}{2}(A(x') + A(x')) + \frac{1}{4\sqrt{3}} h(A(x')A(x') - A(x')A(x')) \\
= \begin{pmatrix}
0 & 0 & 0 & -1 \\
-\sqrt{3}h(q_1 - q_2) & -\sqrt{3}h(s_1 - s_2) & -1 & -\frac{s_1 - s_2}{2} \\
\frac{q_1 + q_2}{2} - \lambda & 0 & 0 & \frac{\sqrt{3}h(q_1 - q_2)}{12} \\
0 & -1 & 0 & \frac{\sqrt{3}h(s_1 - s_2)}{12}
\end{pmatrix}.
\]

where the square bracket \([A_i, A_i]\) denotes the matrix commutator and is defined as:
\[
[A_i, A_i] = A_iA_i - A_iA_i,
\]
and
\[
q_1 = q(x'), \quad q_2 = q(x^*), \quad s_1 = s(x'), \quad s_2 = s(x^*).
\]

The four eigenvalues of \(\tilde{A}\) are
\[
\lambda_1 = -\left[A - \frac{\sqrt{B}}{2}\right],
\]
\[
\lambda_2 = -\left[A + \frac{\sqrt{B}}{2}\right],
\]
\[
\lambda_3 = -\lambda_1,
\]
\[
\lambda_4 = -\lambda_2,
\]
where
\[
A = \frac{s_1 + s_2}{4} + \frac{h^2(s_1^2 + s_2^2)}{96} - \frac{h^2s_1s_2}{48},
\]
and
\[
B = 4\lambda + \frac{h^4(s_1^3 + s_2^3)}{2304} - \frac{h^4(s_1^3s_2 + s_1s_2^3)}{576} + \frac{h^4s_1^2s_2^2}{384} + \frac{h^2(s_1^3 + s_2^3 - s_1s_2^2 - s_1^2s_2)}{48}
\]
\[
+ \frac{s_1^2 + s_2^2}{4} + \frac{s_1s_2}{2} - 2(q_1 + q_2).
\]

**Eigenvalues of \(\tilde{A}\) matrix:**

Let us define
\[
D := A - \frac{\sqrt{B}}{2},
\]
and
\[
E := A + \frac{\sqrt{B}}{2}.
\]

Then the following four cases of eigenvalues of \(\tilde{A}\) arise, involving both
complex and real eigenvalues:

**Case 1:** \( B > 0 \) and \( (D > 0, E > 0) \).
\[
\lambda_1 = -|D|^{\frac{1}{3}}, \\
\lambda_2 = -|E|^{\frac{1}{3}}, \\
\lambda_3 = |D|^{\frac{1}{3}}, \\
\lambda_4 = |E|^{\frac{1}{3}}.
\]

**Case 2:** \( B > 0 \) and \( (D < 0, E < 0) \).
\[
\lambda_1 = -i|D|^{\frac{1}{3}}, \\
\lambda_2 = -i|E|^{\frac{1}{3}}, \\
\lambda_3 = i|D|^{\frac{1}{3}}, \\
\lambda_4 = i|E|^{\frac{1}{3}}.
\]

**Case 3:** \( B > 0 \) and \( (D < 0, E > 0) \), where \( D < E \).
\[
\lambda_1 = -i|D|^{\frac{1}{3}}, \\
\lambda_2 = -|E|^{\frac{1}{3}}, \\
\lambda_3 = i|D|^{\frac{1}{3}}, \\
\lambda_4 = |E|^{\frac{1}{3}}.
\]

**Case 4:** \( B < 0 \).
\[
\lambda_1 = -\left[A - \frac{i\sqrt{|B|}}{2}\right]^{\frac{1}{3}},
\]
\[
\lambda_2 = -\left[A + \frac{i\sqrt{|B|}}{2}\right]^{\frac{1}{3}},
\]
\[
\lambda_3 = -\lambda_4,
\]
\[
\lambda_4 = -\lambda_2.
\]

**Remark 2.3** It follows from (12) that
\[
\text{trace}\left((x - x_n)\tilde{A}\right) = 0,
\]
so that \((x - x_n)\tilde{A} \in sl(4, \mathbb{R})\). Also we observe that on diagonalization we have
(in all the above 4 cases),
\[ \det \left( \exp \left[ (x-x_n) \tilde{A} \right] \right) = \det(P) \cdot \det \left( \exp \left[ (x-x_n) D \right] \right) \cdot \det \left( P^{-1} \right) \]
\[= \exp \left( (x-x_n) \sum_{j=1}^{n} \lambda_j \right) = 1, \quad (39) \]

where \( \{ \lambda_j \}, j = 1, 2, 3, 4, \) are the eigenvalues of \( \tilde{A} \). Hence on each mesh interval,
\[ Y(x, \lambda) = \exp \left( (x-x_n) \tilde{A} \right) \cdot Y_n(x, \lambda) \]

is a solution of
\[ Y'(x, \lambda) = \tilde{A}(x) \cdot Y(x, \lambda) \quad (41) \]

which remains in the Lie Group, \( SL(4, \mathbb{R}) \).

We consider the SL problem for Equation (1) with the following choices of Dirichlet boundary conditions at the left and right endpoints (compare (2) and (3)).
\[ L(y) = y^{(2)}(x) - (s(x) y'(x))' + q(x) y(x) = \lambda y(x), \quad a \leq x \leq b, \quad (42) \]
\[ A_1 \begin{pmatrix} y(a) \\ y^*(a) \end{pmatrix} + A_2 \begin{pmatrix} -y'(a) + s(a) y'(a) \\ y^*(a) \end{pmatrix} = \begin{pmatrix} y(a) \\ y^*(a) \end{pmatrix} = \begin{pmatrix} l_1(y) \\ l_2(y) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad (43) \]
\[ B_1 \begin{pmatrix} y(b) \\ y^*(b) \end{pmatrix} + B_2 \begin{pmatrix} -y'(b) + s(b) y'(b) \\ y^*(b) \end{pmatrix} = \begin{pmatrix} y(b) \\ y^*(b) \end{pmatrix} = \begin{pmatrix} r_1(y) \\ r_2(y) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \quad (44) \]

where
\[ A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (45) \]
\[ A_2 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad (46) \]

and
\[ B_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (47) \]
\[ B_2 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \quad (48) \]

The left boundary conditions are implemented by fixing initial conditions for two solutions \( Y_1(x, \lambda) \) and \( Y_2(x, \lambda) \) of (1) at \( x=a \), namely we define solutions \( Y_1(x, \lambda) \) and \( Y_2(x, \lambda) \) at \( x=a \) by requiring
\[ (Y_1(a, \lambda), Y_2(a, \lambda)) = \begin{pmatrix} y_1(a, \lambda) \\ y_1^*(a, \lambda) \\ -y_1'^*(a, \lambda) + s(a) y_1'(a, \lambda) \\ -y_1'^*(a, \lambda) \end{pmatrix} \begin{pmatrix} y_2(a, \lambda) \\ y_2^*(a, \lambda) \\ -y_2'^*(a, \lambda) + s(a) y_2'(a, \lambda) \\ -y_2'^*(a, \lambda) \end{pmatrix} \]
\[ = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} \quad (49) \]
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Then the corresponding solutions \( \{ y_1(x, \lambda), y_2(x, \lambda) \} \) of (1) automatically satisfy the boundary conditions (43) at \( x = a \). Using the solutions \( \{ Y_1(x, \lambda), Y_2(x, \lambda) \} \) of (1) defined by (49) we define the \( 2 \times 2 \) matrices

\[
U(x, \lambda) := \begin{pmatrix} y_1(x, \lambda) & y_2(x, \lambda) \\ y_1''(x, \lambda) & y_2''(x, \lambda) \end{pmatrix},
\]

and

\[
V(x, \lambda) := \begin{pmatrix} -y_1''(x, \lambda) + s(x)y_1'(x, \lambda) & -y_2''(x, \lambda) + s(x)y_2'(x, \lambda) \\ -y_1'(x, \lambda) & -y_2'(x, \lambda) \end{pmatrix}. \quad (51)
\]

The two-dimensional subspace,

\[ \mathcal{S} = \{ y(x, \lambda) : y(x, \lambda) = Ay_1(x, \lambda) + By_2(x, \lambda) \text{ for some choice of } A \text{ and } B \} \],

where \( y_1(x, \lambda) \) and \( y_2(x, \lambda) \) are solutions of (1) corresponding to the \( Y_1(x, \lambda) \) and \( Y_2(x, \lambda) \) solutions of the IVP, (1) and (49), of the four-dimensional solution space of (1) satisfies the boundary conditions (43) at \( x = a \).

We have the following theorem giving necessary sufficient conditions (N.S.Cs) for the eigenvalues of the SL problem for Equation (1) which has boundary conditions at \( x = a \) (43) and boundary conditions at \( x = b \) (44).

**Theorem 2.1**

1) A N.S.C. for \( \lambda \in (-\infty, \infty) \) to be an eigenvalue of the SL problem for Equation (1) with boundary conditions at \( x = a \) (43) and boundary conditions at \( x = b \) (44), and having multiplicity one, is:

\[
\begin{vmatrix} r_1(y_1) & r_1(y_2) \\ r_2(y_1) & r_2(y_2) \end{vmatrix} \begin{vmatrix} y_1(b, \lambda) & y_2(b, \lambda) \\ y_1''(b, \lambda) & y_2''(b, \lambda) \end{vmatrix} = 0 \quad (53)
\]

and

\[
\text{rank} \begin{pmatrix} r_1(y_1) & r_1(y_2) \\ r_2(y_1) & r_2(y_2) \end{pmatrix} = \text{rank} \begin{pmatrix} y_1(b, \lambda) & y_2(b, \lambda) \\ y_1''(b, \lambda) & y_2''(b, \lambda) \end{pmatrix} = 1. \quad (54)
\]

2) A N.S.C. for \( \lambda \in (-\infty, \infty) \) to be an eigenvalue of the SL problem for Equation (1) with boundary conditions at \( x = a \) (43) and boundary conditions at \( x = b \) (44), and having multiplicity one, is:

\[
\begin{vmatrix} r_1(y_1) & r_1(y_2) \\ r_2(y_1) & r_2(y_2) \end{vmatrix} \begin{vmatrix} y_1(b, \lambda) & y_2(b, \lambda) \\ y_1''(b, \lambda) & y_2''(b, \lambda) \end{vmatrix} = 0 \quad (55)
\]

and

\[
\text{rank} \begin{pmatrix} r_1(y_1) & r_1(y_2) \\ r_2(y_1) & r_2(y_2) \end{pmatrix} = \text{rank} \begin{pmatrix} y_1(b, \lambda) & y_2(b, \lambda) \\ y_1''(b, \lambda) & y_2''(b, \lambda) \end{pmatrix} = 0. \quad (56)
\]

**Proof** Let \( \{ y_1(x, \lambda), y_2(x, \lambda) \} \) be the unique solutions of the 4th order Equation (1) which are defined by the initial conditions at \( x = a \) and \( \{ Y_1(x, \lambda), Y_2(x, \lambda) \} \) be the corresponding solutions of the Hamiltonian system (1):
By fixing (57) the two-dimensional space $\mathcal{Y}$ is fixed by the $4 \times 2$ matrix (57). The constants in the (57) matrix were chosen to ensure that the boundary conditions at $x = a$ (43) was satisfied, so we know that

$$\begin{pmatrix} l_1(y_1) \\ l_2(y_1) \end{pmatrix} = \begin{pmatrix} y_1(a, \lambda) \\ y_1'(a, \lambda) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

(58)

and

$$\begin{pmatrix} l_1(y_2) \\ l_2(y_2) \end{pmatrix} = \begin{pmatrix} y_2(a, \lambda) \\ y_2'(a, \lambda) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

(59)

that is, that both $y_1(x, \lambda)$ and $y_2(x, \lambda)$ satisfy the boundary conditions at $x = a$ (43). Also, of course, the space $\mathcal{Y}$ of solutions spanned by these two solutions $\{y_1(x, \lambda), y_2(x, \lambda)\}$ of (1) satisfies the boundary conditions at $x = a$ (43), that is

$$l_1(Ay_1(x, \lambda) + By_2(x, \lambda)) = 0,$$

(60)

$$l_2(Ay_1(x, \lambda) + By_2(x, \lambda)) = 0,$$

(61)

for all $A, B \in \mathbb{C}$. It remains only to apply the boundary conditions at $x = b$ (44), i.e. to require that

$$r_1(y) = y(b, \lambda) = 0,$$

(62)

and

$$r_2(y) = y^*(b, \lambda) = 0$$

(63)

for boundary conditions at $x = b$ (44). Hence, we find

$$r_1(Ay_1(x, \lambda) + By_2(x, \lambda)) = Ar_1(y_1(x, \lambda)) + Br_1(y_2(x, \lambda)) = 0$$

(64)

and

$$r_2(Ay_1(x, \lambda) + By_2(x, \lambda)) = Ar_2(y_1(x, \lambda)) + Br_2(y_2(x, \lambda)) = 0$$

(65)

as the requirement for solutions in $\mathcal{Y}$ to also satisfy the boundary conditions at $x = b$ (44). But the Equations (64) and (65) can have a nonzero solution for $A, B$ if and only if

$$\begin{pmatrix} r_1(y_1) \\ r_1(y_2) \end{pmatrix} = \begin{pmatrix} y_1(b, \lambda) \\ y_2(b, \lambda) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

(66)

Hence (66) is a N.S.C. condition for $\lambda$ to be an eigenvalue of the SL problem for Equation (1). The multiplicity of the eigenvalue is defined as the number of linearly independent solutions of (1) which satisfy both boundary conditions at $x = a$ and both boundary conditions at $x = b$. Since the dimension of $\mathcal{Y}$ is two, this can be at most two. For multiplicity one, we must have
and in this case the solution of the two Equations (64) and (65) will be
\[
\begin{pmatrix} A \\ B \end{pmatrix} = \begin{pmatrix} -r_1^*(y_2) \\ r_1^*(y_1) \end{pmatrix}, \quad \text{if} \quad r_1^*(y_1) \neq 0
\] (68)
and
\[
\begin{pmatrix} A \\ B \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{if} \quad r_1^*(y_1) = 0.
\] (69)

In this case the eigenfunction, which is unique up to a constant multiple, is
\[
y(x, \lambda) = B \begin{pmatrix} -r_1^*(y_2) \\ r_1^*(y_1) \end{pmatrix} \cdot y_1(x, \lambda) + y_2(x, \lambda), \quad \text{if} \quad r_1^*(y_1) \neq 0
\] (70)
or
\[
y(x, \lambda) = A y_1(x, \lambda), \quad \text{if} \quad r_1^*(y_1) = 0.
\] (71)

For multiplicity two, we need to require
\[
\begin{pmatrix} r_1(y_1) \\ r_2(y_1) \\ r_1(y_2) \\ r_2(y_2) \end{pmatrix} = \begin{pmatrix} y_1(b, \lambda) \\ y_2(b, \lambda) \\ y_1^*(b, \lambda) \\ y_2^*(b, \lambda) \end{pmatrix} = 0,
\] (72)
and in this case \( y_1(x, \lambda) \) and \( y_2(x, \lambda) \) would be linearly independent eigenfunctions of (1).

More generally, the general case of boundary conditions (3) would give
\[
f(\lambda) := \det (BU(b, \lambda) + BV(b, \lambda)) = 0
\] (73)
as a N.S.C. for \( \lambda \) to be an eigenvalue of (1) with boundary conditions (44) and (3). More generally, the boundary conditions (2) could be handled by changing the initial conditions (57) appropriately.

**3. Description of the MG4 Algorithm**

We obtained the \( 4 \times 4 \) transfer matrix
\[
M = \exp(hA)
\] (1)
by doing the following steps:

1) Calculate the eigenvalues and the eigenvectors of \( \tilde{A} \).

2) Diagonalize
\[
\tilde{A} = P \cdot D \cdot P^{-1},
\] (2)
where \( P \) denotes the matrix of eigenvectors of \( \tilde{A} \), and \( D \) denotes the diagonal matrix of the four eigenvalues of \( \tilde{A} \) (12).

3) Put
\[
M = P \left( \exp(hD) \right) P^{-1}.
\] (3)
This gives a $4 \times 4$ transfer matrix with 4 cases of eigenvalues of $\tilde{A}$. (The matrix elements could be reduced to expressions involving sinh, cosh, sin and cos functions). Our MG4 code implements the above transfer matrix $M = \exp(\tilde{h} \tilde{A})$ by doing the matrix multiplication (3) numerically. Here we describe the implementation of the MG4 method for computing the eigenvalues of the SL problem for Equation (1) with the choices of Dirichlet boundary conditions (43) and (44) at the left and right endpoints. To impose the boundary conditions (44) on $\mathcal{I}$, we integrate the IVP, (1) and (49), from $x = a$ to $x = b$ using the MG4 method on the $4 \times 2$ matrix $Y(x, \lambda)$. Then when $Y(b, \lambda)$ has been computed, the boundary conditions (44),

$$y(b, \lambda) = Ay(b, \lambda) + By = 0 \quad (4)$$

$$y^*(b, \lambda) = Ay^*(b, \lambda) + By^* = 0, \quad (5)$$

will be satisfied for some choices of real constants $A$ and $B$, not both zero, if and only if

$$f(\lambda) = \det(Y(b, \lambda)) = \begin{vmatrix} y_1(b, \lambda) & y_2(b, \lambda) \\ y_1^*(b, \lambda) & y_2^*(b, \lambda) \end{vmatrix} = 0. \quad (6)$$

The computation is performed using an initial uniform mesh, applying bisection method with initial upper and lower bounds for a given eigenvalue $\lambda$, and then doubling the number of mesh points by bisecting the mesh to generate a Richardson $h^4$-extrapolation table over successively bisected meshes. Then the extrapolated eigenvalue is selected when the eigenvalue extrapolation error satisfies a tolerance test.

### 3.1. Description of $h^4$-Richardson’s Extrapolation

If $q(x), s(x) \in C^\infty [a, b]$, we can assume that if MG4 method is applied we will have for each choice of $h$

$$\tilde{\lambda}(h) \approx \lambda_{\text{Exact}} + \tau_1 h^4 + \tau_2 h^8 + \cdots + \tau_m (h^4)^m \quad (7)$$

for some choices of real constants $\tau_1, \tau_2, \cdots, \tau_m$. For each $m = 1, 2, 3, \cdots$

$$\tilde{\lambda}(h) - \lambda_{\text{Exact}} = \tau_1 h^4 + \tau_2 h^8 + \cdots + \tau_m (h^4)^m + O(h^4)^{m+1} = O(h^4). \quad (8)$$

Putting

$$x_i = h_0^i \quad (9)$$

$$x_2 = h_1^4 = \left(\frac{h_0}{2}\right)^4 \quad (10)$$

$$\vdots$$

$$x_i = h_{i-1}^4 = \left(\frac{h_0}{2^{i-1}}\right)^4, \quad (11)$$

in Neville’s algorithm ([39], 2.1.2.5b, p. 42),
\[ T_i(x) = T_{i,k}(x) + \frac{T_{i,k-1}(x) - T_{i-1,k-1}(x)}{x - x_{i,k-1}} \]  
\[ i, k \leq 1, \ A, 1, 0, 1, 2, \ldots, n \]  

we find

\[ T_{i-1,J-1}(0) = T_{i-1,J-2}(0) (0) - T_{i-2,J-2}(0) \]  
\[ 16^{j-1} - 1 \]  

where we have taken

\[ k = J - 1, i = I - 1, x = 0, x_i = h_{i-1}^j, x_{i-1} = h_{i-1}^j. \]

Applying Neville’s algorithm generates the \( h^j \)-Richardson’s extrapolation table for the eigenvalue computation. Defining

\[ \lambda_{ij} := T_{i-1,J-1}(0) \]  

we have from (13) that

\[ \lambda_{i,j} = \hat{\lambda}_{i,J-1} + \frac{\hat{\lambda}_{i,J-2} - \hat{\lambda}_{i-1,J-1}}{16^{j-1} - 1} , \]  

where

\[ \hat{\lambda}_{i1} = \text{computed value for } h = h_0, \]
\[ \hat{\lambda}_{i2} = \text{computed value for } h = \frac{h_0}{2}, \]
\[ \vdots \]
\[ \hat{\lambda}_{in} = \text{computed value for } h = \frac{h_0}{2^n}. \]

here the second term in (15) is the extrapolation error. The first column of the extrapolation table, that is, the eigenvalues \( \hat{\lambda}_{11}, \hat{\lambda}_{21}, \ldots \), are computable quantities. The columns two, three, four, five, \ldots, are generated from column one using (15).

3.2. Computing Large Eigenvalues by Using the Invariant-Imbedding Variables

In a manner similar to Greenberg and Marletta in their SLEUTH code (see [14], Section 3.2, pp. 461-462), we applied the change to “invariant-imbedding” variables, \( VU^A, UV^A, \det U \) and \( \det V \), in our code in order to provide a good stable integration scheme. We generated the “invariant-imbedding” variables by using the \( 2 \times 2 \) matrices \( U(x, \lambda) \) and \( V(x, \lambda) \) which we defined in (50) and (51) for eigenvalue computation of the SL problem.

4. Numerical Results and Discussion

In this section we give some numerical outputs for each of the 5 test problems in Section 1.1, and compare with the comparable SLEUTH outputs. The 5 test problems are squares of 2nd order SL equations. For such problems the choice of Dirichlet boundary conditions for the 2nd order problem, generates, by squaring,
a 4th order SL problem whose eigenvalues are the squares of the 2nd order SL problem, Greenberg and Marletta ([14] pp. 478-481). For example, we consider in section 5 the following 2nd order SL problems

\[ -y'' + \left( -\frac{1}{4x^2} \right) y = \lambda y \]  
\[ y(1) = 0, \ y(5) = 0 \]  
\[ -y'' + \left( x^2 + x^4 \right) y = \lambda y \]  
\[ y(1) = 0, \ y(5) = 0 \]  
\[ -y'' + \left( \cos(x) + 2\cos(2x) + 3\cos(3x) \right) y = \lambda y \]  
\[ y(0) = 0, \ y(\pi) = 0 \]  
\[ -y'' + \left( \beta^2 \sin^2(2x) - 2\beta \cos(2x) \right) y = \lambda y \]  
\[ y\left( -\frac{\pi}{2} \right) = 0, \ y\left( \frac{\pi}{2} \right) = 0 \]  
\[ -y'' + \frac{1}{4} \sec^2(x) y = \lambda y \]  
\[ y(0) = 0, \ y\left( \frac{\pi}{4} \right) = 0 \]  

Squaring the self-adjoint operator corresponding to (1)-(5) gives the 4th order self-adjoint operator corresponding to the 4th order problems in Tables 1-5, respectively. Accordingly, the eigenvalues of the problems in Tables 1-5 are the squares of the eigenvalues of the 2nd order SL problems (1)-(5), respectively. Tables 1-5 give outputs of MG4 and SLEUTH codes on the test problems 1, 2, 3, 4 and 5 respectively, with the choices of Dirichlet boundary conditions. In these tables, we list the SLEUTH and MG4 outputs to 17 digits. The number of these digits which are correct is always a key issue in assessing the performance of a numerical algorithm. Since the exact eigenvalues of these 4th order SL problems are the squares of the exact eigenvalues of the 2nd order SL problems (1)-(5), we computed the eigenvalues of the 2nd order SL problems (1)-(5) and computed their squares to provide a benchmark against which we can compare MG4 and SLEUTH algorithm outputs. The purpose for the following tables is to make comparisons at reasonably high accuracy; so we ran the MG4 and SLEUTH codes with the tolerance parameter TOL = 10^{-12}. Outputs of the SLEDGE code (Sturm-Liouville Estimates Determined by Global Error Control) of Pruess and Fulton [6] for the problems (1)-(5) were obtained for the eigenvalue indices listed in Tables 1-5, and then their squares were computed to generate the second columns of Tables 1-5. Since SLEDGE is known to compute eigenvalues quite reliably to the user-requested accuracy, we used the squares of the SLEDGE eigenvalues as the benchmark for MG4 and SLEUTH codes in Tables 1-5. The error characterization \( E_{sledge} \) in columns 4 and 6 of Tables 1-5 was computed as...
where \( \lambda_n^{(SLEDGE)} \) are the SLEDGE-squared eigenvalues and \( \lambda_n \) are eigenvalues obtained by the SLEUTH and MG4 codes. This represents the absolute or relative eigenvalue errors of each code relative to the benchmark values obtained from SLEDGE. The obtained absolute or relative eigenvalue errors of each code are used to measure the performance of each method. In Table 1, we see that the error characterization \( E_{sledge} \) for the eigenvalues \( \lambda_0 \), \( \lambda_{20} \) and \( \lambda_{100} \) obtained by the SLEUTH are slightly larger than the error characterization \( E_{sledge} \) for the eigenvalues \( \lambda_0 \), \( \lambda_{20} \) and \( \lambda_{100} \) achieved by the MG4 method.

Table 1. Eigenvalues of Problem 1.

<table>
<thead>
<tr>
<th>Eval Index</th>
<th>SLEDGE</th>
<th>SLEUTH</th>
<th>( E_{sledge} ) of SLEUTH</th>
<th>MG4</th>
<th>( E_{sledge} ) of MG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.339260710091670</td>
<td>0.3392607100805489</td>
<td>1.105e−11</td>
<td>0.339260710092205</td>
<td>5.348e−13</td>
</tr>
<tr>
<td>20</td>
<td>73973.71134197622</td>
<td>73973.711342122158</td>
<td>1.973e−12</td>
<td>73973.711342028924</td>
<td>7.125e−13</td>
</tr>
<tr>
<td>100</td>
<td>39594796.88731044</td>
<td>39594796.886610150</td>
<td>1.769e−11</td>
<td>39594796.887332238</td>
<td>5.506e−13</td>
</tr>
</tbody>
</table>

Table 2. Eigenvalues of Problem 2.

<table>
<thead>
<tr>
<th>Eval Index</th>
<th>SLEDGE</th>
<th>SLEUTH</th>
<th>( E_{sledge} ) of SLEUTH</th>
<th>MG4</th>
<th>( E_{sledge} ) of MG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>236.0251207053473</td>
<td>236.02512061495375</td>
<td>3.830e−10</td>
<td>236.02512070536613</td>
<td>7.984e−14</td>
</tr>
<tr>
<td>50</td>
<td>3155257.7441797131</td>
<td>3155257.7441750434</td>
<td>1.480e−12</td>
<td>3155257.7441805508</td>
<td>2.655e−13</td>
</tr>
<tr>
<td>100</td>
<td>41735725.88393135</td>
<td>41735725.884191565</td>
<td>6.235e−12</td>
<td>41735725.883945607</td>
<td>3.415e−13</td>
</tr>
</tbody>
</table>

Table 3. Eigenvalues of Problem 3.

<table>
<thead>
<tr>
<th>Eval Index</th>
<th>SLEDGE</th>
<th>SLEUTH</th>
<th>( E_{sledge} ) of SLEUTH</th>
<th>MG4</th>
<th>( E_{sledge} ) of MG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.278608818406607</td>
<td>0.2786088184207267</td>
<td>1.412e−11</td>
<td>0.2786088184325472</td>
<td>2.765e−11</td>
</tr>
<tr>
<td>50</td>
<td>6765204.503369453</td>
<td>6765204.5033744955</td>
<td>1.116e−12</td>
<td>6765204.5033704005</td>
<td>5.107e−13</td>
</tr>
<tr>
<td>100</td>
<td>10406040.5008649</td>
<td>10406040.50095831</td>
<td>8.977e−13</td>
<td>10406040.500911156</td>
<td>4.485e−13</td>
</tr>
</tbody>
</table>

Table 4. Eigenvalues of Problem 4.

<table>
<thead>
<tr>
<th>Eval Index</th>
<th>SLEDGE</th>
<th>SLEUTH</th>
<th>( E_{sledge} ) of SLEUTH</th>
<th>MG4</th>
<th>( E_{sledge} ) of MG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4871.3813098296687</td>
<td>4871.3813098537794</td>
<td>4.950e−12</td>
<td>4871.3813098332166</td>
<td>7.283e−13</td>
</tr>
<tr>
<td>50</td>
<td>7028539.5468045129</td>
<td>7028539.5468126526</td>
<td>1.158e−12</td>
<td>7028539.5467997193</td>
<td>6.820e−13</td>
</tr>
<tr>
<td>100</td>
<td>105083729.4441578</td>
<td>105083729.44410391</td>
<td>5.128e−13</td>
<td>105083729.44420157</td>
<td>4.166e−13</td>
</tr>
</tbody>
</table>

Table 5. Eigenvalues of Problem 5.

<table>
<thead>
<tr>
<th>Eval Index</th>
<th>SLEDGE</th>
<th>SLEUTH</th>
<th>( E_{sledge} ) of SLEUTH</th>
<th>MG4</th>
<th>( E_{sledge} ) of MG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>265.7655513700918</td>
<td>265.76555137422213</td>
<td>1.554e−11</td>
<td>265.76555137021074</td>
<td>4.474e−13</td>
</tr>
<tr>
<td>8</td>
<td>1680440.528481040</td>
<td>1680440.5284831792</td>
<td>1.273e−12</td>
<td>1680440.5284811275</td>
<td>5.210e−14</td>
</tr>
<tr>
<td>30</td>
<td>236431164.13291141</td>
<td>236431164.15818894</td>
<td>1.069e−10</td>
<td>236431164.13306919</td>
<td>6.673e−13</td>
</tr>
<tr>
<td>100</td>
<td>26639566561.99389</td>
<td>26639566568.073307</td>
<td>2.282e−10</td>
<td>26639566561.998882</td>
<td>2.661e−13</td>
</tr>
</tbody>
</table>
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In Table 2, we see that the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$, $\lambda_{50}$ and $\lambda_{100}$ obtained by the SLEUTH are slightly larger than the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$, $\lambda_{50}$ and $\lambda_{100}$ achieved by the MG4 method. In Table 3, we see that the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$ and $\lambda_{100}$ achieved by the MG4 method are quite comparable to the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$ and $\lambda_{100}$ obtained by the SLEUTH. But, the error characterization $E_{sledge}$ for the eigenvalue $\lambda_{50}$ obtained by the SLEUTH is slightly larger than the error characterization $E_{sledge}$ for the eigenvalue $\lambda_{50}$ achieved by the MG4 method. In Table 4, we see that the error characterization $E_{sledge}$ for the eigenvalue $\lambda_{100}$ achieved by the MG4 method is quite comparable to the error characterization $E_{sledge}$ for the eigenvalue $\lambda_{100}$ obtained by the SLEUTH. But, the error characterization $E_{sledge}$ for the eigenvalues $\lambda_2$ and $\lambda_{30}$ obtained by the SLEUTH are slightly larger than the error characterization $E_{sledge}$ for the eigenvalues $\lambda_2$ and $\lambda_{30}$ achieved by the MG4 method. In Table 5, we see that the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$, $\lambda_8$, $\lambda_{30}$ and $\lambda_{100}$ obtained by the SLEUTH are slightly larger than the error characterization $E_{sledge}$ for the eigenvalues $\lambda_0$, $\lambda_8$, $\lambda_{30}$ and $\lambda_{100}$ achieved by the MG4 method.

Remark 5.1 The machine precision, obtained from the FORTRAN routine EPSLON, on the desktop computer (with Pentium 4 processors) used to obtain the following outputs of the SLEUTH and SLEDGE codes was MACHEPS = 2.22D-16.

5. Conclusion

In this paper we have presented the MG4 algorithm of Iserles et al. [33] [40], for eigenvalue computation of regular 4th order Sturm-Liouville problems. Applying the change to “Invariant-Imbedding” variables in a manner similar to Greenberg and Marletta in their SLEUTH code [14] provides good stabilization for the MG4 algorithm, and this resulted in its capability for achieving high accuracy, very often on the order of machine precision. The MG4 algorithm appears to be competitive to the SLEUTH code.
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