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Abstract 
Free surface elevation time series of breaking water waves were measured in a 
laboratory flume. This was done in order to analyze changes in wave characte-
ristics as the waves propagated from deep water to the shore. A pair of paral-
lel-wire capacitive wave gages was used to simultaneously measure free sur-
face elevations at different positions along the flume. One gage was kept fixed 
near the wave generator to provide a reference while the other was moved in 
steps of 0.1 m in the vicinity of the break point. Data from these two wave 
gages measured at the same time constitute station-to-station free surface ele-
vation time series. Fast Fourier Transform (FFT) based cross-correlation 
techniques were employed to determine the time lag between each pair of the 
time series. The time lag was used to compute the phase shift between the ref-
erence wave gage and that at various points along the flume. Phase differences 
between two points spaced 0.1 m apart were used to calculate local mean wave 
phase velocity for a point that lies in the middle. Results show that moving 
from deep water to shallow water, the measured mean phase velocity decreas-
es almost linearly from about 1.75 m/s to about 1.50 m/s at the break point. 
Just after the break point, wave phase velocity abruptly increases to a maxi-
mum value of 1.87 m/s observed at a position 30 cm downstream of the break 
point. Thereafter, the phase velocity decreases, reaching a minimum of about 
1.30 m/s. 
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1. Introduction 

Water waves that develop on the open sea propagate towards the shore, undergo 
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a series of transformations, the description of which presents both theoretical 
and experimental challenges [1]. Flow theory quite well predicts the physics of 
wave shoaling over a slope up to and into the early stages of breaking, but the 
same cannot be said after the break point [2]. Beginning offshore where the wa-
ter depth is sufficiently deep and constant, water waves are observed to be sym-
metric with respect to the wave crest before they begin to deform due to interac-
tions with the bathymetry [3]. As they propagate from deep water to shallow 
water of the surf zone beach slope, they also slow down and grow taller. The 
change in wave height due to varying water depths is called wave shoaling. The 
phenomenon of wave shoaling is directly related to bottom slope where on a 
gentler slope shoaling is greater as compared to a sufficiently steep slope [2]. At 
a depth of half its wave length, rounded waves start to rise and their crests be-
come shorter while their troughs lengthen. Although their period (frequency) 
stays the same, the waves slow down and their overall wavelength shortens. This 
implies that phase velocity varies as waves propagate and break along the flume. 
This phase velocity is one of the important parameters in wave mechanics. Due 
to shoaling, asymmetry of the wave and the wave height continues to increase 
until at some critical point (break point) where the wave becomes unstable and 
collapses. This critical point depends on the wave height and also the beach 
slope. Breaking of waves is characterized by top of the crest falling onto the front 
face of the wave, forming a body of fluid, called the roller that rides on the wave 
front. This process entraps considerable amount of air which bursts into small 
bubbles, and results in energy dissipation and the transfer of momentum to cur-
rents. The roller interacts with the fluid below it in a complicated way, exchang-
ing energy and momentum in the process. The roller will eventually dissipate 
and be completely absorbed by the wave. However, if breaking continues to oc-
cur, the roller will be sustained for the greater portion of the surf zone. Thus 
there will be a shoreward mass transport occurring above the trough level. 

Wave theory is essential in order to predict and analyze changes in the cha-
racteristics of a wave as it propagates from the deep water to the shore. Such 
theories and empirical formulae have been proposed for the calculation of wave 
phase velocity and the prediction of breaking as a result of wave shoaling. In an 
early investigation, Suhayda & Petrigrew [4] used a photographic technique in-
volving calibrated wave poles placed across the breaker zone to measure wave 
phase speed. The average wave crest speed was approximated by measuring the 
distance a particular wave crest had moved over the interval of time and then 
compared to solitary theory. Maximum discrepancies were observed at the break 
point, where measured speeds were 20% greater than those predicted by solitary 
theory, and in the mid surf zone, where measured values were ~20% less than 
the predicted values. Errors in the calculation were attributed to problems in vi-
sually determining the crest of the wave and to the fact that the speed of the crest 
does not represent the speed of the wave as a whole. Stansell & MacFarlane [5] 
used a series of wave guides 0.1 m apart and fitted the crest position data to a 
second order polynomial, differentiating the equation to determine wave veloci-
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ty. Yoo et al. [6] measured the celerity of incident waves obtained from oblique 
video imagery in the nearshore. Wave phase velocity was computed along a 
cross-shore transect from the wave crest tracks extracted by a Radon trans-
form-based line detection method. The phase velocity from the nearshore vid-
eo imagery was observed to be larger than the linear wave celerity computed 
from the measured water depths over the entire surf zone. Lippmann & Hol-
man [7] tested the capability of video data analysis for estimation of phase 
speed and wave angle of individual breaking waves. Phase speeds and wave an-
gles were calculated using pixel intensity time series collected with a 4-m-wide 
square array. Measured wave phase velocities exceeded linear theory by up to 
20%, suggesting some amplitude dispersion. Tissier et al. [8] performed field 
measurements and non-linear prediction of wave phase velocity in the surf zone. 
Their work is based on a unique dataset inside the surf zone, including data for 
very shallow water and very strong nonlinearities. They analyzed and quanti-
fied the effects of non-linearities and evaluated the predictive ability of several 
non-linear celerity predictors for high-energy wave conditions. Using 
cross-correlation techniques, they accurately determined the time lag between 
two wave time series recorded by two closely space wave gages, to obtain an ac-
curate local velocity prediction.  

2. Statement of the Problem 

In this work carefully planned wave phase velocity measurements under known 
and controlled laboratory conditions are to be conducted in wave flume. 
Measurements were taken in the vicinity of the break point in laboratory 
plunging wave flow. The aim is to get some indication of the accuracy of 
small-amplitude wave theory in predicting the transformation of monochromatic 
two-dimensional waves as they propagated from intermediate to shallow water 
depths. Free surface elevation time series measurements were to be made at 
several positions along the flume using a pair of capacitive wave gages, where 
one was fixed (reference) and the other mobile. The measurements are to be 
recorded simultaneously on the computer at each position. Time lags at these 
positions will be estimated by cross correlating each mobile gage time series with 
that of the reference wave gage, taken at the same time. This should allow for the 
computation of relative wave phase along the flume. Local wave phase velocity for 
points 0.1 m apart will then be computed from relative phases and compared with 
results from linear shallow water approximation, c gh= . These well-controlled 
laboratory experiments are necessary as they provide prior information required in 
model experiments involving turbulent flows and computational fluid dynamics 
models. As pointed out by Kimmoun & Branger [9] results from this study 
may also be useful for calibrating wave models developed using computational 
fluid dynamics.  

3. Propagating Wave Parameters  

A wave that propagates across a surface as a train of crests and troughs is called a 
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progressive wave. Figure 1 shows a schematic of a progressive two-dimensional 
sinusoidal wave propagating in the positive x direction and defines the significant 
parameters of this periodic wave. x, y, and z axes form a right-handed coordinate 
system with the positive x-axis pointing in the direction of wave propagation. 
The positive y direction (not shown) is into the plane of the page. The still water 
line (SWL) is the level of the water in the absence of waves, corresponding to 
elevation 0z = . The distance between the bed and the SWL, called the still 
water depth, is represented by d, so that the bed is at z d= − . ( ),x tη  
represents the displacement of the water surface relative to the SWL, L is the 
wavelength and H is the height or amplitude of the wave. 

For such a wave propagating in the positive x-direction, ( ),x tη  at a distance 
x at time t is given by:  

( ) ( ) ( )( ), cos cos 2π
2
Hx t A kx t x L t Tη ω= − = −             (1) 

where 
2
H  is the wave amplitude, 2π fω = , 1f T=  is the frequency of the  

wave, and 2πk L=  is the wave number. Equation (1) is the linear wave 
equation which is reasonable only for low amplitude waves. For increasing wave 
amplitude, the surface profile becomes vertically asymmetric with a more peaked 
wave crest and a flatter wave trough [10]. 

Phase velocity of such a wave is the speed at which the phase of a wave 
propagates and is considered one of the most important parameters for propagating 
waves. Phase velocity is often predicted using linear shallow water theory given 
by [8] [11] [12] as: c gh= , where g is the acceleration due to gravity and h is 
the local water height. The expression implies that waves of constant period slow 
down as they enter shallow water and is correct only for very short depths [11]. 
This process of slowing down is called shoaling, and leads to steepening of the 
wave that leads to breaking. 

4. Experimental Setup and Procedures  

Experiments were conducted in a rectangular, glass-walled flume at the Coastal 
and Hydraulics Engineering Laboratory located at the Council for Scientific and  
 

 
Figure 1. Sketch defining coordinate axes and wave parameters for a 
progressive wave propagating in the positive x direction. 
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Industrial Research (CSIR) in Stellenbosch, South Africa. The flume is 
approximately 20 m long, 0.75 m wide and has a gentle beach slope of 1:20 
which was chosen in order to get a long enough surf zone length over which 
measurements of wave parameters could later be conducted. A 1:20 (height: 
length) beach slope has also been used as the standard slope by numerous 
researchers in similar studies [13] [14]. The flume was filled with water to a 
depth of about 62 cm. Regular 0.4 Hz two-dimensional waves having a wave 
height of 12 cm in the flat section of the flume were generated by a hydraulically 
driven, computer-controlled piston type wave maker manufactured by H. R. 
Wallingford [15]. An offshore water depth of 62 cm was set and monochromatic 
waves with period T = 2.5 s generated. The incident wave height was H = 12 cm. 
This resulted in plunging waves that broke at a distance of about 4.0 m from the 
still water mark on the beach. Figure 2 shows the schematic view of the flume 
giving overall dimensions, showing the sloping bottom and the coordinate 
system that is used. It illustrates characteristic regions of the flume, giving 
overall dimensions in addition to showing the sloping bottom and the 
coordinate system used. Coordinate x is directed parallel to the mean flow, and 
is conventionally established as positive if oriented onshore, with x = 0 at the 
intersection of the still water line and the beach flow, a point 1.6.0 m from the 
break point towards the shore. y is perpendicular to the side wall so that the 
y-axis is set parallel to the shore with y = 0 at a lateral point 10 cm from the 
flume wall of the tank. z is the vertical coordinate, conventionally established as 
positive if oriented upward. The z-axis is defined normal to the beach, with z = 0 
at the SWL and increasing in the upward direction. The origin ( ) ( ), 0,0x z =  is 
at the intersection of the beach slope and the still water level. With this 
convention, it must be noted that horizontal distances measured along the flume 
will be negative for positions away from the shore, towards the wave maker.  
 

 
Figure 2. Side-view schematic of the wave flume (not drawn to scale) showing structure, dimensions and the reference frame used. 
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The time series of surface elevations were simultaneously recorded at various 
water depths along the beach. Instantaneous water levels were measured using a 
pair of parallel-wire capacitance-type wave gages, model WG-50, manufactured 
by RBR Ltd. The wave gages consisted of a 1 mm wire pair, which were rigidly 
mounted on stainless steel frames. Each wave gage was connected to an electronic 
circuit which consisted of two oscillators, one of fixed frequency and the other 
made variable by means of the changing capacitance of the probe due to 
changes in water level. The difference in frequency was transmitted to a 
frequency-to-voltage converter which provided a D.C voltage linearly proportional 
to the frequency difference. The wave gages were initially calibrated with no 
wave running in the flume. The wave gage manufacturer specifies a response 
time of 2 ms for a step change in water level. This more than satisfies our 
requirement of using 2.5 s period waves. The wave gages have an error of 
about 0.56% over the wave height range used. This translates to an error of 
approximately 0.12 cm for a maximum displacement of 21 cm of the water 
level, which is a typical maximum wave height at the break point in the present 
experiment. 

The waves were allowed to run for approximately 30 minutes to ensure 
parameters such as the position of the break point and currents, have stabilized. 
Wave gage 1G , fixed near the generator at 14.0 mx = −  acted as a reference, 
and the other 2G , initially placed at 1.5 mx = − , were used to simultaneously 
measure free surface elevations at several positions along the flume. A computer 
driven data acquisition system sampled the wave gages at 50 Hz through the 
WG-50 interfaces and signal conditioning circuits. Then gage 2G  was moved 
10 cm towards the generator to a new position and the two sampled again. This 
process was repeated until a total distance of 5 m spanning the breaking and 
pre-breaking region was covered. Figure 3 shows a schematic of the wave generator 
control and data acquisition systems. The wave generator consists of a servo-driven 
piston paddle, a servo control unit and a computer for preprogramming the desired 
wave heights and frequency. Characteristics of the desired wave are first entered on 
the wave maker computer. The computer drives the servo controller that is  
 

 
Figure 3. Block diagram showing the two wave gages connected to a data acquisition computer. 
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connected to a piston paddle to generate the specified waves. After the waves in 
the flume have stabilized, the data acquisition computer simultaneously samples 
the two wave gages at predetermined times. 

5. Results  

Free surface elevation measurements were made for regular 0.4 Hz plunging 
water waves with a wave height of 12 cm as it propagated and broke on a 1:20 
laboratory beach slope. The flow had a Reynolds number of about 30,000 and 
the break point for this flow was at about 4.0 m from the beach. A computerized 
measurement system was used to measure discrete time series of surface 
elevation measurements equally spaced in time as shown in Figure 4. If the 
sampling frequency is sf , then the time interval between two succeeding points 
is 1 st f∆ = . The total number of samples corresponding to the sample duration 
T is N T t= ∆ . Thus we obtain a discrete time series of surface elevation 
[ ] 0 1 1, , , Nnη η η η −=  . With a sampling frequency of a reading every 0.02 s (50 

Hz), there are 125 samples over a wave period of 2.5 s and a total of 6000 over a 
test time of 120 s. Thus 6000 samples contained approximately 48 wave cycles. 
Each wave gage probe contributed 6000 samples. Data sampled from the gages at 
each position were saved in a single text file on the computer. Table 1 shows 
characteristic parameters relating to free surface water level measurements, wave 
height and wave velocity calculations. 

f  is the frequency of the wave, sf  is the sampling frequency, st  is the 
total sampling time, sn  is the number of samples captured per period of the 
wave, sN  is the sample size in 120 s and fN  is the number of full waves in 
the time record. 

5.1. Water Level Time Series  

Figure 5 shows time series of the free surface elevations, η , measured at two 
different positions b) just before the break point and c) after the break point. 
Measured relative to the reference wave gage time series a). These were 
measured at different times. As already mentioned, although the wave gages 
were sampled for 120 s, in Figure 5 only the first 20 s of the time series is shown. 
In deep water, the waveform is close to a sinusoidal. As the wave shoals, the  
 

 
Figure 4. Discrete sampling of free surface elevation at regular intervals. 
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Table 1. Parameters for free surface elevation measurements and phase velocity calculation. 

f  (Hz ) sf  (Hz) st  (s) sn  sN  fN  

0.4 50 120 125 6000 48 

 

 
Figure 5. Time series of free surface elevations over a 20 s record measured simultaneously by the two wave gages at two different 
times, (a) 1G -near wave generator at ( 14.0 mx = − ), (b) 2G -at the break point at ( 4.0 mx = − ) and (c) 2G -after the break point 

at ( 1.5 mx = − ). 

 
wave motion is affected by the bottom slope and the wave height increases and 
wavelength decreases to produce a steeper wave, which departs from a sine wave 
form towards a trochoidal form. It is evident from the figure that as the waves 
propagate from deep to shallow water, the wave profile changes from being close 
to sinusoidal to being more peaked at the crest while the troughs become drawn 
out resulting in crest/trough asymmetry. Amplitudes of wave crests are much 
higher than amplitudes of wave troughs during wave breaking, leading to the 
well-known horizontal crest-to-trough asymmetry [9]. Troughs are observed to 
reach a level of approximately 5 cm below the SWL. Results also show a deep 
water wave height of about 12 cm (Figure 5(a)), which rises to more than 20 cm 
at the break point (Figure 5(b)). Turbulence generated after wave breaking leads 
to variations in the free surface elevations which are observed from the irregular 
surface elevations shown in Figure 5(c). Figure 6 shows time series of surface 
elevations of the wave at two positions along the flume and the corresponding 
time series measured by the reference gage 1G . The time delay is used to 
determine the relative phase shift. As expected, Figure 6 shows that the relative 
phase between signals from gage 1G  and that from the other gage increases 
away from the wave generator, towards the shore.  
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Figure 6. Time delay in the time series measured at some points relative to wave gage 1G  for positions (a) −3.1 m (b) −2.7 m (c) 
−2.3 and (d) −1.7 m from the still water line mark. 

5.2. Fourier Transform-Based Cross-Correlation of Time Series  

The Fourier transform (FT) of the function ( )f x  is the function ( )F ω , 
where:  

( ) ( )e di xF f x xωω
∞ −

−∞
= ∫                       (2) 

and the inverse Fourier transform is  

( ) ( )1 e d
2

i xf x F ωω ω
∞

−∞
=

π ∫                       (3) 

The FFT is a fast algorithm for computing the FT providing an accurate 
method of extracting the dominant frequencies in a signal. FFTs were employed 
to perform the cross-correlation of free surface elevation time series in order to 
measure wave phase velocity. The cross-correlation was calculated between two 
2-minute time series from two wave gages. The maximum correlation found 
between the two time series is the average time delay between the surface elevation 
features at the two positions. We perform the cross-correlation function ( )

1 2
cr tηη , 

a function of time t of free surface elevation 1η  and 2η  recorded by two wave 
gages located at two positions. By definition, the cross-correlation of two 
real-valued functions ( )1 tη  and ( )2 tη , is defined as:  
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( ) ( ) ( )
1 2 1 20

d
T

cr t t tηη τ η η τ= −∫                    (4) 

where τ  is the time lag, T = 120 sec is the measurement period and time 
series of 2η  is shifted by τ , and matched with 1η  for 0,1,2,τ = 

. 
Cross-correlation gives an indication of the similarity between two signals for a 
given value of τ . It has a maximum when the two signals are shifted with 
respect to each other by some amount. The amount of shift that produces the 
maximum cross-correlation value indicates the amount by which one signal lags, 
or leads, the other. Equation (4) can be computed either directly in the 
spatial/temporal domain or in the frequency domain via FFT algorithms [16] 
[17] [18]. In the frequency domain, the cross-correlation of two functions is 
equivalent to a complex conjugate multiplication of their Fourier Transforms. 
Prieto [19] pointed out that Fourier domain analysis is exploited to speed up the 
calculation dramatically as FFTs can be calculated with a number of operations 
proportional to ( )2logN N  compared to 2N  required by Equation (4). Thus 
FFTs are computationally efficient and accurate. Figure 7 shows a flowchart that 
summarizes the FFT-based cross-correlation that was implemented to determine 
the average time lag between each pair of the time series.  

The Fourier-based cross-correlation was performed as follows: time series 1η  
and 2η  (taken at the same time), were first converted to the frequency space 
using FFTs as follows:  

( ) ( )1 1 2 2;F FFT F FFTη η η η= =                  (5) 

where 1Fη  and 2Fη  are discrete Fourier Transforms of time series 1η  and 

2η , respectively. The time series measured at different positions were sampled at 
20 ms. To get a more accurate phase difference from the cross-correlation, the 
Fourier transformed signals were first interpolated by a factor of 4. This was 
followed by zero padding and inverse FFTs [20]. Thus the interpolated signal 
had a new sampling time of 5 ms so that the cross-correlation is accurate to 
within 5 ms. Zero padding does not influence the cross correlation result, but 
rather eliminates some of the problems associated with implementing cross 
correlation using the FFT, such as wrap around [21]. The two interpolated 
transforms were multiplied to produce an FFT cross-correlation function of the 
time series as:  
 

 
Figure 7. Flowchart of Fourier based cross-correlation method used to obtain time lag in 
the time series. 
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1 2

*
1 2CR F Fηη η η= ×                         (6) 

where *
2Fη  is the complex conjugate of 2Fη , the Fourier Transform 

corresponding to 2η  time series. An inverse FFT is then performed on the 
product to give the cross correlation result given as:  

( )1 2 1 2

1cr FFT CRηη ηη
−=                       (7) 

where 
1 2

crηη  is the computed cross correlation function of the two time series. 
Searching the index corresponding to the correlation maximum gave a time 
delay of τ  at that point. This time delay was used to determine the phase along 
the flume relative to that at the position of wave gage 1G , measured at the same 
time. Once the relative phase across the flume is known, the velocity between 
any two points was determined using the phase difference between these points. 

5.3. Phase Velocity  

The period of a 0.4 Hz wave, T = 2.5 s corresponds to 2π  radians, so relative 
phase at position x is then calculated from,  

( )12
2πx
T
τ

Φ =                           (8) 

where τ  is the time lag between the signals recorded by the two wage gages 
(Figure 6). Figure 8 shows the relative phase measured across the flume at 
positions before and after breaking. There is an increase in relative phase 
towards the shore. After some position, there will be an extra 2π  phase shift 
between the signals. This has been catered for in Figure 8. As pointed out by 
Kimmoun & Branger [9], the phase shift is due to 1) friction effects on the  
 

 
Figure 8. Variation of relative wave phase along the flume for points 0.1 m apart, 
measured relative to the time series of wave gage 1G . 
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bottom which slow down velocities near the beach, and 2) the negative transport 
near the bottom which acts against the wave. The shear of the current under the 
crests during the breaking process has been observed by Govender et al. [20]. 
Average phase measurements are provided every 0.1 m. It may not be so clear 
from the figure, but there is a non-linear increase in the measured phase, away 
from the generator, ranging from 3.0 rads to about 11.0 rads.  

After getting the relative phase across the flume, the phase difference ∆Φ , 
between any two points 0.1 mx∆ =  apart was the calculated from:  

x x x+∆∆Φ = Φ −Φ                          (9) 

The local wave speed at a particular position, x was estimated by computing a 
central difference using phases at x and 0.1x +  m. This resulted in a local 
velocity, averaged over a distance of 0.1 m which was calculated from [22] as:  

2π f xc ∆
=

∆Φ
                          (10) 

where x∆  is the separation distance between two points and ∆Φ  is the phase 
difference between the two points. Equation (10) reduces to ([8] [23]):  

( )x x x

xc
τ τ+∆

∆
=

−
                        (11) 

Figure 9 shows the measured wave phase velocity together with that predicted 
by linear theory, gh . As can be seen from Figure 9, wave velocity results 
obtained here are higher than those obtained from linear theory and show 
considerable variability after the break point. Before the break point, (−6.0 m < x 
< −4.0 m), measured velocities are greater than gh  by approximately  
 

 
Figure 9. Variation of measured average wave phase velocity along the flume. The break 
point is at 4.0 mx = − . 
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6%. It can also be observed that there is a rapid increase in wave speed just after 
breaking reaching a peak value of 1.86 m/s and decreasing thereafter.  

The maximum phase speed in the vicinity of the break point is greater than 
that predicted by gh  by approximately 38%. Using a general expression for a 
phase speed local in space and time, Stansell & MacFarlane [5] obtained a phase 
speed of 1.67 m/s at the break point. It should be noted that the measured 
velocities, especially the jump at the break point, correspond to that of the top of 
the wave rather than the bulk of the wave. After the break point, there is a 
decrease in the wave phase speed reaching a minimum of 1.30 m/s at 

2.8 mx = − . As pointed out by Stive [12], this indicates that non-linear effects are 
important, as expected for this region. The possible reason for the observed dip 
in the wave phase velocity around 2.8 mx = −  may be due to the undertow 
reaching its maximum value in that region. The depth averaged undertow 
measured using video techniques was in the order of 0.15 m/s over that region. 
Stive [12] conducted experiments on spilling and plunging waves breaking on a 
1:40 plane slope beach. He measured wave phase velocities and obtained 
deviations from the theoretical wave phase velocity by as much as 28% at the 
break point for a spilling wave and 19% for a plunging wave, decreasing close to 
the shore. Results obtained in this study are similar to those measured by Stive 
([12]). Tissier et al. [8] determined the time lag between two wave height time 
series recorded by two closely spaced wave gages, in the field. They used a 
cross-correlation technique in a study that involved field measurements of wave 
celerity in the surf zone and obtained an estimate of the local velocity which 
compares well with 1.14 gh . 

Phase measurements have errors associated with them. The main source 
comes from estimating the position of the peak in the cross correlation. The 
position of the cross correlation peaks were estimated to within 5 ms, which 
represent one source of error. Another source of error is associated with the 
sampling jitter. This is determined by the speed of the computer clock, which is 
in the order of nanoseconds. Thus the biggest uncertainty in the position of the 
cross-correlation peak comes from the 5 ms interpolation used. Using an 
average speed of 1.5 m/s in the surf zone, the average time it takes a wave to 
traverse a distance of 0.1 m is 67 ms. Thus the 5 ms error translates to a velocity 
uncertainty of 2 5 ms 67 ms 10.6%× = . The 2  factor is due to there being 
two sources of error from the two wave gage positions. 

6. Conclusion and Suggestions  

Laboratory experiments were perofrmed in wave flume to determine the accuracy 
of small-amplitude wave theory in predicting the transformation of monochromatic 
two-dimensional waves as they propagated from intermediate to shallow water 
depths. Fourier-based cross correlation techniques were employed to determine 
the time lag between each pair of the recorded free surface elevation time series. 
Relative wave phase across the flume was calculated from the time lag. Local 
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wave phase velocity was then calculated for points 0.1 m apart. Results showed 
that linear shallow water approximation underestimates phase velocity for water 
levels used. Results also showed that the dispersion equation is relatively 
satisfactory for predicting the wave phase velocity up to the break point. An 
important observation from this study is that the wave phase velocity does not 
depend on depth (linear theory), but increases just after the break point. This is 
as a result of the energy released by the breaking process. In the vicinity of the 
break point, the measured phase velocity was 38% higher than linear theory, 
reaching 1.86 m/s just after the break point, and decreasing thereafter. One of 
the contributions of this research is a data set of phase velocity measurements 
for positions prior to and after breaking, which may be valuable in the validation 
of computational fluid dynamics models. 
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