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Abstract 
The main aim of this paper is to compare the stability, in terms of systemic risk, of 
conventional and Islamic banking systems. To this aim, we propose correlation net-
work models for stock market returns based on graphical Gaussian distributions, 
which allows us to capture the contagion effects that move along countries. We also 
consider Bayesian graphical models, to account for model uncertainty in the mea-
surement of financial systems interconnectedness. Our proposed model is applied to 
the Middle East and North Africa (MENA) region banking sector, characterized by 
the presence of both conventional and Islamic banks, for the period from 2007 to the 
beginning of 2014. Our empirical findings show that there are differences in the sys-
temic risk and stability of the two banking systems during crisis times. In addition, 
the differences are subject to country specific effects that are amplified during crisis 
period. 
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1. Introduction 

The late 2007-2008 global financial crisis has assured the importance of financial sys-
tems’ stability and soundness under a systemic risk event. The crisis also highlighted 
the difference between Islamic and conventional banks in terms of their stability. Even 
though Islamic banks faced the challenges encountered by their conventional peers 
during the financial crisis, they managed to achieve an average growth rate of 20% after 
2009 ([1]). The high growth rate and the resilience abilities of the Islamic banking 
model attracted the conventional financial sector participants to consider the use of Is-
lamic finance characteristics as a means of financial stability. This has stimulated re-
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search, aimed at comparing Islamic and conventional banks in terms of risks and per-
formances. An Islamic bank is a financial institution that is engaged in all banking ac-
tivities at a zero-interest rate according to Islamic Shariah rules (see e.g. [2]). In addi-
tion, it is allowed to share profit and loss (PLS) between the provider and the user of 
funds, but all its transactions should be backed by real tangible assets, with restrictions 
on taking excessive uncertainty (gharar) as in the use of derivatives, or excessive risk 
taking (maysar) as in gambling, or financing any business activity that is not ethically 
accepted (only halal activities are allowed). The governor of the Malaysian central bank 
([3]), asserted in a speech the protection from risk that an Islamic bank has as a result 
of its business model features. However, [4] found that a strong connection to the real 
economy will increase the system exposure to contagion effects, which challenges the 
stability of Islamic banks in a novel way due to its strong connection to the real econo-
my. 

Usually, Islamic banks stability is inferred through comparative risk analysis with 
conventional banks. [5] indicated that in Pakistan, loans default rates of conventional 
banks are almost twice those of Islamic ones. [6] found a size affect on the bank risk 
level, with a favorable stability effect for the small Islamic banks, whereas the stability of 
large banks are in favor of the conventional ones. In a similar study, the z-score indica-
tor has shown that Islamic banks are more stable than conventional ones, but the signi-
ficance of the difference vanishes for large banks ([7]). Finally, [8] found a lower dis-
tance to insolvency for Islamic banks and confirmed the size effect, but highlighted the 
presence of large cross country differences. 

In addition to the previous stability inference based on the z-score measure, Islamic 
banks stability is also assessed based on market risk. [9] found that Islamic banks have 
better credit and asset growth, which contributed to the financial system stability dur-
ing the crisis time, and allowed them to receive a more favorable risk assessment from 
external rating agencies. A related study concluded that the PLS feature of Islamic 
banks can reduce the market risk, but this is subject to the risk mitigation techniques 
used by them ([10]). [11] suggested that Islamic banks can complement, rather than 
substitute, conventional banks, which may be helpful to the overall financial stability 
through diversification. [12] showed that in general, the two banking models have no 
significant difference in spite Islamic banks higher return on assets, they also pointed 
out that Islamic banks have deviated from their model towards the conventional one, 
which puts their resilience under the pressure of the financial crisis. 

From the previous discussion, we note that the literature does not directly consider 
the measurement of Islamic banks systemic risk. In addition, and to our knowledge, the 
issue of evaluating Islamic banks systemic risk, through modelling their interconnec-
tedness within the financial system, has not yet been addressed, and has overlooked the 
process of systemic risk assessment that considers the financial system as a network of 
institutions with linkages, which allows the systemic risk and the financial distress to be 
transfered and magnified during crisis times, as applied by [13]. Furthermore, the lite-
rature does not directly assess the systemic risk implication that Islamic banks have on 
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the countries which include both conventional and Islamic banking activities. We aim 
to fill this gap through studying Islamic banks’ systemic risk impact on the financial 
system of the countries where they operate. This is in line with [8] findings, as our ob-
jective is to take into account the presence of cross country differences. 

Our contribution tries to take into consideration the two prevailing research view- 
points present in the literature of Islamic banking stability. The first questions if there is 
a real difference between the Islamic and conventional banking systems (see e.g. [14] 
[15]); we address this point by including countries with a full Islamic or a full conven- 
tional banking system, if no difference is found between the two pure systems, then the 
Islamic and conventional banking systems are alike. The second suggests that the two 
models are different and may be complementary once the relative strengths and 
weaknesses are understood ([16] [17] [18] [19]); we address this point by measuring the 
systemic risk for countries that operate both Islamic and conventional banking systems, 
and compare them to the two pure system. 

The main aim of this paper is to investigate whether including Islamic banking 
activities within a country’s banking system supports the financial performance and 
stability at the country level. To achieve this purpose, we compare countries that 
operate either conventional or Islamic banking systems with those that operate both. 
We apply this study on the publicly trade banks located within the countries of the 
Middle East and North Africa (MENA) region, as the majority of the Islamic banking 
activities are settled there. The MENA region is found to hold 78.57% of the total global 
Islamic banking assets, with the GCC countries holding 38.19% of this total ([1]). 

The methodological contribution of this paper is aimed at providing a statistical 
model that allows to compare banking systems in terms of their systemic implications 
using financial networks, based on graphical Gaussian models. Graphical Gaussian 
models were introduced in multivariate statistics to model complex relationships be-
tween many variables (see e.g. [20]). Recently, they have been found as powerful alter-
natives to measure systemic risk, with respect to fully connected network models, see 
for instance, the papers by [21], and [22]. 

Country level Graphical models allow us to avoid the heterogeneity of the results at 
the individual banks level, especially that the available literature assess Islamic banks’ 
stability based on the individual bank level, whether using z-score or other risk indica-
tors, which captures the idiosyncratic effects, but misses the systemic interconnected-
ness component, and overlooks the definition of systemic risk as a macroeconomic 
event that causes simultaneous severe losses for market participants as it diffuse through 
the system ([23]). Thus, the advantage of using graphical models is to provide a mea-
surement for systemic risk that, differently from the classical risk comparisons and the 
z-score measure, takes into account the multivariate dependencies between the agents 
involved (banking systems). 

We believe that the implications of our research results can be beneficial to regula-
tors and central banks in terms of Islamic banking activities effect on the countries’ fi-
nancial and economic stability during a crisis period. Conventional banks can gain in-
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sight regarding the effect of diversifying their services with Islamic banking activities on 
the bank’s risk profile, especially that in the last years several conventional banks from 
Europe, UK and the USA are being involved in Islamic banking activities. Finally, fund 
providers and investors may benefit from the research in making portfolio allocation 
decisions. 

The paper is organized in five sections. The second section provides the proposed 
methodology, based on graphical Gaussian models and the centrality measures ob-
tained from them. The third section describes the data and the application of the pro-
posed models. And the final section provides the research conclusions. 

2. Graphical Gaussian Network Models 

The research field of systemic risk has emerged after the recent financial crisis. Several 
empirical studies have been carried out to determine the degree of contagion between 
conventional banks and the related financial systems. 

Specific measures of systemic risk have been proposed by [24] [25] [26] [27] and [28]. 
All of these approaches are built on financial market price information, in which they 
lead to assessing the financial institution’s appropriate quantiles of the estimated loss 
probability distribution, conditional on a crash event in the financial market. They 
however do not address the issue of how risks are transmitted between different institu-
tions. 

Trying to address this aspect of systemic risk, researchers have recently introduced 
financial network models. In particular, [29] propose several econometric measures of 
connectedness based on principal component analysis and Granger-causality networks. 
[30] propose Vector Autoregressive models, augmented with a LASSO type estimation 
procedure, aimed at selecting the significant links in a network model. [31] and [32] 
propose tail dependence network models aimed at overcoming the bivariate nature of 
the available systemic risk measures. 

Network models, albeit elegant and visually attractive, are based on the assumption 
of full connectedness among all institutions, which makes their estimation and inter-
pretation quite difficult, especially when a large number of them is being considered. 
To tackle the previous limitation, [22] and [21] have recently introduced graphical cor-
relation models, which can account for partial connectedness, expressed in terms of 
conditional independence constraints. A similar line of research has been followed by 
[33], who have introduced multivariate Brownian processes with a correlation structure 
that is determined by a conditional independence graph. 

Our contribution follows the latter perspective, and employs graphical network 
models to understand and compare the different banking systems in terms of systemic 
risk and its transmission mechanisms. To achieve this aim we use the closing price for 
the corresponding banks’ shares, and we measure how such prices correlate. The data is 
assumed to be generated by a stationary process, with the mean 0µ = . To achieve 
stationarity, we transform stock prices into stock returns that are expressed, as usual, in 
time variation. 
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Formally, if tV  and 1tV −  are the closing stock prices at times t and 1t − , the 
variation represents the returns denoted by ( )w t , such that: ( ) 1 1t t tw t V V V− −= − , 
where 1 0tV − ≠ . 

In our framework, we consider a cross-sectional perspective to understand the 
change in systemic risk transmission mechanism in relation to the presence and 
absence of the financial crisis, in which the systemic risk can be depicted by a network 
that describes the mutual relationships between the different banking systems involved. 
Correlation based networks are suitable to visualize the structure of pairwise marginal 
correlations among a set of nodes N that corresponds to the investigated banking 
systems. Each banking system represents a node in the network, and each pair of nodes 
can be connected by an edge, which has a weight related to the correlation coefficient 
between the two nodes. Furthermore, the banking systems that comprise a network of 
N nodes can be described by an associated N N×  matrix of weights, named adjacency 
matrix A, with each element in the matrix referenced as ,i ja . However, since the aim 
of the research is to focus on the structure of the interconnections, and less on the 
interconnectedness magnitude, the adjacency matrix A can be made binary (0,1), by 
setting , 1i ja =  when two nodes are correlated, and , 0i ja =  when they are not cor- 
related. 

Another issue that relates to correlation networks initialization is the specification of 
the correlation itself, as being marginal against being partial. It is known that the use of 
pairwise marginal correlations will measure both the direct and the indirect effect of 
one network node on another. On the other hand, the use of pairwise partial corre- 
lations will measure only the direct effect between the two network nodes, excluding 
the mediation of others, which better servers our purpose of modelling the systemic 
risk of each node, or in other words, the systemic risk of each banking system. 

From a statistical viewpoint, marginal correlations can be estimated on the basis of 
the observed N time series, in which each time series contains the return data of a 
specific banking system, under the assumption that the observations follow a multi- 
variate Gaussian model, with unknown variance-covariance matrix Σ . As for partial 
correlations, they can be estimated assuming that the same observations follow a 
graphical Gaussian model, in which the variance-covariance matrix Σ  is constrained 
by the conditional independence described by a graph (see e.g. [20] [34]; or from an 
econometric viewpoint, [35] [36]). 

More formally, let ( )1, , N
Nx x x R= ∈  be a N-dimensional random vector (a 

returns vector), distributed according to a multivariate normal distribution ( ),N µ Σ , 
where µ  is the mean, and Σ  is the covariance matrix which we assume throughout 
the work that it is not singular. 

The network model is represented by an undirected graph G, such that ( ),G V E= , 
with { }1, ,V N=   being the vertex set (nodes), and E V V= ×  being the edge set. G 
is described with a binary adjacency matrix A, that has elements ije , which provides 
the information of whether pairs of vertices in G are (symmetrically) linked between 
each other ( 1ije = ), or not ( 0ije = ). If the vertices V of this graph are put in corre- 
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spondence with the random variables 1, , NX X , in which each X refers to the time 
series of a specific banking system stock returns, the edge set E induces conditional 
independence on X via the so-called Markov properties (see e.g. [20]). More precisely, 
the pairwise Markov property determined by G states that, for all 1 i j N≤ < ≤ : 

{ }\ ,0 |ij i j V i je X X X= ⇔ ⊥                          (1) 

this indicates that, the absence of an edge between two vertices, i and j, is equivalent to 
the independence between the random variables iX  and jX , conditionally on all the 
other variables { }\ ,V i jx . 

In our context, all random variables are continuous and are assumed to be normally 
distributed, with each ( )~ 0,NX Σ , and with the elements of the inverse of the 
variance-covariance matrix 1−Σ  being indicated as { }ijσ . [34] proved that the follow- 
ing equivalence also holds: 

{ }\ ,| 0i j ijVV i jX X X ρ⊥ ⇔ =                         (2) 

where 
ij

ijV ii jj

σρ
σ σ

−
=                                    (3) 

ijVρ  denotes the ij-th partial correlation, that is, the correlation between iX  and jX  
conditionally on the remaining variables { }\ ,V i jX . Therefore, by means of the pairwise 
Markov property, and given an undirected graph ( ),G V E= , a graphical Gaussian 
model can be defined as the family of all N-variate normal distributions ( )0,N Σ  
that satisfy the constraints induced by the graph on the partial correlations for all 
1 i j N≤ < ≤ , as follows: 

0 0ij ijVe ρ= ⇔ =                                  (4) 

In practice, the available data will be used to test which partial correlations are 
different from zero at the chosen significance level threshold α . This leads to the 
selection of a graphical model on which all inferences are conditioned and from which 
the systemic risk is determined. 

To summarize the systemic risk form the network that we estimated on the basis of 
the graphical Gaussian model, network centrality measures are used. The most 
important summary measure that has been proposed in financial network modeling, to 
explain the capacity of an agent to cause systemic risk, as a large contagion loss on 
other agents, is eigenvector centrality (see e.g. [29] [37]). Eigenvector centrality mea- 
sures the systemic risk of a node based on the importance of that node in the network. 
This is done by assigning relative scores to all nodes in that network, using the principle 
that connections to few high scoring nodes contribute more to the score of the node in 
question than an equal number of connections to low scoring nodes. 

More formally, for the i-th node, the eigenvector centrality score iEg  is propor- 
tional to the sum of the scores of all nodes which are connected to it, as in the following 
equation: 
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,
1

1 N

i i j j
j

Eg a Eg
λ =

= ∑                             (5) 

where jEg  is the eigenvector centrality score of the j-th node, λ  is a constant, ,i ja  
is the ( ),i j  element in the adjacency matrix A of the network, and N is the number of 
nodes in the network. The previous equation can be rewritten in terms of all nodes, 
more compactly, as: 

AEg Egλ=                                 (6) 

where λ  is the eigenvalue of the matrix A and Eg  is the associated eigenvector for 
an N-vector of scores (one score vector for each node). Note that, in general, there will 
be many different eigenvalues λ  for which a solution to the previous equation exists. 
However, the additional requirement that all the elements of the eigenvectors be 
positive (a natural request in our context) implies (by the Perron-Frobenius theorem) 
that only the eigenvector corresponding to the largest eigenvalue provides the desired 
centrality measures. Therefore, once an estimate of A is provided, network centrality 
scores can be obtained from the previous equation, as elements of the eigenvector 
associated to the largest eigenvalue. 

A different, and simpler to interpret, measure of systemic risk is node degree, which 
is a measure of the number of links that are significantly present in the selected model, 
between a node and all others. For a node i  in a graphical model with nodes 

1, ,j n=  , let ije  represent a binary variable that indicates whether a link between i  
and j  is present (1) or not (0), then node degree is: 

1

N

i ij
j

d e
=

= ∑                                  (7) 

Both the previously introduced measures are based on the adjacency matrix of a 
correlation network and depend, therefore, only on the presence or absence of a link 
between two nodes, and not on the actual (direct) dependence between them. To 
introduce such dependence we can extend the node degree measure id  into a partial 
correlation node degree idρ , that employs partial correlations as weights, the measure 
formula is: 

1

N

i ij ijV
j

d eρ ρ
=

= ∑                               (8) 

In the application section, we compare node degree, partial correlation degree and 
eigenvector centrality measures. Before moving to the application, we remark that the 
measures are conditioned on the chosen graph and, therefore, may be quite unstable, 
depending on the results of the selection procedure. 

To check the robustness of our results, a Bayesian approach can be followed so that 
the centrality measures can be estimated without being conditioned on the chosen 
graph, as in the classical approach, but rather as a model average between different 
graphs, each with a weight that corresponds to its posterior probability, and is repeated 
on a yearly base rolling window. 
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To achieve this aim, the first task is to recall the expression of the marginal likelihood 
of a graphical Gaussian model, and specify prior distributions over the parameter Σ  
as well as on the graphical structures G. For a given graph G, consider a sample X of 
size n  from ( )0,NP = Σ , and let nS  be the corresponding observed variance- 
covariance matrix. For a subset of vertices A N⊂ , let AΣ  denote the variance- 
covariance matrix of the variables in AX , and define with AS  the corresponding 
observed variance-covariance submatrix. 

When the graph G is decomposable, the likelihood of the data, under the graphical 
Gaussian model specified by P, nicely decomposes as follows (see e.g. [21]): 

( )
( )

( )

|
| ,

|

C C
c

S S
s

p x
p x G

p x
∈

∈

Σ
Σ =

Σ

∏
∏




                           (9) 

where C and S respectively denote the set of cliques and the set of separators for the 
graph G, and: 

( ) ( ) ( )( )12
2| 2π exp 1 2

n C
n

C C C C CP x tr S
∗

−−−  Σ = Σ − Σ  
               (10) 

the same representation holds for ( )|S SP x Σ . 
A convenient prior for the parameters of the above likelihood is the hyper inverse 

Wishart distribution. It can be obtained from a collection of clique specific marginal 
inverse Wisharts as follows: 

( )
( )

( )
C

C

S
S

l
l

l
∈

∈

Σ
Σ =

Σ

∏
∏




                                  (11) 

where ( )Cl Σ  is the density of an inverse Wishart distribution, with hyperparameters 

CT  and α , and similarly for ( )Sl Σ . For the definition of the hyperparameters here 
we follow [21] and let CT  and ST  be the submatrices of a larger matrix 0T  of 
dimension N N× , and choose Nα > . To complete the prior specification, for 
( )P G , we assume a uniform prior over all possible graphical structures. 
It can be shown that, under the previous assumptions, the posterior distribution of 

the variance-covariance matrix Σ  is a hyper Wishart distribution with Nα +  de- 
grees of freedom and a scale matrix given by: 

0n nT T S= +                                     (12) 

where nS  is the sample variance-covariance matrix. This result can be used for 
quantitative learning on the unknown parameters, for a given graphical structure. 

In addition, the proposed prior distribution can be used to integrate the likelihood 
with respect to the unknown random parameters, obtaining the so-called marginal 
likelihood of a graph, which will be the main metric for structural learning, that in- 
volves choosing the most likely graphical structures. Such marginal likelihood is equal 
to: 
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( )
( )

( )
|

C
C

S
S

p x
P x G

p x
∈

∈

=
∏
∏




                            (13) 

in which 

( ) ( ) ( )
( )

( )
( )( )

2
02

2

, det
2π

, det

n C

C n
n

k C n T
p x

k C T

α

α

α
α

∗
−

+

+
=                    (14) 

where ( )k ⋅  is the multivariate gamma function, given by: 

( )
( )1

4

1

1π
2

p p p

p
j

jk a a
−

=

− = Γ + 
 

∏                          (15) 

By Bayes rule, the posterior probability of a graph is given by: 

( ) ( ) ( )| |P G x P x G P G∝                             (16) 

and, therefore, since we assume a uniform prior over the graph structures, maximizing 
the posterior probability is equivalent to maximizing the marginal likelihood. For 
graphical model selection purposes we shall thus search in the space of all possible 
graphs for the structure such that 

( ) ( )arg max | arg max |
G G

G P G x P x G∗ = ∝                      (17) 

The Bayesian approach does not force conditioning inferences on the (best) model 
chosen. The assumption of G being random, with a prior distribution on it, allows any 
inference on quantitative parameters to be model averaged with respect to all possible 
graphical structures, with weights that correspond to the posterior probabilities of each 
graph. This is due to Bayes’ Theorem: 

( ) ( ) ( )| | , |P X P x G P G xΣ = Σ                            (18) 

However, in many real problems, the number of possible graphical structures could 
be very large and we may need to restrict the number of models to be averaged. This 
can be done efficiently, for example, following a simulation-based procedure for model 
search, such as Markov Chain Monte Carlo (MCMC) sampling. 

In our context, given an initial graph, the algorithm samples a new graph using a 
proposal distribution. To guarantee irreducibility of the Markov chain, we follow [21] 
to test whether the proposed graph is decomposable. The newly sampled graph is then 
compared with the old graph, calculating the ratio between the two marginal likelih-
oods, if the ratio is greater than a predetermined threshold (acceptance probability), the 
proposal is accepted, otherwise it is rejected. The algorithm continues until practical 
convergence is reached. 

3. Empirical Application 
3.1. Data Description 

We have selected all the publicly traded banks in the MENA region from Bureau Van 
Dijk’s Bankscope database. The banks that have data availability limitations where dis- 
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carded which resulted in a total sample size of 81 listed banks that belong to 14 
different countries. The country list along with the corresponding percentage of bank- 
ing assets for each bank type from MENA region total assets is described per year in 
Table 1. 
 
Table 1. MENA countries banking assets distribution between bank types per year. 

Country Bank Type 2008 2009 2010 2011 2012 2013 

AE CB 0.11 0.1 0.13 0.16 0.15 0.15 

 CB.win 1.3 1.22 0.96 0.87 0.67 0.69 

 CB.sub 7.54 7.86 7.91 7.68 7.77 7.47 

 IB 1.6 1.63 1.66 1.57 1.59 1.66 

SA CB.win 5.74 6.03 5.71 5.32 5.4 5.21 

 CB.sub 0.96 1.01 1 0.98 1.06 1.02 

 IB 1.67 1.85 2 2.26 2.56 2.6 

IL CB 8.65 8.76 9.03 8.81 8.36 8.15 

KW CB 0.84 0.77 0.9 0.86 0.88 0.89 

 CB.win 1.41 1.46 1.32 1.27 1.28 1.25 

 CB.sub 1.49 1.4 1.38 1.35 1.42 1.49 

 IB 1.81 1.83 1.82 1.99 1.94 1.79 

QA CB.win 0.89 0.75 0.81 0.81 0.88 0.99 

 CB.sub 1.66 1.77 1.96 2.37 2.8 3.06 

 IB 0.86 0.75 0.8 0.94 1.09 1.07 

IR IB 1.44 1.89 1.97 2.17 2.34 2.85 

BH CB.win 0.5 0.36 0.34 0.37 0.38 0.36 

 CB.sub 1.72 1.7 1.56 1.51 1.42 1.32 

 IB 0.69 0.72 0.74 0.72 0.65 0.63 

MA CB 1.03 1.09 1.06 1.08 1.02 0.82 

 CB.win 0.41 0.39 0.43 0.48 0.26 0.4 

 CB.sub 1.08 1.14 1.1 1.12 0.72 0.92 

LB CB 0.17 0.17 0.2 0.25 0.27 0.27 

 CB.sub 2.03 2.1 2.05 1.93 1.83 1.79 

JO CB 0.19 0.17 0.24 0.26 0.25 0.23 

 CB.sub 1.08 0.93 0.87 0.88 0.85 0.79 

OM CB 0.21 0.09 0.08 0.08 0.14 0.15 

 CB.win 1.04 0.72 0.76 0.75 0.82 0.82 

EG CB.win 0.4 0.36 0.37 0.38 0.39 0.36 

 IB 0.24 0.14 0.14 0.15 0.15 0.15 

MT CB 0.42 0.31 0.19 0.23 0.23 0.23 

 CB.win 0.34 0.24 0.22 0.14 0.17 0.18 

TN CB 0.48 0.31 0.28 0.28 0.27 0.25 
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Table 1 indicates that the highest proportions of bank assets in our sample can be 
attributed to Arab Emirates, Saudi Arabia, Israel, Kuwait and Qatar. 

The banks in the sample are also classified according to four banking types: CBs 
group, which includes conventional banks that do not provide any type of Islamic fi-
nancial services; CB-Win group, which includes conventional banks that provide Is-
lamic financial services within their operations but do not operate a fully Islamic bank-
ing subsidiary; CB-Sub group, which includes conventional banks that provide Islamic 
financial services and operate an Islamic banking subsidiary; and IBs group, which in-
cludes fully fledged Islamic banks in all its services and subsidiaries. The 81 banks in 
the sample are distributed between the different banking groups to 19 CBs, 24 CB-win, 
17 CB-sub, 21 IBs, a more detailed distribution by country is shown in Table 2. 

Table 2 indicates that IL represents a full CBs system, while IR represents a full IBs 
one. In terms of total assets, at the overall MENA level, the CB group represent 23.42% 
of them, the CB-win group 21.41%, the CB-sub group 35.67% and the IBs group 
19.49%. 

We use a dataset that represents market data on equities that extends over 89 months 
from January 2007 to May 2014. The data set is split into two main parts, the first is 
 
Table 2. Distribution of bank type per country. 

Country Country code Gulf countries CBs CB-Win CB-Sub IBs 

Kuwait KW Yes 2 3 1 4 

United Arab 
Emirates 

AE Yes 1 4 6 4 

Oman OM Yes 1 3 - - 

Qatar QA Yes - 3 2 3 

Saudi Arabia SA Yes - 6 1 4 

Bahrain BH Yes - 2 2 2 

Iran IR Yes - - - 3 

Total Number  
of Banks = 57 

  4 21 12 20 

Israel IL No 6 - - - 

Morocco MA No 3 1 1 - 

Lebanon LB No 1 - 2 - 

Jordan JO No 1 - 2 - 

Malta MT No 2 1 - - 

Tunisia TN No 2 - - - 

Egypt EG No - 1 - 1 

Total Number  
of Banks = 24 

  15 3 5 1 

Total Number  
of Banks = 81 

  19 24 17 21 
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during the crisis period, which extends from January 2007 to December 2009, and the 
second is after the crisis period, from January 2010 to May 2014. Table 3 provides the 
descriptive statistics of the the stock market return data for MENA countries. 

3.2. Contagion Network between Countries 

Before studying systemic risks, we describe the systematic effects of countries on bank 
performances. 

Figure 1 shows the time evolution of the aggregated bank returns on a per country 
basis for the period from 2007 to 2014. 

Figure 1 indicates the presence of high volatility for some countries’ returns, which 
seems to be centered around the trend of Israel. Overall, countries with a high portion 
of Islamic banks, such as Saudi Arabia and Iran, are more volatile than countries with a 
 

Table 3. MENA countries return descriptive statistics. 

 Returns per Country 

 IL KW MA MT TN AE OM LB JO SA QA BH EG IR 

Mean 0.539 0.187 1.530 0.378 1.154 0.046 −0.107 0.675 0.966 0.713 0.963 −0.236 0.527 −0.482 

Standard 
Deviation 

0.103 0.294 0.040 0.108 0.091 0.121 0.122 0.054 0.074 0.086 0.092 0.249 0.115 0.570 

Kurtosis 2.084 10.100 −0.874 21.714 −1.208 −0.917 −0.072 −0.441 1.975 −0.336 0.704 0.711 −0.042 −1.247 

Skewness −1.559 −3.135 0.241 −3.106 −0.443 0.773 0.908 −0.199 1.530 0.732 −0.925 1.363 −0.424 0.375 

Minimum 0.210 −0.960 1.450 −0.340 0.980 −0.100 −0.280 0.560 0.870 0.550 0.680 −0.590 0.240 −1.380 

Maximum 0.670 0.480 1.620 0.550 1.320 0.280 0.220 0.780 1.200 0.930 1.150 0.400 0.740 0.480 

Count 89 89 89 89 89 89 89 89 89 89 89 89 89 89 

 

 
Figure 1. MENA countries stock-market return variation over the period 2007-2014. 



S. Q. Hashem, P. Giudici 
 

2091 

high portion of conventional banks, such as Tunisia. Having seen the systematic effects 
of countries, we examine if this volatility is transmitted by assessing the impact in terms 
of systemic risk, the main focus of our paper. 

To achieve this aim we present the graphical Gaussian model obtained on the basis of 
the partial correlations between aggregate country returns, separately for the crisis 
period (2007-2009) and the post-crisis period (2010-2014). We have chosen the best 
model by means of a backward selection procedure that, starting from the fully con- 
nected model, progressively tests for edge removal using a significance level of 

0.05α = . Figure 2 describes the selected graphical models during the crisis period and 
post crisis period. 

In the above figure for the crisis and post crisis periods, the nodes with the highest 
number of edges are the most interrelated, we can determine the capacity of the corre- 
sponding countries as agents for systematic risk using centrality measures, and rank 
countries from the most to the least contagious. 

Table 4 shows the centrality measures, introduced in Section 2, that are calculated on 
the basis of the graphical models in Figure 2. 

The centrality measures in Table 4 show that the fully conventional banking system, 
represented by IL, has the highest rank for almost all the centrality measures of the 
selected models, whereas the fully Islamic banking system, represented by IR, ranks 
lowest during the crisis, but has a moderate increase in its contagion rank in the post- 
crisis period. This finding may suggest that the two systems are different in terms of 
systemic risk, with full Islamic banks being less contagious. 

As for the dual banking systems, weak economies such as JO and LB are in relatively 
high ranks during and after the crisis, with the other weak economies moving upward 
in the ranks for the post crisis period. On the other hand, strong economies are rela- 
tively stable, as they have a moderate change in their ranks, except for KW, which 
seems to follow the behavior of the full conventional system in both its rank and its 
returns variability through time. These findings suggest that the impact of the dual 
hybrid systems strongly depends on the country in which they are based. 
 

    
(a)                                   (b) 

Figure 2. Contagion network between countries. (a) During-crisis network, (b) 
post-crisis network. 
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Table 4. Centrality measures. 

 Node Degree Node Partial Correlation Degree Eigenvector Centrality 

Country During-Crisis Post-Crisis During-Crisis Post-Crisis During-Crisis Post-Crisis 

IL 7 5 3.69 2.22 0.52 0.43 

KW 1 4 0.43 2.23 0.06 0.31 

MA 0 2 0 0.78 0 0.14 

MT 1 3 0.43 1.19 0.08 0.2 

TN 2 4 0.86 1.52 0.24 0.28 

AE 4 4 1.95 1.94 0.37 0.35 

OM 2 3 1.17 1.27 0.12 0.2 

LB 4 4 2.13 1.64 0.3 0.28 

JO 3 3 1.75 1.31 0.29 0.21 

SA 5 2 2.43 0.92 0.42 0.14 

QA 3 4 1.38 1.43 0.22 0.33 

BH 3 3 1.62 1.7 0.24 0.22 

EG 3 4 1.55 1.64 0.23 0.3 

IR 0 3 0 1.42 0 0.19 

 
We now consider the full time evolution of the eigenvector centrality measure by 

means of the Bayesian approach, which provides a stable averaged model inference on 
yearly basis as shown in Table 5. 

The Bayesian model eigenvector centrality measure in Table 5 shows that the fully 
conventional banking system combined with a strong economy, as in the case of IL, has 
a high systemic risk rank during and after the crisis (except for the year 2011). Whereas 
the fully Islamic banking system, represented by IR, starts from a low contagion rank 
during the crisis, and moves upward in the rank in the post-crisis period. This finding 
confirms the previous model results regarding the difference between the two systems 
in terms of systemic risk, with the full Islamic banks being less contagious during crisis 
period. 

In terms of the dual banking systems, weak economies such as MA, MT, TN, JO and 
LB are in relatively high ranks during the crisis and remain there after the crisis (except 
for JO). On the other hand, strong economies with a high concentration of Islamic 
banks, as in the case of SA, start in low ranks during the crisis, move to higher ranks 
upon its materialization in 2009, and progress towards lowering their ranks after. 
Similarly, the Bayesian model shows that KW starts from a high contagion rank and 
progresses towards a lower one after the crisis. 

The dispersion in the eigenvector centrality measure estimated from the Bayesian 
model around its yearly average, from 2007 to 2013, is provided in Figure 3. 

Figure 3 reflects the high dispersion of the eigenvector centrality measure during the 
2007-2008 crisis period around its yearly average, which is mainly led by countries of  
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Table 5. Eigenvector centrality of the bayesian model. 

Eigenvector Centrality per Year 

Country 2007 2008 2009 2010 2011 2012 2013 

IL 0.35 0.399 0.269 0.313 0.021 0.279 0.331 

KW 0.001 0.399 0.269 0.313 0.021 0.193 0.144 

MA 0.35 0.399 0.269 0.313 0.356 0.279 0.331 

MT 0.35 0.418 0.269 0.313 0.356 0.279 0.331 

TN 0.35 0.022 0.269 0.036 0.356 0.223 0.135 

AE 0.06 0.001 0.269 0.313 0.356 0.279 0.331 

OM 0.001 0.023 0.269 0.313 0.098 0.245 0.115 

LB 0.35 0.399 0.271 0.008 0.098 0.353 0.372 

JO 0.35 0.022 0.001 0.313 0.058 0.204 0.103 

SA 0.009 0.024 0.269 0.313 0.374 0.231 0.135 

QA 0.06 0.114 0.027 0.324 0.098 0.368 0.307 

BH 0.365 0.399 0.006 0.324 0.133 0.076 0.139 

EG 0.35 0.005 0.058 0.072 0.364 0.279 0.331 

IR 0.062 0.11 0.586 0.036 0.414 0.322 0.343 

Yearly Average 0.215 0.195 0.221 0.236 0.222 0.258 0.246 

 

 
Figure 3. Countries eigenvector centrality variation around its yearly average. 

 
higher conventional banking concentration, and reflects a lower extent of high dis- 
persion during 2009 that is led by countries of higher Islamic banking concentration. 
For both systems, the dispersion around the mean is reduced in the following years. 
Overall, Figure 3 suggests that the countries have high differences in their contagion 
levels during the crisis, but have smaller differences after the crisis. 

To summarize, our findings suggest that there is a difference between the con- 
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ventional and the Islamic banking systems impact on systemic risk, not only in mag- 
nitude but also in timing as there is a one year time lag for the crisis effect on Islamic 
banks. In addition, a hybrid system within a strong economy may in general support a 
lower systemic risk which may be consistent with a diversification effect on the 
country’s systemic level portfolio. Finally, we remark that the eigenvector centrality 
dispersion measure in Figure 3 may be beneficial as an early warning indicator of a 
crisis. 

4. Conclusions 

The main aim of this paper is to investigate whether and how Islamic financial services 
support financial stability, based on how they affect the country level systematic risk. 
To achieve this aim, we have proposed a correlation network approach based on 
graphical Gaussian models, both classical and Bayesian, with a set of related centrality 
measures, which may describe the systemic risk of each country. 

Our results support the ability of the Islamic banking model to enhance financial and 
economic stability, but also the presence of a strong cross-country variability. These 
results confirm the findings provided by the literature. Our findings also clearly de-
scribe the different impact of the recent financial crisis on the systemic risk levels of 
each country. 

Suggestions for future research involve further studying systemic risk in dual systems 
combining graphical models with standard bivariate measures such as MES, SRISK and 
∆CoVaR. Furthermore, it would be important to let systemic risk to depend on va-
riables such as the leverage and the size of the banking sectors and the market share of 
different banking types. 
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