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Abstract 
The nullity of a graph is the multiplicity of the eigenvalue zero in its spectrum. In this paper we 
show the expression of the nullity and nullity set of unicyclic graphs with n vertices and girth r, 
and characterize the unicyclic graphs with extremal nullity. 
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1. Introduction 
Let ( ),G V E=  be a simple undirected graph with n vertices. The disjoint union of two graphs G1 and G2 is 
denoted by 1 2G G . The null graph of order n is the graph with n vertices and no edges. As usual, the star, path, 
cycle and the complete graph of order n are denoted by Sn, Pn, Cn and Kn, respectively. An isolated vertex is 
sometimes denoted by K1.  

Let A(G) be the adjacency matrix of G. The eigenvalues 1 2, , , nλ λ λ  of A(G) are said to be the eigenvalues 
of G, and to form the spectrum of this graph. The number of zero eigenvalues in the spectrum of the graph G is  
called its nullity and is denoted by η(G). Let r(G) be the rank of A(G). Clearly, ( ) ( )G n r Gη = − .  

A graph is said to be singular (nonsingular) if its adjacency matrix A(G) is a singular (nonsingular) matrix. 
In [1], L. Collatz and U. Sinogowitz first posed the problem of characterizing all graphs which satisfying 
( ) 0Gη > . This question is of great interest in chemistry, because, as has been shown in [2], for a bipartite graph  

G (corresponding to an alternant hydrocarbon), if ( ) 0Gη > , then it indicates the molecule which such a graph  
represents is unstable. The nullity of a graph is also important in mathematics, since it is related to the singulari-
ty of A(G). The problem has not yet been solved completely. Some results on trees and it’s line graphs, bipartite 
graphs, unicyclic graphs, bicyclic graphs and tricyclic graphs are known (see [3]-[14]). For details and further 
references we see [15] [16]. 

A unicyclic graph is a simple connected graph in which the number of edges equals the number of vertices. 
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The length of the shortest cycle in a graph G is called the girth of G, denoted by g(G). If G is a unicyclic 
graph, then the girth of G is the length of the only cycle in G. 

Let Un be the set of all unicyclic graph with n vertices and let U(n, r) be the set of all unicyclic graphs with n 
vertices and girth r. A subset N of {0, 1, 2, ..., n} is said to be the nullity set of U(n, r) provided that for any k∈N, 
there exists at least one graph ( ),U n r∈U  such that ( )U kη = , and no k ∉ N satisfies this property. 

A matching of G is a set of independent edges of G, a maximal matching is a matching with maximum possi-
ble number of edges. The collection of all maximal matching is denoted by M(G), for any ( )M G∈M , the size 
of M, i.e., the maximum number of independent edges in G, is denoted by ( )m m G= . If n is even and 

2m n= , then we call the maximal matching a perfect matching of G, shot for PM. 
It is difficult to give an expression of the nullity of a graph, so many papers give that the upper bound of the 

nullity of some specific graphs and characterized the extremal graphs attaining the upper bound (see [6] [9] [11] 
[12] [14] [17]). For the trees we know the following concise formula: 

Theorem 1.1 [3] If t is a tree with n vertices and m is the size of its maximal matchings, then its nullity is 
equal to ( )T n mη = − . 

Theorem 1.1 implies to ( ) 0Tη =  if and only if T is a PM-tree. 
In this paper we show the expression of the nullity and nullity set of unicyclic graphs with n vertices and girth 

r, and characterize the unicyclic graphs with extremal nullity. For terminology and notation not defined here we 
refer to [3]. 

2. Some Lemmas 
The following lemmas are needed, Lemmas 2.1 and Lemma 2.3 are clear. 

Lemma 2.1 Let H be an induced subgraph of G. Then ( ) ( )r H r G≤ , 
Lemma 2.2 Let H be an induced subgraph of G. Then ( ) ( )G Hη η≤ . 
Proof. ( ) ( ) ( ) ( )G n r G n r H Hη η= − ≤ − = . 

Lemma 2.3 Let 1 2 tG G G G=   , then ( ) ( )
1

t

i
i

G Gη η
=

= ∑ , 

where 1 2, , , tG G G  are connected components of G. 
Lemma 2.4 [14] 

( ) ( )
( )

2, if 0 mod 4 ;

, if 0 mod 4 .p

n p
r C

n p

− ≡= 
≠

 

Let ( ),U n r∈U , if r = n, then by Lemma 2.4 we have 
Lemma 2.5 

( ) ( )
( )
( )

2, if 0 mod 4 ;

0, if 0 mod 4 .n n

n
C n r C

n
η

≡= − = 
≠

 

So we discuss that r < n in the following unicyclics. Let U0(n, r) be the set of all unicyclic graphs with n ver-
tices and girth r and r < n, let U0,1(n, r) be the subset of U0(n, r) with odd girth r and let U0,2(n, r) be the subset  
of U0(n, r) with even girth r, clearly ( ) ( ) { }0, , nn r n r C= U U  and ( ) ( ) ( )0 0,1 0,2, , ,n r n r n r= U U U . 

Lemma 2.6 [3] For a graph G containing a vertex of degree 1, if the induced subgraph H (of G) is obtained by 
deleting this vertex together with the vertex adjacent to it, then the relation ( ) ( )H Gη η=  holds. 

The characteristic polynomial of graph G is denoted by  

( ) ( )( )
0

, det
n

n i
i

i
G x xI A G c xφ −

−

= − = ∑                            (1) 

Lemma 2.7 [3] Let ( )
0

,
n

n i
i

i
G x c xφ −

−

= ∑ . Then the coefficient of xn-i is 

( ) ( ) ( )1 2k H c H
i Hc = −∑ .                                 (2) 
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where the sum is over all subgraphs H of G consisting of disjoint edges and cycles, and having i vertices. If H is 
such a subgraph then k(H) is the number of components in it and c(H) is the number of cycles. 

Let i n=  in (2), then ( ) ( ) ( )1 2k H c H
n Hc = −∑ , where H is spanning subgraphs of G consisting of disjoint  

edges and cycles. 

3. Main Results 
In [18], Ashraf and Bamdad considered the opposite problem: which graphs have nullity zero? Clearly, for a 
graph G, ( ) 0Gη =  if and only if 0nc ≠  and ( ) 0Gη >  if and only if 0nc =  in (1). So by (1) we have fol-
lowing theorem, that is 

Theorem 3.1 For a graph G, 
1) ( ) 0Gη =  if and only if ( ) ( ) ( )1 2 0k H c H

H − ≠∑ , 

2) ( ) 0Gη >  if and only if ( ) ( ) ( )1 2 0k H c H
H − =∑ . 

where the sum is over all spanning subgraphs H of G consisting of disjoint edges and cycles. 
Proof. By (1) it is clear. 
By (1) we know also that ( )G n iη = −  if and only if there exist { }2,3, ,i n∈ 

, such that 0ic ≠  and  

1 2 0i i nc c c+ += = = =  (Note that 0 1c =  and 1 0c = ). So we have 

Corollary 3.1 For a graph G, ( ) ( )G n i n V Hη = − = −  if and only if ( ) ( ) ( )1 2 0k H c H
H − ≠∑  for  

( )V H i=  and ( ) ( ) ( )1 2 0k H c H
H − =∑  for ( )V H i>  in (2). 

Let U be a unicyclic graph with girth r, Let H be a subgraphs of U consisting of disjoint edges and cycles with 
maximum possible number of vertices. Let H be the collection of all H. Since U is unicyclic graph, then H have  
two types: ( )( ) 2r rC m U V C P−  and m(U)P2, where Cr is induced subgraph of U and mP2 is disjoint union of  

m edges P2. Let ( )( ){ }1 2r rC m U V C P= − ⊂H H  and ( ){ }2 2m U P= ⊂H H , clearly 1 2 =H H H  and  

( )2 U=H M . If ( )0 mod 2r ≡ , then ( )( )( ) ( )( ) ( )2 2 2r rV C m U V C P V m U P m U− = = . 

Since U doesn’t contains a subgraph G1 consisting of disjoint edges and cycles, such that  
( ) ( )( ) ( ){ }1 max 2 ,2rV G r m U V C m U> + − , hence for ( ) ( )( ) ( ){ }1 max 2 ,2rV G r m U V C m U> + − ,  

( ) ( ) ( )
1

1 2 0k H c H
G − =∑ . So we have 

Corollary 3.2 Let U be a unicyclic graph with girth r, then ( ) ( )G n V Hη = −  if and only if  

( ) ( ) ( )1 2 0k H c H
H∈

− ≠∑ H
, where ( )( ) ( ){ }( ) max 2 ,2rV H r m U V C m U= + − . 

Theorem 3.2 Let ( )0 ,U n r∈U , then 

( )

( )( ) ( ){ } ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )

max 2 ,2 , if 1 mod 2 ;

2 , if 2 mod 4 ;

2 , if 0 mod 4 and satisfies i ;

2 2, if 0 mod 4 and satisfies ii .

rn r m U V C m U r

n m U r
U

n m U r

n m U r

η

 − + − ≡

 − ≡= 

− ≡


− + ≡

 

1) there exist ( )M U∈M , for any r/2 edges in M, such that they not all belong to E(Cr); 
2) for any ( )M U∈M , there exist r/2 edges in M, such that they all belong to E(Cr). 
Where Cr is induced subgraph of U. 
Proof. Let ( )0 ,U n r∈U  and let Cr be an induced subgraph of U. By Corollary 2.2, we only need to discuss  

that ( ) ( ) ( )1 2k H c H
H∈

−∑ H
 whether equals zero. We give a sign 1 2, , , re e e  for the edges of Cr, in nature order. 

Case 1. ( )1 mod 2r ≡ . Since ( )( ) ( )( )2 2r r rC m U V C P r m U V C− = + −  is odd and ( ) ( )2 2m U P m U=   
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is even, ( )( ) ( )2 2rr m U V C m U+ − ≠ , hence either 1H ∈H  or 2H ∈H . If ( )( ) ( )2 2rr m U V C m U+ − > ,  

then 1H ∈H  and 2H ∉H . Since for all 1H ∈H , they have the same number of component, hence  

( ) ( ) ( )1 2 0k H c H
H∈

− ≠∑ H
, where ( ) ( )( )2 rV H r m U V C= + − . If ( )( ) ( )2 2rr m U V C m U+ − < , then  

2H ∈H  and 1H ∉H . Similarly, ( ) ( ) ( )1 2 0k H c H
H∈

− ≠∑ H
, where ( ) ( )2V H m U= . Thus  

( ) ( )( ) ( ){ }max 2 , 2rU n r m U V C m Uη = − + − . 

Case 2. ( )2 mod 4r ≡ . 
Subcase 2.1 There exist 0 1H ∈H , where ( )( )0 2r rH C m U V C P= − . In this case, the  

( )( ) ( )1 1 3 1 2 2 2r rH e e e m U V C P m U P−= − = ∈ ⊂   H H  and  

( )( ) ( )2 2 4 2 2 2r rH e e e m U V C P m U P= − = ∈ ⊂   H H , where the ( )( ) 2rm U V C P−  in H0, H1 and  

H2 are same, and we call H1 and H2 are conjugate subgraph of H0. Since r/2 is odd, hence for any H∈H, the  
number of component of H have the same odevity, hence ( ) ( ) ( )1 2 0k H c H

H∈
− ≠∑ H

, where ( ) ( )2V H m U= . 

Subcase 2.2 There doesn’t exist 1H ∈H . In this case, since all 2H ∈ ⊂ H H  and they have the same 
edges,  
hence ( ) ( ) ( )1 2 0k H c H

H∈
− ≠∑ H

, where ( ) ( )2V H m U= . So ( ) ( )2U n m Uη = − . 

Case 3. ( )0 mod 4r ≡  and there exist ( )M U∈M , for any r/2 edges in M, such that they not all belong to 
E(Cr). 

Subcase 3.1 There exist H0∈H1, where ( )( )0 2r rH C m U V C P= − . In this case, the  
( )( ) ( )1 1 3 1 2 2 2r rH e e e m U V C P m U P−= − = ∈ ⊂   H H  and  

( )( ) ( )2 2 4 2 2 2r rH e e e m U V C P m U P= − = ∈ ⊂   H H . Let { }0 1 2, ,H H H′ = ⊂H H . For H ∈H' ,  

we have 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( )

1 2 2

1 2

1 2 1 2 1 1

1 2 1 2 0

r r r

r r

k H m U V C r m U V C r m U V Cc H
H

m U V C r m U V C

+ − + − + −

∈

+ − + −

− = − + − + −

= − + − =

∑ H . 

Since we know that there exist ( )M U∈M , for any r/2 edges in M, such that they not all belong to E(Cr),  
hence we assume that ( )( )3 2 2M H m U P= = ∈H  and for any r/2 edges in H3, such that they not all belong to  

E(Cr). Except H3, if there exist others 2iH ∈H  (i ≥ 4) and for any r/2 edges in Hi (i ≥ 4), such that they not all 
belong to E(Cr), then we have  

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 2 21 2 1 2 1 1

1 1

1 1 0

r r rk H m U V C r m U V C r m U V Cc H
H

m U m U

m U m U

+ − + − + −

∈
− = − + − + −

+ − + − +

= − + − + ≠

∑




H

 

and ( ) ( )2V H m U= , so ( ) ( )2U n m Uη = − . 
Subcase 3.2 There aren’t exist 1H ∈H . In this case, similar to Subcase 2.2 of Case 2, we have 
( ) ( )2U n m Uη = − . 
Case 4. r ≡ 0(mod 4) and for any ( )M U∈M , there exist r/2 edges in M, such that they all belong to E(Cr). 

In this case, for any 1 2M H= ∈H , let ( )( )1 1 2 2 2r rH e e e m U V C P′ ′ ′= −   , where ( )1,2, , 2ie i r′ = 
  

is independent edges in Cr. For the same ( )( ) 2rm U V C P−  with H1, let  
( )( )2 2 1 2 2 2r r r rH e e e m U V C P+ +′ ′ ′= −    and ( )( )0 2r rH C m U V C P= − , where ( )2 1, 2, , 2r ie i r+′ = 

  

is also independent edges in Cr, then 2 2H ∈H  and 0 1H ∈H . In fact, in this case for any one 2H ′∈H , there  
exist a conjugate graph ( )2H ′′ ∈H  of H′, such that 1H ∈H , where H′ and H′′ are conjugate subgraphs of H,  
that is ( ) ( ) ( )V H V H V H′ ′′= =  and ( ) ( ) ( )E H E H E H′ ′′= 

. Similarly, for any one 1H ∈H , it corres- 



S. B. Hu 
 

 
1627 

ponding two conjugate subgraphs 2,H H′ ′′∈H . So 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )1 2 21 2 1 2 1 1 0r r rk H m U V C r m U V C r m U V Cc H
H

+ − + − + −

∈
− = − + − + − + =∑ 

H
, 

where ( ) ( )2V H m U= . Since ( ) ( ) ( )1 2 0k H c H
H∈

− =∑ H
 if ( ) ( )2V H m U= , thus we consider the subgraph  

H of U consisting of disjoint edges and cycles, and having m(U) – 1 edges. Clearly there exist a  
(m(U) – 1)-matching, such that there exist r/2 − 1 edges belong in E(Cr) and ( )( )rm U V C−  edges belong in  

( )rU V C− . Similar to Case 3, ( ) ( ) ( )1 2 0k H c H
H∈

− ≠∑ H
, where ( ) ( )( )2 1V H m U= − . So  

( ) ( )2 2U n m Uη = − + . 
Let Cr be a cycle and let Pn−r be a path. Suppose that v is a vertex of Cr and u is a pendant vertex of Pn−r. 

Joining v and u by an edge, the resulting graph (Figure 1) is denoted by U(r, n – r). 

Corollary 3.3 Let ( )0 ,U n r∈U , then ( )
( )
( )

1, if 1 mod 2 ;

, if 0 mod 2 .

n r r
U

n r r
η

− − =≤ 
− =

 

Proof. Since r n< , hence U contains an induced subgraph U(r, 1) (see Figure 1). 
Case 1. ( )1 mod 2r ≡ . In this case, by Theorem 2.2 we have  

( )( ) ( ) ( )( ) ( )( ){ } ( )( ),1 max 2 ,1 ,2 1 2 1 1rU r n r m U r V C m U r n m U r n rη = − + − − = − − = − − , by Lemma 2.2 we  

have ( ) 1U n rη ≤ − − .  
Case 2. ( )0 mod 2r ≡ . In this case, if ( )2 mod 4r ≡ , by Theorem 2.2 we have  

( )( ) ( )( ),1 2 ,1U r n m U r n rη = − = − . If ( )0 mod 4r ≡ , then there exist ( )( ),1M U r∈M , such that the pen- 

dant edge belong to M, that is for any r/2 edges in M, it not all belong to E(Cr), so  
( )( ) ( )( ),1 2 ,1U r n m U r n rη = − = − , by Lemma 2.2 we have ( )U n rη ≤ − . 


 

Let 3r =  if r is odd and let 4r = if r is even in Corollary 2.3, and combine to Lemma 2.7 we have 
Corollary 3.4 [18] For any nU ∈U  (n ≥ 5), ( ) 4U nη ≤ − . 
Corollary 3.5 Let ( )0,1 ,U n r∈U , then ( ) 0Uη =  if and only if n is even and U contains PM or n is odd and 

( )rU V C−  contains PM. 
Proof. Let ( )0,1 ,U n r∈U , where r is odd. 

“⇒” If ( ) 0Uη = , then by Theorem 2.2 we have ( )( ) ( ){ }max 2 ,2rr m U V C m U n+ − = . 

Case 1. If n is even, then ( )2m U n= , U contains PM. 

Case 2. If n is odd, then ( )( )2 rr m U V C n+ − = , ( )( )2 rm U V C n r− = − , ( )rU V C−  contains PM. 

“⇐”  
Case 1. If n is even and U contains PM, then ( )( ) ( ){ } ( )max 2 ,2 2rr m U V C m U m U n+ − = = , by Theorem  

2.2, η(U) = 0. 
Case 2. If n is odd and ( )rU V C−  contains PM, then  

( )( ) ( ){ } ( )( ) ( )max 2 ,2 2r rr m U V C m U r m U V C r n r n+ − = + − = + − = , by Theorem 2.2, ( ) 0Uη = . 


 

Corollary 3.6 Let ( )0,2 ,U n r∈U , then ( ) 0Uη =  if and only if ( )2 mod 4n ≡  and U contains PM or  

( )0 mod 4n ≡  and U contains PM, and for any r/2 edges in the PM, such that they not all belong to E(Cr). 
 

 
                         Figure 1. The unicyclic graph U(r, n − r) and U(r, 1).         
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Proof. Let ( )0,2 ,U n r∈U , where r is even. 

“⇒” If ( ) 0Uη = , then by theorem 2.2 we have ( )2 0n m U− =  or ( )2 2 0n m U− + = . If  

( )2 2 0n m U− + = , then ( ) 2 1m U n= + , a contradiction. So we have ( )2 0n m U− = , U contains PM. Since r  
is even, hence ( )2 mod 4r ≡  or ( )0 mod 4r ≡ . If ( )0 mod 4r ≡ , then there exist PM, for any r/2 edges in the  
PM, such that they not all belong to E(Cr). Otherwise, by Theorem 2.2 we have ( )2 2 0n m U− + = , a contra-
diction. 

“⇐”  
Case 1. If ( )2 mod 4r ≡  and U contains PM, then by Theorem 2.2 we have ( ) ( )2 0U n m Uη = − = . 
Case 2. If ( )0 mod 4r ≡  and U contains PM, and for any r/2 edges in the PM, such that it not all belong to 

E(Cr), then by Theorem 2.2 we have ( ) ( )2 0U n m Uη = − = . 
An edge belonging to a matching of a graph G is said to cover its two end-vertices. A vertex v is said to be 

perfectly covered (PC) if it is covered in all maximal matching of G [7]. 
Any vertex adjacent to a pendent vertex is a PC-vertex. However, there may be exist PC-vertices adjacent to 

no pendent vertex. For instance, the central vertex in the path on an odd number of vertices is PC. 
Let ( )1, 2, , 2iv i r=     be the PC-vertices of Cr. Let rU ′  be a graph is obtained from Cr, by adding ri  

( )0 ir n r≤ ≤ −  pendant edges in the PC-vertex ( )1, 2, , 2iv i r=     of Cr, respectively. Where  
2

1 0r
ii r n r  

=
= − >∑ . The degree of PC-vertices of rU ′  needn’t equality, even for some PC-vertices, no pendant  

vertex joint to the PC-vertex, but the sum of number of all pendant vertices is n – r. For r = 5 and 6, an 5U ′  and  

6U ′  see Figure 2, the PC-vertices are indicated by numbers 1, 2, 3. 
Let ( )1 ,n r′U  be the set of all rU ′ , where r is odd and let ( )2 ,n r′U  be the set of all rU ′ , where r is even.  

Clearly ( ) ( )1 0,1, ,n r n r′ ⊂U U  and ( ) ( )2 0,2, ,n r n r′ ⊂U U . For any ( )1 ,U n r′∈U  (i = 1, 2), the PC-vertices of  
Cr is also the PC-vertices of U, where Cr is inducted subgraph of U. 

Let d(v, G) denote the distance from a vertex v to the graph G, if v∈V(G), then ( ), 0d v G = . 
Corollary 3.7 Let ( )0,1 ,U n r∈U , then ( ) 1U n rη = − −  if and only if ( )1 ,U n r′∈U . 
Proof. Since ( )0,1 ,U n r∈U , hence r is odd. 
“⇒” Let ( )0,1 ,U n r∈U , if ( ) 1U n rη = − − , by Theorem 2.1 we have  

( )( ) ( ){ }max 2 ,2 1rr m U V C m U r+ − = + . Since r is odd, hence ( )2 1m U r= + , ( ) ( )1 2m U r= + , so for any  

pendant v of U, ( ), 2rd v C ≤ . Otherwise, ( ) ( )3 2m U r≥ + , a contradiction. If there exist at least one pendant  
vertex v in U, such that ( ), 2rd v C = , then there exist at least one independent edge in ( )rU V C− , so  

( )( ) ( ){ } ( )( )max 2 ,2 2 2r rr m U V C m U r m U V C r+ − ≥ + − ≥ + , ( ) 2 1U n r n rη ≤ − − < − − , a contradiction.  

So for any pendant vertex of U, ( ), 1rd v C = . Since there exist (r+1)/2 PC-vertices in Cr, if there exist pendant  
edges for every vertices of Cr in U, then ( )( ) ( ){ } ( )max 2 ,2 2 2 1rr m U V C m U m U r r+ − = = > + , a contradic- 

tion. Hence there exist pendant edges for part of vertices of Cr in U. If there exist (r+1)/2 + 1 vertices in Cr such  
that every vertex have pendant edges, then ( )( ) ( ){ } ( )max 2 ,2 2 1 2 1 1rr m U V C m U r r+ − ≥ + + > +   , a con- 

tradiction. So there exist at most (r+1)/2 vertices, such that every vertex have pendant edges, that is all pendant  
vertices of U joint to at most (r+1)/2 vertices in Cr. In the neighbor vertices of all pendant vertices of U, if there  
exist (r–1)/2 PC-vertices and one non PC-vertex of Cr, then  

( )( ) ( ){ } ( ) ( )( )( ) ( )( )max 2 ,2 2 2 ,1 1 2 1 2 1 1rr m U V C m U m U m U r r r+ − ≥ ≥ + = + + > + , a contradiction.  

Thus all pendant vertices of U are joint to the PC-vertices of Cr, thus ( )1 ,U n r′∈U . 

“⇐” Let ( )1 ,U n r′∈U  (see Figure 2), since r is odd, ( )( )2 rr m U V C r+ − =  and ( )2 1m U r= + , hence  

( )( ) ( ){ }max 2 ,2 1rr m U V C m U r+ − = + , by Theorem 2.1, we have  
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Figure 2. An 5U ′  and an 6U ′ , its PC-vertices are indicated by 
numbers 1, 2, 3..                                        

 

( ) ( )( ) ( ){ }max 2 ,2 1rU n r m U V C m U n rη = − + − = − − . 


 

Let u be a vertex of Cr, and let v be a k-degree vertex of K1,k+1. Joining u and v by a path Pl, the resulting graph 
is denoted by U(r, l, k + 1), where r l k n+ + = . When l = 2, we get U(r, 2, k + 1) (Figure 3). 

For convenience, we call the star in U(r, 2, k + 1) is pendant star. Let U′(r, l, k) be a unicyclic graph come 
from U(r, l, k + 1), by removing a pendant edge and adding it to another vertex of Cr, where r + l + k = n (See 
Figure 4). 

Corollary 3.8 Let ( )0,2 ,U n r∈U , then ( )U n rη = −  if and only if ( )2 ,U n r′∈U  or ( ), 2, 1U U r k≅ +   
and ( )0 mod 4r ≡  

Proof. Since ( )0,2 ,U n r∈U , hence r is even. 

“⇒” Let ( )0,2 ,U n r∈U , if ( )U n rη = − , by Theorem 2.2 we have ( )2m U r= or ( )2 2m U r− = . 
Case 1. ( )2m U r= . In this case, since r is even, hence for any pendant v of U, ( ), 1rd v C ≤ . Otherwise,  

( ) 2 1m U r≥ + , a contradiction. For an edge ( )ruv E C∈ , If u and v both have at lest one pendant edge in U,  
respectively. Then ( ) 2 1m U r≥ + , a contradiction. So all pendant vertices of U join to some PC-vertices of U,  
thus ( )2 ,U n r′∈U . 

Case 2. ( )2 2m U r− = . In this case ( ) 2 1m U r= + , since r is even, hence for any one pendant v of U,  
( ), 3rd v C ≤ . Otherwise, ( ) 2 2m U r≥ + , a contradiction. 
Subcase 2.1. There exist v∈U, such that ( ), 3rd v C = . In this case, U(n, 3) (see Figure 1) is an induced sub- 

graph of U, then there exist ( )( ),3M U n∈M , such that the pendant edge belong to M, so for any r/2 edges in  
M, it not all belong to E(Cr), by Theorem 2.1 we have ( )( ) ( )( ),3 2 ,3 2U n n m U n n rη = − = − − , by Lemma 2.2,  

( ) ( )( ),3 2U U n n rη η≤ = − − , a contradiction. 
Subcase 2.2. There exist v∈U, such that ( ), 2rd v C = . In this case, U(r, 2, k +1) (see Figure 3, specially take 

k=0) is an induced subgraph of U, and only one vertex of U have only one pendant star. Otherwise 
( ) 2 2m U r≥ + , a contradiction. If there exist at lest one pendant edge in other one vertex of Cr, the resulting 

graph is denoted by U′(r, 2, k) (see Figure 4). Since there exist ( )( ), 2,M U r k′∈M , such that the two inde- 
pendent pendant edges in (U′(r,2,k)) belong to M, we know that ( )( ), 2, 2 1m U r k r′ = + , hence for any r/2  

edges in M, they not all belong to E(Cr), by Lemma 2.2 and Theorem 2.2 we have  
( ) ( )( ) ( )( ), 2, 2 , 2, 2U U r k n m U r k n rη η ′ ′≤ = − = − − , a contradiction. So ( ), 2, 1U U r k≅ +  (see Figure 3).  

If ( )2 mod 4r ≡ , by Theorem 2.2 we have ( )( ) ( )( ), 2, 1 2 , 2, 1 2U r k n m U r k n rη + = − + = − − , a contradic-  

tion. So ( ), 2, 1U U r k≅ +  and ( )0 mod 4r ≡ . 
“⇐” Case 1. Let ( )2 ,U n r′∈U  (see Figure 2), since r is even, hence ( )2m U r= . If ( )2 mod 4r ≡ , then by  

Theorem 2.1 we have ( ) ( )2U n m U n rη = − = − . If ( )0 mod 4r ≡ , since r < n, hence U contains a induced  
subgraph U(r, 1) (see Figure 1), for a ( )( ),1M U r∈M , let the pendant edge of U(r, 1) belong to the M, then  
the r/2 edges in M, not all belong to E(Cr), by Theorem 2.2 we have ( ) ( )2U n m U n rη = − = − . 

Case 2. Let ( ), 2, 1U U r k≅ +  and ( )0 mod 4r ≡ , then ( )( ), 2, 1 2 1m U r k r+ = + . Since for any  
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Figure 3. The unicyclic graphs U(r, l, k) and U(r, 2, k).                    

 

 
Figure 4. The unicyclic graphs U′(r, l, k) and U′(r, 2, k).                   

 

 
Figure 5. The unicyclic graph U(r, 1, k + 1).                             

 
( )( ), 2, 1M U r k∈ +M , there exist r/2 edges in M, such that they all belong to E(Cr), by Theorem 2.1 we have  

( )( ) ( )( ), 2, 1 2 ,2, 1 2U r k n m U r k n rη + = − + + = − . 


 

Let l = 1 in U(r, l, k+1) (Figure 3), we get the following graph U(r, 1, k +1) (Figure 5). 
Theorem 3.3 The nullity set of U0,1(n, r) is {0, 1, 2, ..., n-r-1}. 
Proof. By Corollary 2.3, we only need to show that for each { }0,1,2, , 1k n r∈ − −

, there exist a unicyclic  
graph ( )0,1 ,U n r∈U  such that ( )U kη = , where r is odd. 

Case 1. 0k = . Let ( ),U U r n r= −  (see Figure 1). If 1(mod 2)n ≡ , using Lemma 2.6, after (n − r)/2 steps,  

we get Cr, by Lemma 2.6 and 2.5 we have ( )( ) ( ), 0rU r n r Cη η− = = . If 0(mod 2)n ≡ , using Lemma 2.6, af- 

ter (n − 2)/2 steps, we get a P2, by Lemmas 2.6 we have ( )( ) ( )2, 0U n r Pη η= = . 

Case 2. 1k n r= − − . Let ( ),1, 1U U r k= +  (see Figure 5), where 1r k n+ + = , using Lemma 2.5, after  
(r+1)/2 steps, we get kK1, by Lemmas 2.3 we have ( )( ) ( )1,1, 1 1U r k kK k n rη η+ = = = − − . 

Case 3. 1 2k n r≤ ≤ − − . Let ( ), , 1U U r l k= +  (see Figure 3), where r l k n+ + = . If ( )mod 2n k≠ , Us- 
ing Lemma 2.6, after l/2 steps, we get 1rC kK , by Lemmas 2.3 and 2.5 we have  
( ) ( ) ( ) ( )1 1r rU C kK C kK kη η η η= = + =

. Similarly, If ( )mod 2n k≡ , we have  

( )( ) ( )1, , 1U r l k kK kη η+ = = . 

Theorem 3.4 The nullity set of U0,2(n, r) is { }0,1,2, , n r−
. 

Proof. Similar to Theorem 2.3, if ( )1 mod 2l ≡ , we consider the graph U(r, l, k) with k pendants (see Figure 3 
), where 1r l k n+ + − = . If ( )0 mod 2l ≡ , we consider the graph U′(r, l, k) with k pendants (see Figure 4),  
where r l k n+ + = . 

If we take 3r =  in Theorem 2.3 and 4r =  in Theorem 2.4, then we have the following Corollary: 
Corollary 3.9 [18] The nullity set of Un is { }0,1,2, , 4n −

. 
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