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Abstract 
Hospital marketing is becoming important for the survival and the prosperity of the health service. 
In addition, it indirectly acts as a formal feedback channel for the customer requirements, prefe-
rences, suggestions and complaints. In this work we have undertaken a survey based marketing 
study for two main objectives: The first being to better understand the patient clusters through 
k-means clustering and the second to understand customer perception of the different known 
quality perspectives through factor rotated and unrotated analysis. All of the questionnaires were 
designed according to international studies. Based on general descriptive statistics, items classi-
fied with higher variance but important, are: clean environment, doctors and nurses capabilities, 
and specialized doctors. Items that are less important with low variance are: food type, lighting 
and insurance. Also, items classified as more important with low variance are: recommended, no 
mistakes, and the cost. Using factor analysis rotated and unrotated reduced the variables into five 
main variables described as: medical aspects, psychological aspects, cost aspects, hospital image 
and ease of access and procedures. Using k-means clustering, the customers can be clustered into 
four main clusters with two of them described as general patient with wide variety of interest, se-
rious cases interested in specialized doctors and food, and very serious case with high stress on 
equipment, no mistakes. 
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1. Introduction 
It is argued that in the health care industry, increase in competitive pressures results in hospitals competing on 
the quality dimension [1]. In that respect, hospital competition might lead to better service and better efficiency. 
The improvement of efficiency over time is an indicator that hospitals have succeeded in their strategies to de-
crease the level of operational wastage in health care operations [2]. There are two consequences of competition 
among hospitals. One, in the absence of price competition, hospitals would perhaps compete on the quality di-
mension. This may lead to more resource consumption and hence lower efficiency. Two, increased competition 
should result in changes in demand, which would result in lower efficiency for those who are not able to attract 
patients, and higher efficiency for those who do [3]. Customer satisfaction is extremely important in highly 
competitive marketplace. Satisfaction is a person’s feeling of pleasure or disappointment resulting from cam-
paigning a product’s perceived performance (or outcome) in relation to expectation. If the performance or ex-
pectations fall short, the customer is dissatisfied; if the performance matches the expectations, the customer is 
satisfied; if the performance exceeds expectation, the customer is highly satisfied or delighted [4]. Patients’ sa-
tisfaction may drive for both changes in hospitals and for a better understanding of customer perception of qual-
ity through marketing studies. 

It is becoming difficult for hospitals these days to depend on mere word of mouth promotion to attract pa-
tients, so hospital managements are putting extra effort in carving a brand image of the hospital and improving 
hospitals’ visibility. In other words, many would agree that hospital marketing has evolved from being subtle to 
aggressive. Marketing is the management process that seeks to maximize returns to shareholders through devel-
oping relationships with valued customers and creating a competitive advantage [5]. The marketing concept 
came into use at the end of the 1940s (e.g., [6]-[13]). Marketing duality with respect to customers and businesses 
is also referred to in various definitions of marketing [14]. Marketing can be looked as the art of attracting and 
keeping profitable customers [15]. A company should not try to pursue and satisfy every customer [16]. 

Discussions of the role of marketing within organizations generally revolve around two perspectives (e.g., 
[17]-[20]). The first is a functional group perspective, which views marketing as an individual and distinct orga-
nizational entity (e.g., the marketing department); the second is an activity-based perspective, where marketing 
is treated as a set of activities undertaken by different people throughout the whole organization (e.g., market 
orientation as the responsibility of everyone). Research has typically separated the two approaches; for example, 
Hunt (1976) [21] took an activity based perspective, while Walker et al. (1987) [22] provided an example of the 
application of a functional group approach. More recently, the two perspectives have also been integrated 
[23]-[27].  

A main component of marketing research is market segmentation and customer clustering. Clustering is an 
important mathematical tool for customer segmentation. Clustering is the problem of grouping objects on the 
basis of a similarity measure among them [28]. Relational clustering methods can be employed when a feature- 
based representation of the objects is not available, and their description is given in terms of pairwise (dis)simi- 
larities [28]. Clustering focuses on grouping objects on the basis of a similarity measure among them. It occurs 
very often in different disciplines and research areas. In some clustering applications, it is not possible to have a 
feature-based representation of the objects, and the description is given in terms of pairwise (dis)similarities. 
Some approaches have been proposed to cluster objects represented in this way, and are referred to as relational 
clustering methods [28]. 

Factor analysis is a method of exploring relationships among observed parameters. Several research works 
utilized principle component factor analysis and varimax rotating methods to extract factors related to hospital 
service quality [29]. The recommended first step in developing the measurement model is to examine several 
potentially meaningful structures in the data collected from former patients. Exploratory factor analysis (EFA) is 
commonly viewed as the best analytical tool for this purpose [30] [31]. International market segmentation has 
become an important issue in developing, positioning, and selling products. It helps companies to target poten-
tial customers at the international-segment level and to obtain an appropriate positioning [32]. Segmentation is 
therefore particularly important in enterprises that wish to develop and implement successful global marketing 
strategies [32]. Despite the obvious importance of international market segmentation for marketing as a discip-
line in general and international marketing in particular, it has received relatively little attention. In the literature 
a small percentage of papers dealt directly with international market segmentation [32] [33]. Segmentation is 
important to choose the most appropriate marketing strategies that better fit the interests of each segment [34] 
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especially if segments can be characterized in terms of demographic characteristics [35] or even quality label 
and perceptions [36]. The importance of the segmentation of consumers has been proved in several studies [34] 
[36]-[42]. 

In this work we have applied customer segmentation to patients in Jordan through questionnaire result analy-
sis for the purpose of identifying separate customer clusters and their requirements in hospitals. We also applied 
factor analysis to identify the important factors in customer requirements. 

2. Mathematical Model  
2.1. Factor Analysis 
Factor analysis is related to the analysis of observable. If Xi is an observable trait. These 

T
1 2 pX X X X =  

 
with mean vector 

T
1 2 pµ µ µ µ =   . Let 1 2, , , mf f f  be the unobservable common factors. 

X Lfµ ε= + +  or 1 1 2 2i i i i im m iX l f l f l fµ ε= + + + + +                     (1) 

or  
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where lij: factor loadings;  
εi: independently distributed error terms with zero mean and finite variance; 
F: the matrix [ ]1 2, , , mf f f . 
The communalities for the ith variable are computed by taking the sum of the squared loadings for that varia-

ble. This is expressed as 

2

1

ˆ ˆ
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=

= ∑                                        (2) 

The sample variance-covariance matrix and is expressed as 
TnV X X=                                       (3) 

applying from (1) into (3) 

( ) ( )TnV FL FLε ε= + +  

( )( )T T TnV L F FLε ε= + +  

T T T T T TnV FL L F L F FLε ε ε ε= + + +  
T0 0nV n L ILψ= + + +  

TnV n nL Lψ= +  

Then 
TV L Lψ= +                                       (4) 

We can’t actually calculate U until we know, or have to guess as to ψ . A reasonable and common starting- 
point is to do a linear regression of each feature j on all the other features, and then set jψ  to the mean squared 
error for that regression.  

TU V L Lψ= − =                                     (5) 
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Through eigenvalue representation 
TU e eλ=                                        (6) 

We can represent the matrices as: 
1 2 1 2  q q qλ λ λ=  

And thus 

( )( )TT 1 2 1 2 T 1 2 1 2
q q q q q q q q q q qe e e e e eλ λ λ λ λ= =  

Applying into (5) gives 

( )T1 2ˆ
q qL e λ=                                      (7) 

In summary, we have collected our eigenvectors into a matrix, but for each column of the matrix we will mul-
tiply it by the square root of the corresponding eigenvalue. This will now form our matrix L of factor loading in 
the factor analysis.  

Factor rotation is motivated by the fact that these factor models are not unique. The rotated factor model is 
expressed as 

* *X L fµ ε= + +                                    (8) 

where *L LT=  and *f fT=  where T T T T I′ ′∗ = = .  
Varimax rotation is the most common of the rotations that are available which maximizes this quantity: 

( ) ( )( )24 2* *
1 1 1

1 1p p p
ij ijj j jV l l

p p= = =

 
= − 

 
∑ ∑ ∑  .                        (9) 

We can then re-estimate the rotated loadings and matrices. Following to that we can find the vector of com-
mon factors for subject i, or îf  by minimizing the sum of the squared residuals: 

( ) ( ) ( )22
1 1 2 2

1 1

p p

ij ij i j j jm m i i i i
j j

y l f l f l f Y Lf Y Lfε µ µ µ
= =

′= − − − − − = − − − −∑ ∑             (10) 

( ) ( )
1ˆ ˆ ˆ ˆ

i if L L L Y y
−

′ ′= −                                 (11) 

2.2. k-Means Clustering Analysis  
Clustering uses a set of input variables ( )1 2, , , nx x x  for example columns in a survey to classify them into 
clusters. k-means clustering aims to partition this data and following to that the population filling the question-
naire into k (≤n) sets { }1 2, , , kS S S S=   so as to minimize the within-cluster sum of squares namely: 

2

1
arg min

i

k

iS i X S
X µ

= ∈

−∑ ∑                                (12) 

where μi is the mean of points in Si. 
We assume first a random k means ( ) ( )

1 , ,i i
km m  as centers of the clusters at the ith iteration. 

Then we assign each point (customer) to one of the means Eucliden distance. 

( ) ( ) ( ){ }2 2
: ,1t t t

i p p i p jS x x m x m j j k= − ≤ − ∀ ≤ ≤                      (13) 

We then re-estimate the mean of the clusters 

( )
( ) ( )

1 1
t

j i

t
i jt

x Si

m x
S

+

∈

= ∑                                 (14) 

The algorithm has converged when the assignments no longer change.  
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3. Results and Discussion 
This section includes description of the questionnaire used (Section 3.1), general quantitative analysis is in-
cluded in Section 3.2, factor analysis is described in Section 3.3, finally the clustering is in Section 3.4. 

3.1. Questionnaire  
The design of the questionnaire used in this study is as in Table 1, the first column in the questionnaire contains 
question number, the next column contains the questions, the questionnaire contains 19 questions, the questions 
cover different variables related to the location, the calmness and cleanness of the surrounding environment, the 
availability of parking, the cost and quality of the service, the accuracy of the medical procedures, the availabil-
ity of specialized doctors and nurses, the popularity of the hospital among people, etc. the last column in the 
questionnaire is divided into ten columns with scales from 1 to 10, and it is required to fill only one from the 10 
choices for each question. 

We have distributed questionnaires to different people in different geographical location, and we got the re-
sults presented in this work.  

3.2. General Quantitative Analysis  
Table 2 contains the descriptive statistics for all the variables under investigation. It seems that all average val-
ues are around 5 which shows conflicting responses for all of the patients. High variance shows more disputed  
 
Table 1. Marketing questionnaire used in this work. 

Qu. No Question 
1 worst, 10 best 

1 2 3 4 5 6 7 8 9 10 

1 The location of the hospital (easy to reach). 1 2 3 4 5 6 7 8 9 10 

2 The cleanness of the environment surrounding the hospital. 1 2 3 4 5 6 7 8 9 10 

3 The calmness for the environment surrounding the hospital. 1 2 3 4 5 6 7 8 9 10 

4 Availability of parking for visitors. 1 2 3 4 5 6 7 8 9 10 

5 The cost compared to the health care. 1 2 3 4 5 6 7 8 9 10 

6 The type of food (appearance, color, cleanness). 1 2 3 4 5 6 7 8 9 10 

7 The quality of food service (on time, proper for the patient). 1 2 3 4 5 6 7 8 9 10 

8 The quality of the overall hospital service. 1 2 3 4 5 6 7 8 9 10 

9 How this hospital is known among people (good, bad). 1 2 3 4 5 6 7 8 9 10 

10 The ability to avoid medical errors. 1 2 3 4 5 6 7 8 9 10 

11 Qualified and well trained doctors. 1 2 3 4 5 6 7 8 9 10 

12 Qualified and well trained nurses. 1 2 3 4 5 6 7 8 9 10 

13 The quality of lightness (sun, suitable lamps, etc.). 1 2 3 4 5 6 7 8 9 10 

14 Interior design (furniture, curtains, etc.). 1 2 3 4 5 6 7 8 9 10 

15 Entertainment (TV, magazines, medical brochure, …). 1 2 3 4 5 6 7 8 9 10 

16 Availability of specialist doctor. 1 2 3 4 5 6 7 8 9 10 

17 The relationship between your doctor and the hospital. 1 2 3 4 5 6 7 8 9 10 

18 You have health insurance for this hospital. 1 2 3 4 5 6 7 8 9 10 

19 The availability of laboratory, certain medical tests, etc. 1 2 3 4 5 6 7 8 9 10 
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Table 2. Variance explained for each attribute/object in 3-dimensional map. 

Attribute/object Mean Variance 

Location 4.838 1.187 

Clean environment 4.850 1.502 

Calmness 4.512 1.390 

Parking 4.475 1.372 

Cost 5.200 0.903 

Food type 4.875 0.774 

Food service 5.050 1.016 

Quality 5.000 1.160 

Reputation 4.950 1.196 

No mistakes 5.037 0.989 

Doctors capability 5.225 1.379 

Nurses capability 5.287 1.342 

Lighting 4.912 0.782 

Interior design 5.287 1.342 

Entertainment 5.062 1.062 

Specialized doctor 5.300 1.258 

Recommended 5.600 0.894 

Insurance 4.738 0.834 

Special X-rays and test 5.375 1.201 

 
categories, clean environment, doctors capability, and nurses capability, and specialized doctors. The explana-
tion for the higher variance of these variables might be explained as a difference in responses between patient 
with critical cases for example the patient who wants to do an operation, and the patients doing routine hospital 
visits i.e. patients with simple procedure.  

Low variances reflect low dispute, there is less dispute that the food type, the lighting, and the insurance are 
relatively less important to patients, on the other hand there is less dispute that the recommended, no mistakes, 
and the cost are relatively more important.  

3.3. Factor Analysis 
SPSS software was used to conduct factor analysis. Communality shows how much each attribute is explained 
by the factors. Table 3 is the table of communalities which shows how much of the variance in the variables has 
been accounted for by the extracted factors. Table 3 illustrates that all communalities are considered to be of 
high values for the 19 attributes, so the 19 attributes will be taken and considered for the next explanations. 

According to Equation (1) communalities are calculated as the sum of the loadings of the variables which are 
calculated after removing the static mean (µ) and the noise factor (ε). Thus it reflects better the importance of 
the different variables to the patients. Variables with higher communalities are considered more important to the 
patients, namely no mistakes, interior design, the environment of the hospital, and the cost of service. Insurance, 
parking, and recommended are considered less important by the patients.  

Table 4 shows the rotated matrix factor analysis. Column 1 is the factor where the initial number of factors is 
the same as the number of variables used in the factor analysis. Column 2 is the initial eigenvalues, eigenvalues 
are the variances of the factors. Column 2 contains three columns the first one is the total, the second one is the % 
of variance, and the last one is the cumulative %. The first one which is the total contains the eigenvalues. The  
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Table 3. Communalities generated by SPSS factor analysis. 

Communalities 

 Initial Extraction 

Location 1.000 0.812 

Environment 1.000 0.817 

Calmness 1.000 0.721 

Parking 1.000 0.633 

Cost 1.000 0.816 

Food type 1.000 0.686 

Food service 1.000 0.800 

Quality 1.000 0.779 

Reputation 1.000 0.708 

Mistakes 1.000 0.838 

Doctors 1.000 0.743 

Nurses 1.000 0.700 

Lighting 1.000 0.780 

Interior 1.000 0.819 

Entertainment 1.000 0.640 

Specialized 1.000 0.760 

Insurance 1.000 0.604 

Recommended 1.000 0.667 

Special test 1.000 0.764 

Extraction method: Principal component analysis. 
 
first factor will always account for the most variance (and hence have the highest eigenvalue), and the next fac-
tor will account for as much of the left over variance as it can, and so on. The second one which is the % of va-
riance this column contains the percent of total variance accounted for by each factor. The last column is % of 
variance this column contains the cumulative percentage of variance accounted for by the current and all pre-
ceding factors. Next the table contains the rotation sums of squared loadings column the values in this panel of 
the table represent the distribution of the variance after the varimax rotation. 

Table 4 shows that 74.138% of variance is explained by the 5 factors from the whole data, which is a repre-
sentative result considering the sample size of 1000 respondents. The first factor explains about 20.274%, the 
second explains 15.308%. The third factor has a variance of 14.16%, the forth and the fifth factors explain the 
rest of the data. 

The Scree plot graphs the eigenvalue against the factor number. Figure 1 shows the Scree plot generated by 
the SPSS. From the Scree plot, it is known that SPSS software as a default takes the components which have an 
Eigen values above 1.  

Component 5 has Eigen value of 0.992, so it can be included also. Then that bring us with 5 components/ 
factors which is reliable with 74.138%. 

Table 4 shows the rotated component matrix generated by SPSS software. The 19 attributes are reduced into 
5 major factors as discussed before. 

Using the marketing engineering software we obtained the results in Table 5. Based on the largest absolute 
values in each column we defined the factors in Table 6. For example the largest values in the first column in  
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Table 4. Variance of five factors. 

Total variance explained 

Component 
Initial eigenvalues Rotation sums of squared loadings 

Total % variance Cumulative % Total % variance Cumulative % 

1 8.839 46.519 46.519 3.852 20.274 20.274 

2 1.869 9.839 56.359 2.908 15.308 35.582 

3 1.343 7.068 63.427 2.690 14.160 49.742 

4 1.043 5.489 68.916 2.461 12.954 62.696 

5 0.992 5.222 74.138 2.174 11.441 74.138 

6 0.734 3.866 78.004    

7 0.642 3.379 81.383    

8 0.605 3.186 84.569    

9 0.533 2.804 87.373    

10 0.486 2.560 89.932    

11 0.389 2.046 91.978    

12 0.315 1.660 93.638    

13 0.275 1.445 95.083    

14 0.234 1.234 96.317    

15 0.200 1.055 97.371    

16 0.162 0.855 98.227    

17 0.119 0.626 98.853    

18 0.115 0.606 99.460    

19 0.103 0.540 100.000    

Extraction method: Principal component analysis. 
 

 
Figure 1. Scree plot for factor analysis. 
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Table 5. Unrotated factor analysis results. 

Calmness −0.7785 −0.03165 0.05774 −0.2707 −0.03227 −0.09609 

Parking −0.6825 −0.1989 −0.04391 −0.07001 0.3144 −0.2852 

Cost of treatment −0.6329 0.06477 0.4393 0.365 −0.1926 0.253 

Type of food −0.6726 −0.2475 0.2828 0.3363 0.04383 0.04354 

Food service −0.6553 −0.2232 0.2935 −0.468 0.1261 0.1479 

Quality of service −0.7833 0.1113 −0.07888 0.2283 0.3112 −0.0948 

Reputation −0.6823 0.1217 −0.1811 0.4052 0.2216 −0.2786 

No medical mistakes −0.8113 0.3225 0.1165 −0.2577 0.01397 −0.1828 

Doctors capability −0.8085 0.2051 0.1513 0.1068 −0.04818 −0.1571 

Nurses capability −0.7892 0.1284 0.1713 −0.1181 −0.1231 −0.2595 

Lighting −0.5567 −0.2816 −0.5236 −0.2737 −0.03765 0.1603 

Interior design −0.3982 −0.5432 −0.4766 0.1103 −0.3136 −0.2428 

Entertainment −0.4899 −0.6564 0.04552 0.17 −0.1453 0.07799 

Specialized doctors −0.7443 −0.364 0.2355 −0.01953 0.1111 0.231 

Recommended by −0.7733 −0.00921 −0.0456 0.03258 0.09037 0.1639 

Health insurance −0.4968 0.299 −0.4618 0.2368 0.2675 0.3898 

Special X-ray −0.7705 0.2394 −0.2141 −0.2444 0.1013 0.1589 

 
Table 6. Factors and their major components. 

Proposed factor name  Major components defining the factor 

Factor 1: Medical aspects 

• No medical mistakes 
• Doctors’ capabilities 
• Nurses’ capabilities 
• Calmness  
• Clean environment 
• Special tests and X-rays 

Factor 2: Psychological aspect • Entertainment  
• Interior design 

Factor 3: Cost aspects • Health insurance 
• Cost of treatment 

Factor 4: Hospital image • Food service 
• Reputation 

Factor 5: Ease of access and easy  
and quality procedures 

• Location 
• Clean environment 
• Parking 
• Quality of service 

 
Table 5 are related to no medical mistakes, doctors’ capabilities, nurses’ capabilities, calmness, clean environ-
ment, and special tests and X-rays. These components are all related to medical aspects. The largest values in the 
next column are related to entertainment and interior design. We proposed that these two components can be de-
fined as the psychological aspects. The largest absolute values in the third column are from health insurance, and 
cost of treatment, both are components of cost aspects. From the forth column the values are related to the food 
service and the reputation of the hospital, we proposed that these two components are defining the image of the 
hospital, from the last column in Table 5, location, clean environment, parking, and quality of service are the 
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components that have the highest absolute values, and all these components are related to ease of access and 
easy and quality procedures. 

Table 7 shows the rotated components matrix, the idea of rotation is to reduce the number of factors on which 
the variables under investigation. Rotation does not actually change anything but makes the interpretation of the 
analysis easier. 

From Table 7 we gathered the components with the maximum absolute values in each column, and defined 
the factor for these components in Table 8, from column 1 in Table 7. It is clear that food service, calmness, 
and no medical mistakes are the components with the highest values, all of these components are related to 
medical mistakes, quality of service, and psychological aspects. 

The second column shows that reputation, and quality have the maximum values, these two components re-
flect the image of the hospital, from the third column it is clear that the cost of the service and the food type are 
the components with the highest values, they are related to the quality and the cost. The forth column in Table 7 
reveals that the location of the hospital and the environment are the components with the highest absolute values, 
these components are related to ease of access and the psychological aspects. From the last column in Table 7 it 
is clear that the lighting and the interior design are the components with the highest values, these two compo-
nents are related to the psychological aspects.  

3.4. Clustering 
The clustering analysis study are shown in Table 9 resulted in a best number of clusters to be four, taking into 
account the five factors resulting from the factor analysis. The confidence level was set to be 95%. 
 
Table 7. Rotated component matrix. 

Rotated component matrixa 

 
Component 

1 2 3 4 5 

Location 0.040 0.221 0.181 0.840 0.153 

Environment 0.498 0.205 0.088 0.702 0.163 

Calmness 0.712 0.216 0.172 0.320 0.188 

Parking 0.569 0.423 0.227 −0.053 0.277 

Cost 0.115 0.151 0.786 0.401 −0.044 

Food type 0.270 0.257 0.700 0.091 0.222 

Food service 0.849 −0.010 0.269 0.037 0.070 

Quality 0.357 0.706 0.341 0.152 0.121 

Reputation 0.153 0.728 0.319 0.184 0.137 

Mistakes 0.657 0.351 0.192 0.478 −0.131 

Doctors 0.390 0.397 0.471 0.459 −0.033 

Nurses 0.562 0.230 0.342 0.463 0.024 

Lighting 0.062 0.157 0.094 0.057 0.860 

Interior 0.085 0.096 0.063 0.160 0.879 

Entertainment 0.259 −0.026 0.539 −0.043 0.529 

Specialized 0.562 0.171 0.586 0.016 0.265 

Insurance 0.408 0.440 0.388 0.255 0.168 

Recommended 0.054 0.789 −0.020 0.191 0.069 

Special test 0.593 0.511 −0.014 0.380 0.086 

Extraction method: Principal component analysis; rotation method: Varimax with Kaiser Normalization; aRotation converged in 7 iterations. 
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Table 8. Proposed factors and its major components. 

Proposed factor name Major components defining the factor 

Medical aspects, quality, and  
psychological aspects 

• Food service  
• Calmness 
• No medical mistakes 

The image of the hospital 
• The hospital is recommended 
• The reputation of the hospital 
• The quality  

Quality and cost • The cost of the service 
• The food type 

Ease of access • The location of the hospital  
• The environment  

Psychological aspects • Lighting  
• Interior design 

 
Table 9. Clustering results. 

 Overall CL1 CL2 CL3 CL4 

Location 8.21 9.00 4.00 7.09 7.72 

Environment 8.41 9.16 4.00 7.45 8.06 

Calmness 8.02 8.91 3.57 7.09 7.17 

Parking 7.27 8.19 3.43 6.18 6.17 

Cost 8.06 8.81 5.14 4.55 8.67 

Types of food 8.32 9.05 6.00 5.91 8.11 

Food service 8.17 8.77 5.00 6.82 8.11 

Quality 8.26 9.28 4.14 6.91 7.06 

Reputation 8.02 8.80 4.00 7.18 7.33 

Mistakes 8.90 9.70 3.57 6.91 9.33 

Doctors capability 8.90 9.64 5.29 6.64 9.06 

Nurses capability 8.56 9.44 4.29 6.18 8.56 

Lighting 7.68 8.28 5.71 7.82 6.22 

Interior design 6.75 7.34 5.29 7.45 4.78 

Entertainment 7.49 8.22 5.86 6.73 6.00 

Specialized doctor 8.58 9.41 6.43 6.55 7.72 

Recommended 7.95 9.12 4.00 6.09 6.44 

Insurance 7.87 8.61 4.00 7.82 6.78 

X-ray 8.67 9.47 2.86 8.73 8.06 

 
Cluster 1 this cluster represents 64% of the sample, this cluster represents general patient while concerned 

about all features equally. They will be selecting a hospital with no medical mistakes is very important to them, 
the presence of specialized doctors, capable doctors and capable nurses in the hospital is also very important. 
This group seeks hospital with certain tests or X-rays. Hospital locations are of great importance to them, they 
also seek a calm and clean surrounding area around the hospital. It is important for them to find a parking area 
for their cars as well as their visiting relatives’. From their point of view, it is important that hospital offers good 
quality food to its in-patients, the overall quality of services is of much importance to them. They prefer hospit-
als with considerably good reputation. It is important to have entertainment features in the hospital room (T.V., 
magazines, medical brochures, etc.). It is also preferred for them if the treating physician of a patient recom-
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mends the hospital. They prefer a hospital where they are health insured. Cost of treatment is a major factor for 
selecting hospitals for these people. Good Food service in the cafeteria of the hospital is also important to them. 
The lighting of the room is very important to them, i.e. proper sunshine and good electrical lighting is important 
for these people. 

Cluster 2, this cluster represents (7%) of the sample, it is clear that this cluster represent the patients with crit-
ical cases, since the availability of Specialized doctor in the hospital is of the highest importance for them. They 
also require the hospital to offer a good type food to its patients. 

Cluster 3, this cluster represents (11%) of the sample, specialized equipment are of major importance to them, 
this cluster shares a high interest with cluster 1 in some of the attribute. The lighting of the room is very impor-
tant to them, i.e. proper sunshine and good electrical lighting is important for these people. They prefer a hospit-
al where they are health insured. Their major interest is in the interior design of the hospital room. Comfortable 
interior design is of high importance to them. They prefer hospitals with considerably good reputation. 

The last cluster is Cluster 4 with 18% from the sample. It is clear that this cluster is for the patients with the 
very serious cases, a hospital known for its accurate and reliable results and no medical mistakes committed 
during patients’ treatment is very important to them. The presence of capable doctors and nurses in the hospital 
is very important to them. This cluster also share common interest with cluster 1 in some of the attributes. The 
cost of treatment and the presence of specialized equipment are major factors for selecting hospitals for the 
people in this cluster. Good Food service in the cafeteria of the hospital is also important to them. 

The results acquired from the Clustering analysis model shows that the majority of the sample (64%) are in-
terested in almost all of the attributes. That means that the chosen attributes are of great importance to many 
people and that they highly affect their hospitals’ choice. Clusters 2, 3 and 4 are also interested in some of the 
attributes which confirms the importance of these attributes to people.  

4. Conclusions 
From the analysis of the results we concluded the following: 

1) Based on general descriptive statistics, items classified with higher variance but important, are: clean envi-
ronment, doctors and nurses capabilities, and specialized doctors. Items that are less important with low variance 
are: food type, lighting and insurance. Also, items classified as more important with low variance are: recom-
mended, no mistakes, and the cost. 

2) Factor analysis rotated and unrotated shows that we can sum up the variable into five main variables de-
scribed as: medical aspects, psychological aspects, cost aspects, hospital image and procedures. 

3) Using k-means clustering: the customers can be clustered into four main clusters: 
Cluster 1 (64% of the sample): this cluster represents general patients who usually select a hospital with high 

emphasis on no medical mistakes, specialized doctors, capable doctors and nurses, availability of certain tests, 
hospital locations, calm and clean surrounding area around the hospital, acceptable cost of treatment. 

Cluster 2 (7% of the sample): critical cases consider availability of specialized doctor in the hospital and a 
good type food. 

Cluster 3 (11% of the sample) considers specialized equipment, interior design, health insured and good rep-
utation. This cluster shares a high interest with cluster 1 in some of the attribute.  

Cluster 4 (18% from the sample) may represent very serious cases and consider no medical mistakes, capable 
doctors and nurses, cost of treatment, and the presence of specialized doctors. 
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