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Abstract 
This study reviews productivity growth in the five major transportation industries in the United 
States (airline, truck, rail, pipeline, and water) and the pooled transportation industry from 2004 
to 2011. We measure the average productivity for these eight years by state in each transportation 
industry and the annual average productivity by transportation industry. The major findings are 
that the U.S. transportation industry shows strong and positive productivity growth except that in 
the years of the global financial crisis in 2007, 2008, and 2010, and among the five transportation 
industries, the rail and water sectors show the highest productivity growth in 2011. 
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1. Introduction 
Transportation is an important part of development and growth in economic activities. When a transportation 
industry is efficient, it can provide more economic and social benefits to residents, businesses, and the govern-
ment through the decrease of congestion, just-in-time business work, and environmental pollution caused by an 
inefficient transportation mode. When a transportation industry is deficient, however, it leads to unexpected op-
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portunity costs or lost business opportunities. In many developed countries, the proportion of transportation to 
Gross Domestic Product (GDP) ranges from 6% to 12% [1]. The transportation industry in the United States has 
long had a major effect on growth at the city, region, and state levels. 

The U.S. transportation industry is one of the largest in the world. The U.S. Department of Transportation ex-
plains in its freight shipments report that the transportation industry brings together more than seven million 
domestic businesses and 288 million citizens with the employment of one out of seven U.S. workers. It is noted 
that “more than $1 out of every $10 produced in the U.S. GDP is related to transportation activity” [2]. 

The increase in productivity in an industry occurs when growth in output is proportionately greater than 
growth in inputs. In the transportation industry, the measure of productivity growth has been an important issue 
for both transportation economists and transportation policymakers for centuries. A number of attempts have 
been made to solve this issue, with Data Envelopment Analysis (DEA) popular for the analysis of productivity 
gains. DEA has three main advantages: 1) The number of empirical applications is very large; 2) It does not 
place any restrictions on the assumption of the inefficiency term and technology; 3) A production relationship 
regarding the form of the frontier between inputs and outputs is not restricted [3]-[8]. 

The productivity growth of efficiency and technological change in various industries including transportation 
has been studied. For example, Farrell [9] measured productive efficiency based on price and technical efficien-
cies in U.S. agricultural production for the 48 states in 1952. The two key concepts used to measure a farmer’s 
success were choosing the best set of inputs and producing the maximum output from a given set of inputs, re-
spectively. Unlike Farrell [9], Charnes et al. [10] provided a nonlinear programming model to define efficiency 
and thus evaluated the performance of nonprofit public entities. In 1982, Caves et al. [11] developed an index 
number procedure for input, output, and productivity, while Sueyoshi [12] provided an effectively designed al-
gorithmic procedure for the measurement of technical, allocative, and overall efficiencies. These were provided 
as a basis to construct a Malmquist productivity index, which was later developed by Färe et al. [3], Färe and 
Grosskopf [4], and Färe et al. [5] [6]. In 1992, Färe et al. [3] [5] developed the Malmquist input-based produc-
tivity index to measure productivity growth in Swedish pharmacies and in 1994 used the Malmquist output- 
based productivity index to analyze productivity growth in industrialized countries and Swedish hospitals. 

Following Färe and Grosskopf [4], a unified theoretical explanation of three productivity indexes (Malmquist, 
Fisher, and Törnqvist) was provided. In the 2000s, research started to compare the conventional Malmquist pro-
ductivity index with an environmentally sensitive Malmquist productivity index in applications of the U.S. ag-
ricultural industry, the U.S. trucking industry, and 10 OECD countries [13]-[15]. 

Nevertheless, the conventional Malmquist productivity index has still been used to measure productivity 
growth. For example, Chen and Ali [16] employed it for the productivity measurement of seven computer 
manufacturers in the Fortune Global 500 from 1991 to 1997, while Liu and Wang [17] applied it to Taiwan’s 
semiconductor industry during 2000 to 2003. Recently, the high-tech industry in China and Turkish electricity 
distribution industry have been analyzed to measure efficiency performance by Qazi and Yulin [18] and Celen 
[8], respectively.  

The growth of the U.S. transportation industry has been led by the five major transportation modes: truck, rail, 
airline, pipeline, and water. For the past ten years, their growth patterns have been more complicated in the age 
of limitless competition based on the needs of the times, obtainable output profits from the input resources 
available, and levels of technological advances in each industry. The objective of this study utilizes the conven-
tional Malmquist productivity index to measure productivity growth in these five major transportation industries 
in 51 U.S. states as well as the pooled transportation industry between 2004 and 2011. The state-level findings 
from this study are expected to be used to evaluate whether each state’s transport policies have sufficiently func-
tioned to enhance productivity growth at its boundary. The structure of the remainder of this paper is as follows. 
Section 2 explains the methodology used and Section 3 describes the data. In Section 4, the results of the em-
pirical analysis are shown and Section 5 concludes the study. 

2. Methodology 
Let us define: 

tx  = Input vector from time period, 1, ,t T= 
. 

ty  = Output vector from time period, 1, ,t T= 
. 

tS  = Production technology that tx  can produce ty . 
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Four output distance functions are required to calculate the output-based Malmquist productivity index, and 
the first distance function is defined as follows [3]-[6]: 

( ) ( ){ }0 , inf : ,t t t t t tD x y x y Sθ θ= ∈                             (1) 

The first distance function means the maximum change in outputs using a set of given inputs with the tech-
nology at t, and it should be less than or equal to 1 if and only if ( ),t t tx y S∈ . If ( )0 , 1t t tD x y = , then it means 
that ( ),t tx y  is on the technology frontier. 

The mixed-period hyperbolic distance function in Equation (2) evaluates the maximum change in outputs us-
ing a set of 1t +  inputs compared with the t  benchmark technology: 

( ) ( ){ }1 1 1 1
0 , inf : ,t t t t t tD x y x y Sθ θ+ + + += ∈                           (2) 

In Equation (3), the mixed-period distance function for the maximum change in outputs using a set of t  in-
puts with the benchmark technology at 1t +  is evaluated: 

( ) ( ){ }1 1
0 , inf : ,t t t t t tD x y x y Sθ θ+ += ∈                            (3) 

The fourth distance function evaluates the maximum change in outputs using a set of 1t +  inputs compared 
with the 1t +  benchmark technology:  

( ) ( ){ }1 1 1 1 1 1
0 , inf : ,t t t t t tD x y x y Sθ θ+ + + + + += ∈                          (4) 

Following Färe et al. [3] and Färe et al. [5] [6], the output-based Malmquist productivity index is defined as 

( ) ( )
( )

( )
( )
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=                     (5) 

The equivalent index is redefined as 
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 =
  

             (6) 

The output-oriented method measures how much output quantities can proportionally increase without in-
creasing input quantities [19]. Equation (5) is the geometric mean of two Malmquist productivity indexes, and in 
Equation (6), the output-based Malmquist productivity index is converted into two terms: the first term out of 
the square brackets indicates the efficiency change between two periods, t  and 1t + , while the geometric 
mean of the second term in the square brackets captures technical progress in period 1t +  and t . If the value 
of the output-based Malmquist productivity index in Equation (6) is equal to one, then no productivity growth 
occurs between these two periods, whereas if it is more (less) than one, there is positive (negative) productivity 
growth between these two periods. Efficiency and technological change have the same interpretation. For exam-
ple, zero means nothing happens; however, if greater (less) than one, there is positive (negative) change [3]-[6]. 

3. Data 
The data in this study consist of three proxies for inputs and one proxy for output in the five major transportation 
industries in the U.S. between 2004 and 20111. The output-based Malmquist productivity index requires only 
data for inputs and output(s): input data are yearly intermediate inputs such as energy, materials, and purchased- 
service inputs and output data is represented by annual GDP, which is equivalent to value added. The Bureau of 
Economic Analysis (BEA) defines the composition of gross output by industry as the summation of intermediate 
inputs and value added [20]. The BEA, however, only provides to the public yearly intermediate inputs data at 
the national level for each industry, not by state. Therefore, the extent of taxes that each state collected in the 

 

 

1This study has some limitations due to the data. Heterogeneity caused by exogenous economic shocks―i.e. shocks caused by general re-
cessions, rather than by the transportation sector. To reduce the introduction of statistical bias and/or inconsistency, data prior to the eco-
nomic recovery of 2004 were eliminated. The final year of the study uses data from 2011, however, so the possibility of bias and/or incon-
sistency still exists. 
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transportation industries from 2004 to 2011 were used to estimate the best-possible approximation for interme-
diate inputs by state over time. This is based on the assumption that more taxes paid by a transportation industry 
in a state means more purchased inputs to produce output. For example, if the state of North Dakota collected $4 
billon in its air transportation industry in 2004 compared with $10,229 billion in the U.S. airline transportation 
industry, then each energy, materials, and purchased-service input for the airline transportation industry in North  

Dakota is calculated by multiplying the proportion of 4
10,229

 by the national level of each intermediate input.  

All data were obtained from the online database of the BEA in 2013, and they are measured in millions of dol-
lars [21]. 

Table 1 shows that the values of output produced have been proportionally increasing with those of the in-
termediate inputs used in the airline, truck, rail, and water transportation industries from 2004 to 2011 excluding 
2009, which shows a slight decrease in output values; the pipeline transportation industry has been decreasing in 
terms of the input values used. The value of gross output in each transportation industry is occupied in order for 
the truck, airline, rail, water, and pipeline transport modes. Truck transportation is the largest transportation in-
dustry in terms of GDP, almost equal to the sum of the production values of the other four industries. The truck 
and airline transportation industries show much more intensive usages of energy and service inputs compared 
with materials inputs; that might be attributed to their fundamental industry structures. The pooled transportation 
industry summarizes the change in the three intermediate inputs utilized: materials inputs consist of much lower 
amounts compared with energy and purchased-service inputs. 

4. Empirical Results 
The traditional Malmquist productivity indexes for each transportation industry as well as the pooled transporta-
tion industry are estimated in Table 3 to Table 9, by using DEA Programming (DEAP) 2.1. First, in Table 3 to 
Table 8, the average productivity for the eight years by state for each transportation industry is shown. Second, 
Table 9 provides the annual average productivities for the transportation industries over time. In these tables, the 
sources of productivity growth are decomposed into an efficiency change component and a technological change 
component. Färe et al. [5] defined efficiency change as catching up, that is how much closer a state can ap-
proach the ideal frontier in a transportation industry, and technological change as an innovation, namely how 
much the ideal frontier shifts because of the existing technology. 

In Table 2, the three non-parametric statistical tests such as Median test, Kruskal-Wallis test, and Van der 
Waerden test are tested to evaluate the validity of the Malmquist productivities in each transportation industry 
and the pooled transportation industry. Their null hypothesis of the six population distribution functions (airline, 
truck, rail, pipeline, water, and pooled transportation industries) are identical is rejected at the 1% significance 
level. This implies that the Malmquist productivities by state in the five major transportation industries and the 
pooled transportation industry show significantly different [22]. 

Table 3 shows the Malmquist productivity and its decomposition in the pooled model of the U.S. transporta-
tion industry from 2004 to 2011. On average, a positive productivity growth of 0.5% by state is shown, which is 
attributed to a 4.6% efficiency growth and a technological decline of 3.9%. This finding means that the trans-
portation industry in a state has marginally increased growth on average, while its innovation movement is far 
below the efforts of catching up to the frontier. All states experience negative growth in technological change on 
average; therefore, if productivity growth in a state is positive, this suggests that its technological decline is off-
set or surpassed by an efficiency gain. Altogether, 28 states2 show positive productivity growth, and of these, the 
Malmquist productivity changes in the following 17 states average at least 10%: New York, North Carolina, 
North Dakota, Ohio, Oklahoma, Oregon, South Carolina, South Dakota, Tennessee, Texas, Utah, Vermont, Vir-
ginia, Washington, West Virginia, Wisconsin, and Wyoming. Figure 1 depicts the geographic representation of 
average productivity for the eight years by state in the pooled transportation industry: Malmquist productivity < 
1, productivity decline; Malmquist productivity = 1, no change in productivity; Malmquist productivity > 1, 
productivity growth.  

The productivity measurement in the U.S. transportation industry by state is now described more in detail  

 

 

228 states are as follows: Florida, Kansas, Kentucky, Louisiana, Maine, Maryland, Massachusetts, Michigan, Minnesota, New York, North 
Carolina, North Dakota, Ohio, Oklahoma, Oregon, Pennsylvania, Rhode Island, South Carolina, South Dakota, Tennessee, Texas, Utah, 
Vermont, Virginia, Washington, West Virginia, Wisconsin, and Wyoming. 
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Table 1. Annual GDP (value added) and intermediate inputs in each transportation industry 
and the pooled transportation industry, 2004-2011 (unit: billions of dollars).                  

Airline transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 56.1 55.7 59.7 60.2 59.9 59.4 66.1 69.6 

Intermediate inputs 66.4 74.5 80.5 89.6 101 72.1 79.8 92.1 

Energy inputs 18.1 27.1 29.6 40.1 49.6 25.6 33 41.8 

Materials inputs 2.1 1.5 1.8 2.6 2.7 1.9 1.9 2.3 

Purchased-service inputs 46.2 46 49.1 46.9 48.7 44.6 44.8 48 

Truck transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 110.7 119.6 125.3 127.2 122.3 114.8 119.8 126 

Intermediate inputs 122 136.8 148.4 153.7 162.1 116.2 128.5 149.1 

Energy inputs 30.1 41.1 46.8 50.9 60.4 35.5 35.1 50 

Materials inputs 13.3 13.8 14.7 18.5 17.6 13.8 13.6 16 

Purchased-service inputs 78.6 81.9 86.9 84.2 84.1 67 79.7 83.1 

Rail transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 24.3 27 30.6 31.7 35.1 31 32.2 36.7 

Intermediate inputs 26.4 32 36.6 38 43.4 32.4 43.7 49.1 

Energy inputs 3.5 5.7 6.8 7.7 11.2 4.9 8.4 10.8 

Materials inputs 5.5 6 6.7 7.7 9.6 6.9 8.9 9.8 

Purchased-service inputs 17.4 20.3 23.1 22.6 22.6 20.7 26.4 28.5 

Pipeline transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 8.3 8.9 11.7 12.8 14.3 13.9 13.8 14.5 

Intermediate inputs 11.9 12.8 13.6 14.1 14.1 10.3 8.3 6.4 

Energy inputs 1 1.1 1.2 1.1 1.5 0.5 0.7 0.6 

Materials inputs 2.2 2.2 2.4 2.4 2.3 1.4 1.3 1 

Purchased-service inputs 8.7 9.4 10.1 10.6 10.4 8.4 6.3 4.8 

Water transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 31.3 34.8 36.6 39.6 41.3 42.8 43.5 45.6 

Intermediate inputs 22.4 21.7 19.2 21.6 23.3 21.5 23.3 25.4 

Energy inputs 7.7 9.1 7.3 10.1 11.1 6.9 9.9 12.7 

Materials inputs 1.7 1.3 1.4 1.9 1.8 1.8 1.3 1.5 

Purchased-service inputs 13 11.2 10.5 9.7 10.4 12.8 12.1 11.2 

Pooled transportation 2004 2005 2006 2007 2008 2009 2010 2011 

GDP 230.7 246 263.9 271.5 272.9 261.9 275.4 292.4 

Intermediate inputs 249.1 277.8 298.3 317 343.9 252.5 283.6 322.1 

Energy inputs 60.4 84.1 91.7 109.9 133.8 73.4 87.1 115.9 

Materials inputs 24.8 24.8 27 33.1 34 25.8 27 30.6 

Purchased-service inputs 163.9 168.8 179.7 174 176.2 153.5 169.3 175.6 
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Table 2. Non-parametric statistical tests to assess the validity of the Malmquist productivities.                

Statistical tests P values 

Median test <0.0001*** 

Kruskal-Wallis test <0.0001*** 

Van der Waerden test <0.0001*** 

Notes: the null hypothesis of the three tests is that the six population distribution functions are identical; ***In- 
dicates significance at 1%. 

 

 
Figure 1. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the pooled transportation industry.                                               

 
with the results of the five major transportation industries. Table 4 shows the changes in Malmquist productivity, 
efficiency, and technology in the airline transportation industry between 2004 and 2011. Productivity growth by 
state averages close to zero due to the increase of 1% in efficiency change and the decrease of 1.1% in technolo- 
gical change; therefore, the airline transportation industry by state on average shows that growth itself might be 
stuck at zero or at worst showing a slight decline during the study period. Nevertheless, 27 of the 51 states show 
positive productivity growth, with Texas and Wyoming having the highest growth of 10.3%. Figure 2 depicts 
the geographic representation of average productivity for 2004-2011 by state in the airline transportation indus-
try. 

Table 5 shows the Malmquist productivity and its decomposition in the truck transportation industry from 
2004 to 2011. On average, a negative productivity growth of 2.2% per state is shown and this is decomposed 
into an efficiency gain of 0.6% and a technological decline of 2.7%. The truck industry in each state shows all 
negative technological changes, implying that innovation has declined over time on average; however, the pro-
ductivity growth changes in the 20 states on average show non-zero growth due to the high levels of catching up. 
It is noted that productivity growth in Kansas, Kentucky, and Louisiana is much higher than that in the other 20 
states with positive growth (19.1%, 16.7%, and 16.5%, respectively). Figure 3 depicts the geographic represen-
tation of average productivity for 2004-2011 by state in the truck transportation industry.  

In Table 6, the changes in Malmquist productivity, efficiency, and technology in the rail transportation indus-
try are shown between 2004 and 2011. On average, the rail transportation industry by state shows a negative 
productivity growth of 1.1% based on a decrease of 5.2% in efficiency change and an increase of 4.3% in tech-
nological change. The results of the rail industry are interesting in two regards. First, the 16 states showing posi-
tive productivity growth had been growing with a high average productivity growth of 7% to 54.9%. In particu-
lar, the productivity growth rates in West Virginia, Texas, Utah, Vermont, Washington, Wyoming, and Wisconsin  
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Table 3. Malmquist productivity and its decomposition in the pooled model of the U.S. trans-
portation industry, 2004-2011.                                                      

State Efficiency change Technological change Productivity 

Alabama 0.914 0.951 0.869 

Alaska 0.927 0.959 0.889 

Arizona 0.918 0.969 0.890 

Arkansas 0.969 0.967 0.937 

California 0.970 0.959 0.930 

Colorado 0.972 0.947 0.921 

Connecticut 0.914 0.967 0.884 

Delaware 0.940 0.964 0.906 

District of Columbia 1.013 0.975 0.988 

Florida 1.052 0.972 1.022 

Georgia 1.035 0.961 0.994 

Hawaii 0.988 0.978 0.966 

Idaho 0.964 0.972 0.937 

Illinois 0.922 0.955 0.880 

Indiana 0.876 0.959 0.840 

Iowa 0.859 0.948 0.814 

Kansas 1.119 0.956 1.070 

Kentucky 1.108 0.960 1.063 

Louisiana 1.102 0.958 1.056 

Maine 1.101 0.966 1.064 

Maryland 1.116 0.960 1.072 

Massachusetts 1.084 0.954 1.034 

Michigan 1.047 0.964 1.010 

Minnesota 1.051 0.952 1.000 

Mississippi 0.839 0.957 0.803 

Missouri 0.858 0.968 0.830 

Montana 0.846 0.950 0.803 

Nebraska 0.984 0.964 0.949 

Nevada 0.976 0.953 0.930 

New Hampshire 0.968 0.961 0.931 

New Jersey 0.959 0.955 0.916 

New Mexico 0.961 0.941 0.905 

New York 1.179 0.944 1.113 

North Carolina 1.188 0.969 1.151 

North Dakota 1.184 0.969 1.148 
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Continued 

Ohio 1.177 0.963 1.134 

Oklahoma 1.192 0.957 1.141 

Oregon 1.159 0.950 1.101 

Pennsylvania 1.114 0.960 1.069 

Rhode Island 1.127 0.961 1.083 

South Carolina 1.166 0.957 1.115 

South Dakota 1.170 0.965 1.129 

Tennessee 1.155 0.973 1.123 

Texas 1.239 0.970 1.201 

Utah 1.195 0.963 1.151 

Vermont 1.182 0.951 1.125 

Virginia 1.179 0.962 1.135 

Washington 1.206 0.962 1.160 

West Virginia 1.190 0.963 1.147 

Wisconsin 1.165 0.971 1.131 

Wyoming 1.161 0.972 1.128 

Average 1.046 0.961 1.005 

 
Table 4. Malmquist productivity and its decomposition in the airline transportation industry in 
the U.S., 2004-2011.                                                             

State Efficiency change Technological change Productivity 

Alabama 1.031 0.979 1.009 

Alaska 1.013 0.995 1.008 

Arizona 1.030 1.039 1.070 

Arkansas 1.070 0.967 1.034 

California 1.046 0.944 0.988 

Colorado 0.996 1.007 1.003 

Connecticut 0.934 0.991 0.925 

Delaware 0.944 0.983 0.927 

District of Columbia 0.941 0.979 0.922 

Florida 0.908 0.995 0.903 

Georgia 0.908 1.039 0.943 

Hawaii 1.056 0.967 1.021 

Idaho 1.005 0.944 0.950 

Illinois 0.953 1.007 0.960 

Indiana 0.953 0.991 0.944 

Iowa 0.964 0.983 0.947 
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Continued 

Kansas 0.999 0.979 0.978 

Kentucky 0.998 0.995 0.993 

Louisiana 1.013 1.039 1.052 

Maine 1.112 0.967 1.075 

Maryland 1.076 0.944 1.016 

Massachusetts 1.000 1.007 1.007 

Michigan 0.980 0.991 0.971 

Minnesota 0.991 0.983 0.974 

Mississippi 0.942 0.979 0.922 

Missouri 0.961 0.995 0.956 

Montana 0.971 1.039 1.009 

Nebraska 1.026 0.967 0.992 

Nevada 1.018 0.944 0.961 

New Hampshire 0.952 1.007 0.959 

New Jersey 0.914 0.991 0.905 

New Mexico 0.928 0.983 0.912 

New York 0.971 0.979 0.950 

North Carolina 1.099 0.995 1.093 

North Dakota 1.055 1.039 1.097 

Ohio 1.133 0.967 1.095 

Oklahoma 1.093 0.944 1.032 

Oregon 1.023 1.007 1.030 

Pennsylvania 1.014 0.991 1.005 

Rhode Island 1.041 0.983 1.023 

South Carolina 0.997 0.979 0.976 

South Dakota 0.996 0.995 0.991 

Tennessee 0.963 1.039 1.001 

Texas 1.141 0.967 1.103 

Utah 1.129 0.944 1.066 

Vermont 1.048 1.007 1.055 

Virginia 1.026 0.991 1.017 

Washington 1.079 0.983 1.061 

West Virginia 1.041 0.979 1.020 

Wisconsin 1.045 0.995 1.040 

Wyoming 1.061 1.039 1.103 

Average 1.01 0.989 0.998 
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Figure 2. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the airline transportation industry.                                              

 

 
Figure 3. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the truck transportation industry.                                               

 
reach 54.9%, 47.7%, 46.9%, 41.9%, 37.1%, 37.1%, and 36.8%, respectively. Second, all 49 states show at least 
0.8% annual average innovation growth, meaning that innovation has been continuously shifting on average. 
Figure 4 depicts the geographic representation of average productivity for 2004-2011 by state in the rail trans-
portation industry.  

Table 7 shows the change in Malmquist productivity and its decomposition in the pipeline transportation in-
dustry by state from 2004 to 2011. On average, the productivity decline by state in this industry is the highest of 
the five major transportation industries, showing −11.2%. This is explained by the severe annual average tech-
nological decline of 18.3% and the 10% increase in efficiency change. Excluding the seven states of Maryland, 
Massachusetts, Michigan, Minnesota, Mississippi, Missouri, and West Virginia, the productivity change in the 
remaining states averages much less than zero. Innovation in all states had been declining with much lower 
technological change, with some states even showing decreases in both efficiency and technological change:  
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Table 5. Malmquist productivity and its decomposition in the truck transportation industry in 
the U.S., 2004-2011.                                                              

State Efficiency change Technological change Productivity 

Alabama 0.981 0.971 0.953 

Alaska 0.961 0.98 0.942 

Arizona 0.964 0.975 0.939 

Arkansas 0.974 0.972 0.946 

California 0.956 0.977 0.934 

Colorado 0.94 0.974 0.915 

Connecticut 0.924 0.968 0.894 

Delaware 0.955 0.965 0.921 

District of Columbia 1.004 0.971 0.975 

Florida 0.991 0.98 0.971 

Georgia 1.008 0.975 0.983 

Hawaii 1.039 0.972 1.009 

Idaho 0.992 0.977 0.969 

Illinois 0.97 0.974 0.944 

Indiana 0.982 0.968 0.95 

Iowa 0.996 0.965 0.961 

Kansas 1.226 0.971 1.191 

Kentucky 1.19 0.98 1.167 

Louisiana 1.195 0.975 1.165 

Maine 1.117 0.972 1.086 

Maryland 1.116 0.977 1.09 

Massachusetts 1.075 0.974 1.047 

Michigan 1.103 0.968 1.068 

Minnesota 1.09 0.965 1.051 

Mississippi 0.843 0.971 0.819 

Missouri 0.827 0.98 0.811 

Montana 0.828 0.975 0.807 

Nebraska 0.971 0.972 0.944 

Nevada 0.962 0.977 0.94 

New Hampshire 0.956 0.974 0.931 

New Jersey 0.966 0.968 0.935 

New Mexico 0.968 0.965 0.934 

New York 1.062 0.971 1.032 

North Carolina 1.084 0.98 1.063 

North Dakota 1.089 0.975 1.061 
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Continued 

Ohio 1.068 0.972 1.038 

Oklahoma 1.076 0.977 1.051 

Oregon 1.047 0.974 1.02 

Pennsylvania 1.059 0.968 1.025 

Rhode Island 1.065 0.965 1.028 

South Carolina 1.049 0.971 1.019 

South Dakota 1.042 0.98 1.021 

Tennessee 1.038 0.975 1.011 

Texas 0.947 0.972 0.92 

Utah 0.942 0.977 0.92 

Vermont 0.918 0.974 0.894 

Virginia 0.969 0.968 0.938 

Washington 0.965 0.965 0.931 

West Virginia 0.992 0.971 0.964 

Wisconsin 0.981 0.98 0.962 

Wyoming 0.989 0.975 0.964 

Average 1.006 0.973 0.978 

 

 
Figure 4. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the rail transportation industry.                                                 

 
Florida, Louisiana, North Dakota, Ohio, Oklahoma, Pennsylvania, South Carolina, and Tennessee. Figure 5 de-
picts the geographic representation of average productivity for 2004-2011 by state in the pipeline transportation 
industry.  

In Table 8, Malmquist productivity and its decomposition in the water transportation industry are shown be-
tween 2004 and 2011. Average productivity growth in the water transportation industry in each state shows close 
to zero growth or a slight increase. On average, productivity growth is 0.1%, which is decomposed into an  



J. Choi et al. 
 

 
13 

Table 6. Malmquist productivity and its decomposition in the rail transportation industry in 
the U.S., 2004-2011.                                                              

State Efficiency change Technological change Productivity 

Alabama 0.885 1.031 0.912 

Arizona 0.772 1.026 0.793 

Arkansas 0.762 1.072 0.817 

California 0.768 1.052 0.808 

Colorado 0.763 1.008 0.769 

Connecticut 0.786 1.037 0.816 

Delaware 0.811 1.064 0.862 

District of Columbia 0.793 1.059 0.839 

Florida 0.835 1.031 0.861 

Georgia 0.845 1.026 0.867 

Idaho 0.812 1.072 0.870 

Illinois 0.823 1.052 0.865 

Indiana 0.813 1.008 0.819 

Iowa 0.828 1.037 0.859 

Kansas 0.867 1.064 0.922 

Kentucky 0.835 1.059 0.884 

Louisiana 0.796 1.031 0.821 

Maine 0.847 1.026 0.869 

Maryland 0.843 1.072 0.904 

Massachusetts 0.871 1.052 0.915 

Michigan 0.844 1.008 0.851 

Minnesota 0.815 1.037 0.845 

Mississippi 0.836 1.064 0.889 

Missouri 0.821 1.059 0.869 

Montana 0.907 1.031 0.935 

Nebraska 1.043 1.026 1.070 

Nevada 1.023 1.072 1.097 

New Hampshire 1.072 1.052 1.127 

New Jersey 1.084 1.008 1.092 

New Mexico 1.111 1.037 1.152 

New York 1.152 1.064 1.226 

North Carolina 1.076 1.059 1.139 

North Dakota 0.942 1.031 0.971 

Ohio 0.916 1.026 0.940 

Oklahoma 0.898 1.072 0.963 
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Continued 

Oregon 0.901 1.052 0.948 

Pennsylvania 0.879 1.008 0.886 

Rhode Island 0.890 1.037 0.923 

South Carolina 0.903 1.064 0.961 

South Dakota 0.893 1.059 0.945 

Tennessee 1.161 1.031 1.197 

Texas 1.439 1.026 1.477 

Utah 1.370 1.072 1.469 

Vermont 1.349 1.052 1.419 

Virginia 1.279 1.008 1.289 

Washington 1.322 1.037 1.371 

West Virginia 1.457 1.064 1.549 

Wisconsin 1.292 1.059 1.368 

Wyoming 1.330 1.031 1.371 

Average 0.948 1.043 0.989 

Note: Rail transportation information for Alaska and Hawaii is not available in the BEA online database, so 49 
states are used for this productivity analysis. 

 
Table 7. Malmquist productivity and its decomposition in the pipeline transportation industry 
in the U.S., 2004-2011.                                                             

State Efficiency change Technological change Productivity 

Alabama 1.047 0.815 0.854 

Alaska 1.107 0.816 0.903 

Arizona 1.122 0.815 0.915 

Arkansas 1.078 0.820 0.884 

California 1.211 0.821 0.994 

Colorado 1.061 0.815 0.865 

Connecticut 1.061 0.815 0.865 

Florida 0.896 0.815 0.730 

Georgia 1.106 0.815 0.902 

Idaho 1.122 0.816 0.916 

Illinois 1.123 0.815 0.915 

Indiana 1.079 0.820 0.885 

Iowa 1.202 0.821 0.987 

Kansas 1.037 0.815 0.846 

Kentucky 1.080 0.815 0.880 

Louisiana 0.930 0.815 0.758 

Maine 1.208 0.815 0.984 
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Maryland 1.253 0.816 1.022 

Massachusetts 1.265 0.815 1.032 

Michigan 1.233 0.820 1.011 

Minnesota 1.431 0.821 1.174 

Mississippi 1.232 0.815 1.004 

Missouri 1.337 0.815 1.089 

Montana 1.171 0.815 0.954 

Nebraska 1.097 0.815 0.894 

Nevada 1.126 0.816 0.919 

New Hampshire 1.144 0.815 0.933 

New Jersey 1.081 0.820 0.887 

New Mexico 1.170 0.821 0.960 

New York 1.036 0.815 0.844 

North Carolina 1.055 0.815 0.860 

North Dakota 0.846 0.815 0.689 

Ohio 0.964 0.815 0.785 

Oklahoma 0.984 0.816 0.803 

Oregon 1.013 0.815 0.826 

Pennsylvania 0.995 0.820 0.816 

Rhode Island 1.145 0.821 0.939 

South Carolina 0.992 0.815 0.808 

South Dakota 1.012 0.815 0.824 

Tennessee 0.883 0.815 0.720 

Texas 1.103 0.815 0.899 

Utah 1.141 0.816 0.931 

Virginia 1.162 0.815 0.947 

Washington 1.137 0.820 0.933 

West Virginia 1.242 0.821 1.019 

Wisconsin 1.094 0.815 0.892 

Wyoming 1.143 0.815 0.931 

Average 1.100 0.817 0.898 

Note: Pipeline transportation information for District of Columbia, Delaware, Hawaii, and Vermont is not avail-
able in the BEA online database, so 47 states are used for the productivity analysis. 

 
increase of 2.3% in efficiency change and a decrease of 2.2% in technological change. Like the truck transporta-
tion industry, each water transportation industry in the 38 states shows all negative technological changes, but 
the productivity changes in the 18 states show growth. The following states having an average productivity 
growth of more than 10%: Arizona (18.1%), North Carolina (16.4%), South Carolina (15.3%), Pennsylvania 
(13.9%), Connecticut (13.9%), Rhode Island (13.2%), Ohio (11.1%), and Alaska (10.9%). Figure 6 depicts the 
geographic representation of average productivity for 2004-2011 by state in the water transportation industry.  
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Figure 5. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the pipeline transportation industry.                                              

 
Table 8. Malmquist productivity and its decomposition in the water transportation industry in 
the U.S., 2004-2011.                                                               

State Efficiency change Technological change Productivity 

Alabama 1.087 0.978 1.063 

Alaska 1.147 0.967 1.109 

Arizona 1.197 0.987 1.181 

Arkansas 1.115 0.977 1.090 

California 1.082 0.978 1.058 

Connecticut 1.150 0.991 1.139 

District of Columbia 1.051 0.969 1.018 

Florida 1.078 0.980 1.056 

Georgia 1.111 0.978 1.086 

Hawaii 1.057 0.967 1.021 

Illinois 1.031 0.987 1.017 

Indiana 1.010 0.977 0.988 

Iowa 1.000 0.978 0.978 

Kentucky 1.000 0.991 0.991 

Louisiana 0.849 0.969 0.822 

Maine 0.864 0.980 0.846 

Maryland 1.035 0.978 1.012 

Massachusetts 1.002 0.967 0.968 

Michigan 0.947 0.987 0.934 

Mississippi 0.999 0.977 0.977 
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Missouri 0.973 0.978 0.952 

New Jersey 0.915 0.991 0.907 

New Mexico 0.993 0.969 0.962 

New York 0.997 0.980 0.977 

North Carolina 1.191 0.978 1.164 

Ohio 1.149 0.967 1.111 

Oregon 1.092 0.987 1.077 

Pennsylvania 1.165 0.977 1.139 

Rhode Island 1.158 0.978 1.132 

South Carolina 1.164 0.991 1.153 

Tennessee 0.974 0.969 0.943 

Texas 0.992 0.980 0.972 

Utah 0.951 0.978 0.930 

Vermont 0.942 0.967 0.910 

Virginia 0.918 0.987 0.906 

Washington 0.883 0.977 0.864 

West Virginia 0.891 0.978 0.871 

Wisconsin 0.904 0.991 0.896 

Average 1.023 0.978 1.001 

Note: Water transportation information for Colorado, Delaware, Idaho, Kansas, Montana, Nebraska, Nevada, 
New Hampshire, Minnesota, North Dakota, Oklahoma, South Dakota, and Wyoming is not available in the BEA 
online database, so 38 states are used for the productivity analysis. 

 

 
Figure 6. Geographic representation of average Malmquist productivity for 2004-2011 by 
state in the water transportation industry.                                               
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Table 9 summarizes the annual average productivity and efficiency and technological change in the five ma-
jor transportation industries and the pooled transportation industry for 2004 to 2011. As is known, an unexpected 
global financial crisis occurred in 2007, 2008, and 2010, which negatively affected U.S. industry. As a result, 
each transportation industry had been growing at different rates corresponding to the U.S. economic recovery. 

The major findings are as follows. First, the pooled transportation representing the U.S. transportation indus-
try shows productivity growth of 21.7% in 2011 as well as a strong and positive trend except in the years of 
2007, 2008, and 2010. Second, the airline transportation industry shows a severe drop in productivity growth 
during the years of the global financial crisis, but high productivity growth in 2005, 2009, and 2011. Third, the 
truck transportation industry grew in 2007 and 2010, but recently shows a decrease in productivity growth and 
even a decline in 2011 at 16.4%. Fourth, productivity growth in the rail transportation industry exponentially in-
creased except in those three years. Indeed, the distinct productivity growth levels of 50.2% in 2006, 81.5% in 
2009, and 91.6% in 2011 are surprising. Fifth, the pipeline transportation industry grew sharply until 2008, but 
after that point, productivity declines drifted. This industry show a productivity decline with the truck transpor-
tation industry in 2011. Finally, the water transportation industry on average shows at least 10% productivity 
growth out of the years of the financial crisis, but particularly almost close to zero in 2009. It is also ranked the 
second highest productivity growth in 2011 (37%). Overall, efficiency and technological change shows a mixed 
increase or decrease over time in each industry and the pooled transportation industry, but their productivities 
have predictable increasing or decreasing trends. Figure 7 depicts the productivities of each transportation in-
dustry and the pooled transportation industry for 2005, 2006, 2009, and 2011.  

5. Conclusions 
The U.S. transportation industry contributes over one-tenth of U.S. GDP, and thus its productivity growth is im-
portantly connected to the growth of the entire U.S. economy. In this study, we measured productivity growth in  
 

Table 9. Productivity and efficiency and technological change in each industry and the pooled 
industry during the period of 2005 to 2011.                                                 

Productivity 2005 2006 2007 2008 2009 2010 2011 Average 

Airline transportation 1.389 0.862 0.783 0.836 1.327 0.840 1.132 0.998 

Truck transportation 0.642 1.322 1.039 0.872 1.208 1.105 0.836 0.978 

Rail transportation 0.476 1.502 1.216 0.660 1.815 0.464 1.916 0.989 

Pipeline transportation 0.494 1.035 1.087 1.921 0.752 0.829 0.707 0.898 

Water transportation 1.176 1.121 0.870 0.917 0.990 0.708 1.370 1.001 

Pooled transportation 0.662 1.485 0.831 0.951 1.291 0.848 1.217 1.005 

Note: There is no base year to calculate productivity for 2004. 
 

 
Figure 7. Annual average Malmquist productivities of each transportation industry and 
the pooled transportation industry for 2005, 2006, 2009, and 2011.                    
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the five major transportation industries of airline, truck, rail, pipeline, and water as well as the pooled transpor-
tation industry for 2004-2011 and decomposed this growth into efficiency and technological change to provide 
its fundamental driving forces. This study separately found the results of average productivity for the eight years 
by state in each transportation industry and the annual average productivities for the transportation industries 
themselves. Although the average productivity growth by state in these transportation industries was on average 
close to zero or slightly increasing, the overall U.S. transportation industry grew with a strong and positive trend 
with noteworthy productivity growth of 21.7% in 2011, except that in the years of the global financial crisis in 
2007, 2008, and 2010. The rail and water transportation industries had the first and second highest productivity 
growth in 2011, which might have been as a result of the growth in sustainable transport modes globally. 

This study had a limitation based on the data used. The intermediate inputs for each state were estimated to 
find the best-possible approximation through the extent of taxes that each state collected; if original data on en-
ergy, materials, and purchased-service inputs in the BEA were available to the public, we could estimate more 
accurate results for productivity growth in the U.S. transportation industry. 
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Abstract 
This research effort compares four sequencing rules intended to smooth production scheduling 
for mixed-model production systems in a Just-in-Time/Lean manufacturing environment (“JIT” 
hereafter). Each rule intends to schedule mixed-model production in such a way that manufactur-
ing flexibility is optimized in terms of system utilization, units completed, average in-process in-
ventory, average queue length, and average waiting time. A simulation experiment, where the 
various sequencing rules are tested against each other in terms of the above production measures, 
shows that three of the sequencing rules essentially offer the same performance, whereas one of 
them shows more variation. 
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1. Introduction 
In a JIT/Lean manufacturing environment, it is important to schedule production in such a way that units are 
manufactured in direct proportion to their demand. Otherwise, in-process inventories accumulate, throughput 
time increases, schedule compliance suffers, all resulting in sub-optimal performance [1]. Consider the simple 
example where four units of Item A are demanded, two units of Item B are demanded and one unit of Item C is 
demanded. One possible schedule is as follows: AAAABBC. While changeovers are minimized, units are not 
sequenced proportional to demand. The following schedule would be better in terms of “smoothing out” produc-
tion in terms of demand: ABACABA [2]. 

There are various strategies and algorithms used to find the “best” sequence in terms of smoothing out pro-
duction. These sequencing algorithms vary in terms of details, but they all share the same intent of smoothing 
out sequencing as much as possible. 
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This paper explores four of the more common sequencing rules, uses them to sequence mixed-model produc-
tion schedules, simulates production schedules under various conditions, and analyzes the performance of the 
various rules. 

2. Sequencing Rules 
Four sequencing rules are investigated for this research effort. Prior to presenting the individual rules, a few 
definitions are needed. 
 

Symbol Definition 

i Index for all items 

n Number of all items ( )1, 2, ,i n=   

k Index for each unique item 

id  Demand for unique item i ( )1,2, , ik d=   

D Total number of items (or total demand) 

i∆  Average gap between units of each unique item 
i
k∆  Actual gap between positions k + 1 and k for item i 

ikx  The number of units of i produced through the kth sequence position 

 
As an example for the sequence: ABACABA, we have i

k∆  values of (2, 2, 2, 1) for 1i =  (Item A), (4, 3) 
for 2i =  (Item B), and (7) for 3i =  (Item C). When we calculate these i

k∆  values, we assume that the se-
quence cycles over and over. For the i∆  values, we simply use ( )iD d i∀ , yielding values of ( )7 4,7 2,7 1  
for this particular problem. 

2.1. Minimize Maximum Response Gap (MRG) 
The first objective function to be studied is the minimization of the maximum response time for a sequence [3]. 
Mathematically, this is as follows: 

( )min : max max i
k ii k

∆ − ∆                                  (1) 

For our example problem, this objective function value would be as follows: 

( ) ( ) ( )( )max max 2 7 4 , 2 7 4 , 2 7 4 , 1 7 4 ,max 4 7 2 , 3 7 2 ,max 7 7 1− − − − − − − , 

which reduces to: ( )max 0.75,0.50,0.0 0.75= . 

2.2. Minimize Average Gap Length (AGL) 
The next objective to be studied is the minimization of the average distance between the actual gap and the av-
erage gap [4] [5]. Mathematically, this is as follows: 

1 1
min :

idn
i
k i

i k
D

= =

 ∆ − ∆ ∑∑                                 (2) 

The example problem above, the objective function value would be as follows: 
2 7 4 2 7 4 2 7 4 1 7 4 4 7 2 3 7 2 7 7 1 7 − + − + − + − + − + − + −   , resulting in a value of 0.3571. 

2.3. Minimize Gap Variation (VAR) 
The next objective to be studied is the minimization of gap length variation [6]. Mathematically, this objective is 
as follows: 
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A B A C A B A 

1 1 2 2 3 3 4 

0 1 1 1 1 2 2 

0 0 0 1 1 1 1 
 

( )2

1 1
Min :

idn
i
k i

i k= =

∆ − ∆∑∑                                   (3) 

Using the example problem above, the objective function value would be:  
( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 22 7 3 2 7 3 2 7 3 1 7 3 4 7 2 3 7 2 7 7 1− + − + − + − + − + − + − . This calculation results in a 
value of 1.25. 

2.4. Minimize Usage Rate (USAGE) 
The final objective function to be explored is the minimization of the usage rate—keeping as constant as possi-
ble in assigning units for sequencing [7]. Mathematically, this is as follows: 

2

1 1
Min :

idD
i

ik
k i

d
x k

D= =

 − 
 

∑∑                                  (4) 

For the example problem, the objective function value is 1.7143, when using ikx  values reflecting the se-
quence:  
 

A B A C A B A 

1 1 2 2 3 3 4 

0 1 1 1 1 2 2 

0 0 0 1 1 1 1 

3. Experimentation 
To determine which of the sequencing rules is most effective in terms of the JIT/Lean objectives mentioned pre-
viously, experimentation is conducted. Several problem sets are simulated according to their best sequence in 
terms of the objectives described above, simulation is performed, data is collected from the simulation, and 
analysis is made in an attempt to differentiate performance among the four presented objectives [8].  

3.1. Problem Sets 
Eight problem sets are used for experimentation, starting with a small problem and having the problems grow 
large to the point where finding the optimal sequencing (via complete enumeration) in terms of the objective 
function values becomes computationally intractable. Table 1 shows the product mix details of the eight prob-
lem sets used, and the number of total permutations required for compute enumeration. 

Complete enumeration is used for each problem set so that the optimal values for each objective function 
shown above are obtained. It is intended to show each objective function in its “best possible light”. 

For each unique item, a processing time for the single-stage simulation has been assigned. In actuality, three 
different processing time templates have been assigned to each unique item: ascending processing times, de-
scending processing times, and randomly assigned processing times on the uniformly-distributed interval (2, 10). 
Table 2 summarizes the processing times for each of the three variants, along with simulation settings. 

3.2. Simulation Outputs 
Several output measures are used to determine the performance of the sequencing rules. They are as follows: 
• Utilization―the average amount of time the system is busy. 
• Units completed―the average number of units completed by the system. 
• Average WIP level―the average number of units in the system at any given time. 
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Table 1. Details of problem sets.                                                                

Problem Set Product ( )Mix , , , ,A B C D Ed d d d d  Total Permutations 

1 (3, 2, 2) 210 

2 (3, 2, 2, 2) 7560 

3 (4, 2, 2, 2) 1,247,400 

4 (5, 3, 2, 2, 2) 15,135,120 

5 (6, 3, 2, 2, 2) 37,837,800 

6 (6, 4, 2, 2, 2) 151,351,200 

7 (6, 4, 3, 2, 2) 857,656,800 

8 (6, 4, 3, 3, 2) 5,145,940,800 

 
Table 2. Simulation details.                                                                      

Item Ascending Processing Time Descending Processing Time Randomly Assigned Processing Time 

A 0.50 min 2.50 min 2.97 min 

B 1.00 min 2.00 min 5.43 min 

C 1.50 min 1.50 min 7.11 min 

D 2.00 min 1.00 min 9.87 min 

E 2.50 min 0.50 min 5.43 min 

Sim. Warmup Time 4 h 4 h 50 h 

Simulation Time 8 h 8 h 100 h 
 
• Average Queue Length―average number of units waiting to be processed. 
• Average Waiting Time―average amount of time a unit spends waiting to be processed. 

These performance measures are actual outputs from the simulation. 

3.3. Design of Experiment 
The general research question pursued is to determine whether or not the sequencing rules have an effect on the 
simulation performance measures. This question can be adequately addressed via Single-Factor ANOVA, with 
the sequencing rule as the experimental factor (of which there are four levels), and the simulation-based per-
formance measure as the response variable. 

Because there are eight different production models, three different processing time templates, and five dif-
ferent simulation-based performance measures, there are (8) (3) (5) = 120 different analyses to perform. Each of 
the (120) analyses utilize (25) simulation replications. 

4. Experimental Results 
Tables 3-10 show the results of the experiments for each unique analysis, specifically including the mean for 
each factor level, along with the F-statistics and associated p-value for each experiment. These tables show that 
the sequencing rule has an effect on the performance measure of interest (26) times of the (120) experiments 
conducted, using an 0.05α =  level of significance. Of these (26) times, USAGE is a superior performer com-
pared to the other three (8) times, and is an inferior performer compared to the other three (17) times. There is 
one other occasion where the sequencing rule has an effect on a performance measure of interest, but the differ-
ence is not due to USAGE. 

Table 11 shows the similarity between all four of the sequencing objectives, based upon the sequences ob-
tained via complete enumeration of all possible sequences for all (120) problems. 

As one can see, there is a great deal of similarity between the MRG, AGL and VAR objective functions, while 
the USAGE objective function is absolutely unique from the other three. This is a reasonable explanation as to 
why USAGE is the biggest contributor to the significance of the sequencing rule. 
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Table 3. Model 1 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.8496 0.848500 0.846880 0.824560 1.0424 0.3764 
Descending 0.8520 0.852016 0.852016 0.854600 0.0053 0.9995 

Random 0.8379 0.837924 0.837924 0.833301 0.0769 0.9724 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 217.64 195.64 217.56 216.40 10.673 <0.0001 
Descending 99.16 99.19 99.16 99.76 0.0248 0.9947 

Random 514.88 514.88 514.88 515.24 0.0014 >0.9999 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 3.877236 3.739948 3.712024 3.406172 0.2991 0.8260 
Descending 3.641352 3.641352 3.641352 3.365696 0.0708 0.9754 

Random 3.45626 3.45626 3.45626 3.30382 0.0562 0.9824 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 3.027608 2.891458 2.865168 2.581624 0.148 0.9308 
Descending 2.789324 2.789324 2.789324 2.511084 0.0758 0.973 

Random 2.618324 2.618324 2.618324 2.470504 0.0553 0.9828 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.055596 0.059252 0.052648 0.046916 0.8651 0.4613 
Descending 0.104508 0.104508 0.104508 0.093980 0.1095 0.9544 

Random 0.248864 0.248864 0.248864 0.235296 0.0670 0.9773 
 
Table 4. Model 2 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.846599 0.845988 0.845988 0.955528 2.986 0.0350 
Descending 0.861836 0.861836 0.861836 0.853848 0.057 0.9820 

Random 0.828568 0.831280 0.831280 0.831256 0.0233 0.9952 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 173.76 173.76 173.76 164.80 2.986 0.03498 
Descending 113.28 113.28 113.28 112.64 0.0196 0.9962 

Random 416.84 416.84 416.84 415.32 0.0299 0.9930 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 3.65082 3.65082 3.65082 10.72509 20.748 <0.0001 
Descending 3.976532 3.976532 3.976532 3.603900 0.0947 0.9628 

Random 3.156824 3.191032 3.191032 3.332632 0.0939 0.9633 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 2.804836 2.804836 2.804836 9.769538 20.488 <0.0001 
Descending 3.114712 3.114712 3.114712 2.750044 0.0942 0.9630 

Random 2.714440 2.359736 2.359736 2.501376 0.3837 0.7650 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.063588 0.063588 0.063588 0.228816 23.256 <0.0001 
Descending 0.103420 0.103420 0.103420 0.089684 0.1718 0.9152 

Random 0.182500 0.279252 0.279252 0.293824 2.7484 0.04704 
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Table 5. Model 3 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.851456 0.851456 0.851456 0.860812 0.0966 0.9618 
Descending 0.866020 0.866020 0.866020 0.867912 0.0035 0.9997 

Random 0.831056 0.831056 0.831056 0.854252 1.4280 0.2394 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 152.60 152.60 152.60 154.28 0.0952 0.9625 
Descending 123.92 123.92 123.92 123.08 0.0312 0.9925 

Random 442.04 442.04 442.04 455.68 1.8033 0.1517 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 4.232124 4.232124 4.232124 3.828688 0.115 0.9511 
Descending 4.698984 4.698984 4.698984 4.141492 0.2101 0.8892 

Random 3.281408 3.281408 3.281408 4.152180 1.7745 0.1572 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 3.380676 3.380676 3.380676 2.967872 0.1254 0.9449 
Descending 3.832976 3.832976 3.832976 3.273564 0.2200 0.8823 

Random 2.450344 2.450344 2.450344 3.297908 1.7537 0.1612 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.085080 0.085080 0.085080 0.076388 0.1017 0.9588 
Descending 0.117624 0.117624 0.117624 0.099628 0.2993 0.8258 

Random 0.272304 0.272304 0.272304 0.348268 1.5162 0.2152 
 
Table 6. Model 4 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.844088 0.855096 0.855096 0.856044 0.148 0.9308 
Descending 0.860512 0.863156 0.863156 0.865564 0.0158 0.9973 

Random 0.8299692 0.858096 0.858096 0.832084 2.6878 0.05073 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 163.72 163.12 163.12 164.00 0.0238 0.9950 
Descending 118.44 117.48 117.48 118.20 0.0445 0.9874 

Random 460.04 460.20 460.20 459.80 0.0015 >0.9999 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 4.103420 4.240428 4.240428 4.033872 0.0266 0.9940 
Descending 4.131964 4.074024 4.074024 3.803624 0.0678 0.9770 

Random 3.326052 3.974592 3.794592 3.441616 0.5260 0.6654 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 3.259328 3.385324 3.385324 3.177820 0.0268 0.994 
Descending 3.271460 3.210864 3.210864 2.938036 0.0726 0.9745 

Random 2.496064 2.936480 2.936480 2.609532 0.4816 0.6959 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.077840 0.080388 0.080388 0.075748 0.0274 0.9939 
Descending 0.104472 0.102820 0.102820 0.094020 0.0927 0.9640 

Random 0.266704 0.313496 0.313496 0.275472 0.6541 0.5823 
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Table 7. Model 5 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.931072 0.931072 0.931072 0.847904 9.2351 <0.0001 
Descending 0.854372 0.854373 0.854372 0.862352 0.0533 0.9837 

Random 0.877564 0.877564 0.877564 0.809252 16.531 <0.0001 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 168.80 168.80 168.80 170.64 0.139 0.9365 
Descending 114.56 114.56 114.56 114.28 0.0036 0.9997 

Random 515.28 515.28 515.28 474.76 17.051 <0.0001 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 9.059772 9.059772 9.059772 4.347732 3.0445 0.03251 
Descending 3.751952 3.751952 3.751952 4.121096 0.1250 0.9451 

Random 4.646360 4.646360 4.646360 2.961892 3.0055 0.03414 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 8.128708 8.128708 8.128708 3.499828 2.975 0.03546 
Descending 2.897572 2.897572 2.897572 3.258720 0.1250 0.9451 

Random 3.768800 3.768800 3.7688 2.152648 2.8450 0.0417 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.187900 0.187900 0.187900 0.080068 3.3589 0.02197 
Descending 0.095696 0.095696 0.095696 0.105032 0.1100 0.9540 

Random 0.357648 0.357648 0.357648 0.222064 2.7119 0.04923 
 
Table 8. Model 6 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.848248 0.848248 0.852792 0.856612 0.0684 0.9766 
Descending 0.866332 0.866332 0.850972 0.853360 0.2363 0.8708 

Random 0.838636 0.838636 0.780808 0.834900 15.297 <0.0001 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 171.04 171.04 172.48 171.12 0.0663 0.9776 
Descending 113.56 113.56 113.88 114.00 0.0091 0.9988 

Random 952.20 952.20 951.56 952.32 0.0019 0.9999 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F P 
Ascending 4.298532 4.298532 4.038416 4.518884 0.1322 0.9407 
Descending 3.911632 3.911632 3.533304 3.809464 0.1459 0.9321 

Random 3.561468 3.561468 2.507636 3.375052 5.2782 0.002061 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 3.450292 3.450292 3.185640 3.662272 0.1363 0.9381 
Descending 3.045288 3.045288 2.682336 2.956096 0.1417 0.9347 

Random 2.722860 2.722860 1.726816 2.540156 4.9644 0.003022 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.078272 0.078272 0.073752 0.083284 0.1248 0.9453 
Descending 0.101656 0.101656 0.089936 0.097980 0.1891 0.9036 

Random 0.282624 0.282624 0.179864 0.264312 5.7694 0.001137 
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Table 9. Model 7 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.749796 0.749796 0.749796 0.838384 9.0906 <0.0001 
Descending 0.848884 0.848884 0.848884 0.784623 3.5972 0.01633 

Random 0.762016 0.762016 0.762016 0.784824 3.3313 0.02274 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 168.68 168.68 168.68 170.24 0.0741 0.9738 
Descending 114.80 114.80 114.80 115.08 0.0034 0.9997 

Random 933.84 933.84 933.84 933.16 0.002 0.9999 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 2.372900 2.372900 2.372900 3.787576 7.008 0.0003 
Descending 3.764943 3.764932 3.764932 2.709792 1.2536 0.2947 

Random 2.303660 2.303660 2.303660 2.703868 2.8364 0.04215 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 1.623116 1.623116 1.623116 2.949196 6.6761 0.00038 
Descending 2.916052 2.916052 2.916052 1.925176 1.1638 0.3277 

Random 1.541628 1.541628 1.541628 1.919048 2.7437 0.04731 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.037968 0.037968 0.037968 0.06894 7.7625 0.00011 
Descending 0.095328 0.095328 0.095328 0.06292 1.6310 0.1873 

Random 0.163836 0.163836 0.163836 0.203252 3.1971 0.02688 
 
Table 10. Model 8 results.                                                           

Utilization 
Approach MRG AGL VAR USAGE F p 
Ascending 0.764568 0.770580 0.770580 0.808764 1.9186 0.1317 
Descending 0.834308 0.834308 0.834308 0.804652 1.1765 0.3228 

Random 0.778916 0.778916 0.778916 0.789568 0.4432 0.7227 
Units Completed 

Approach MRG AGL VAR USAGE F p 
Ascending 163.00 163.00 163.00 163.36 0.0041 0.9996 
Descending 118.24 117.60 117.60 117.40 0.0240 0.9950 

Random 891.08 891.08 891.08 892.40 0.0067 0.9992 
Average Work-in-Process Inventory Level 

Approach MRG AGL VAR USAGE F p 
Ascending 2.740600 2.831356 2.831356 3.157008 0.2901 0.8324 
Descending 3.467116 3.294740 3.294740 2.939416 0.4285 0.7330 

Random 2.516672 2.516672 2.516672 2.835504 0.9569 0.4164 
Average Queue Length 

Approach MRG AGL VAR USAGE F p 
Ascending 1.976036 2.060772 2.060772 2.348252 0.2449 0.8648 
Descending 2.621868 2.46036 2.460436 2.134756 0.3938 0.7578 

Random 1.737764 1.737764 1.737764 2.045956 0.9672 0.4116 
Average Waiting Time 

Approach MRG AGL VAR USAGE F p 
Ascending 0.046884 0.04988 0.049488 0.056260 0.3272 0.8057 
Descending 0.084648 0.079688 0.079688 0.068972 0.5240 0.6668 

Random 0.192992 0.192992 0.192992 0.226984 1.1195 0.3451 
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Table 11. Similarity matrix.                                       

 MRG AGL VAR USAGE 

MRG x x x x 

AGL 73.23% x x x 

VAR 60.83% 86.67% x x 

USAGE 0% 0% 0% x 

5. Concluding Comments  
An experiment was conducted to see if four popular sequencing rules have any effect on performance measures 
important to JIT/Lean manufacturing systems. Eight different problems were investigated, each with three proc-
essing time arrangements, and five different JIT/Lean manufacturing performance measures to study. For each 
of the four sequencing rules, complete enumeration of all feasible permutations was generated to find the “best” 
sequence in terms of the objective function associated with each sequencing rule. This was done to show each 
sequencing rule in its “best possible light”. 

Experimentation shows statistical significance of the sequencing rule (26) times out of a possible (120) times. 
The USAGE sequencing rule is the reason for the significant difference in means (25) of these (26) times―(17) 
of these (25) times USAGE provides inferior results than the other three sequencing rules. USAGE is the most 
unique of the other sequencing rules and provides less consistent results as compared to the other three. This 
should not come as a surprise because the USAGE objective function only looks at a single instance of the se-
quence, whereas the other three sequencing rules explore the cyclic nature of the sequence―multiple instances 
of the repeated sequence. The upshot of this is that USAGE is a higher risk strategy than the others. 

Every research effort provides opportunities for further exploration. This is no exception. Longer production 
sequences would be helpful if there is some way around the combinatorial limitations that exist at present. Addi-
tionally, multiple-stage simulated production runs might also yield some interesting results. 

References 
[1] Goldratt, E.M. and Cox, J. (1992) The Goal: A Process of Ongoing Improvement. North River Press, North Barrington. 
[2] McMullen, P.R. (1998) JIT Sequencing for Mixed-Model Assembly Lines with Setups Using Tabu Search. Production 

Planning & Control, 9, 504-510. http://dx.doi.org/10.1080/095372898233984 
[3] Kanet, J.J. (1981) Minimizing the Average Deviation of Job Completion Times About a Common Due Date. Naval 

Research Logistics Quarterly, 28, 643-651. http://dx.doi.org/10.1002/nav.3800280411 
[4] Garcia-Villoria, A. and Pastor, R. (2013) Minimising Maximum Response Time. Computers & Operations Research, 

40, 2314-2321. http://dx.doi.org/10.1016/j.cor.2013.03.014 
[5] Salhi, S. and Garcia-Villoria, A. (2012) An Adaptive Search for the Response Time Variability Problem. Journal of the 

Operational Research Society, 63, 597-605. http://dx.doi.org/10.1057/jors.2011.46 
[6] Hermann, J.W. (2007) Generating Cyclic Fair Sequences Using Aggregation and Stride. The Institute for Systems Re-

search, ISR Technical Report 2007-12. 
[7] Miltenburg, J. (1989) Level Schedules for Mixed-Model Assembly Lines in Just-in-Time Production Systems. Man-

agement Science, 35, 192-207. http://dx.doi.org/10.1287/mnsc.35.2.192 
[8] Kelton, D.W., Sadowski, R.P. and Sturrock, D.T. (2004) Simulation with Arena. 3rd Edition, McGraw-Hill Higher 

Education, Boston. 

http://dx.doi.org/10.1080/095372898233984
http://dx.doi.org/10.1002/nav.3800280411
http://dx.doi.org/10.1016/j.cor.2013.03.014
http://dx.doi.org/10.1057/jors.2011.46
http://dx.doi.org/10.1287/mnsc.35.2.192


American Journal of Operations Research, 2015, 5, 30-37 
Published Online January 2015 in SciRes. http://www.scirp.org/journal/ajor 
http://dx.doi.org/10.4236/ajor.2015.51003   

How to cite this paper: Ambapour, S. (2015) Assessing the Relative Efficiency of Health Systems in Sub-Saharan Africa Us-
ing Data Envelopment Analysis. American Journal of Operations Research, 5, 30-37.  
http://dx.doi.org/10.4236/ajor.2015.51003 

 
 

Assessing the Relative Efficiency of Health  
Systems in Sub-Saharan Africa Using Data  
Envelopment Analysis 
Samuel Ambapour 
Institute National de la Statistique, Brazzaville, Republic of Congo 
Email: ambapour_samuel@yahoo.fr  
 
Received 2 November 2014; accepted 22 November 2014; published 13 January 2015 

 
Copyright © 2015 by author and Scientific Research Publishing Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/ 

    
 

 
 

Abstract 
We assess the relative efficiency of health systems of 35 countries in sub-Saharan Africa using 
Data Envelopment Analysis. This method allows us to evaluate the ability of each country to 
transform its sanitary “inputs” into health “outputs”. Our results show that, on average, the health 
systems of these countries have an efficiency score between 72% and 84% of their maximum level. 
We also note that education and density of population are factors that affect the efficiency of the 
health system in these countries. 
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1. Introduction 
Health is now seen as a component of human capital the same way as education and nutritional status [1]-[4]. 
According to these authors, everyone has an initial health stock that depreciates with age, but can be maintained 
or even appreciated by combining individual health care and education, and according to the time available. 
Moreover, according to a study by the World Bank (World Bank, 1993) at least four reasons support the asser-
tion that a healthy individual is more productive and contributes more to economic growth. 
• Health limits the loss of production because of the impact of disease on labor. 
• It allows exploiting the natural resources that were largely inaccessible because they are located in infested 

areas. 
• It increases the rate of school attendance and allows children to assimilate better the lessons learned. 
• Finally, health frees for other purposes, resources that would have served otherwise to provide care to the 
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sick. 
The impact of health on the well-being and overall health of a country probably justifies the huge investments 

of the states in this area. Indeed, in 1990, global spending on health was evaluated at $1700 million [5] with 
more than 1000 billion from states; representing 60% of the total. In developing countries (Africa, Asia, Latin 
America), these costs were estimated at $170 billion, 50% funded by the states. 

The role and the importance of health systems in the success of health outcomes are now well established. 
The issues that remain to investigate are, among other things, why some health systems can be considered more 
effective than others, and what explain the differences in countries’ health systems.  

The purpose of this paper is to shed some more light on this issue that, to our knowledge, has received little 
attention in the literature. This relative paucity of literature on the subject is associated, according to some au-
thors (for example, [6] or [7]), to the challenges posed by the comparison of different health systems because, 
inter alia, of the following reasons: 

1) The definition of health proposed by the World Health Organization (WHO) is, according to [8], useless for 
all practical purposes, “a perfect state of complete physical, mental and social well-being, not just the absence of 
disease or illness”.  

2) There are many measures of health status (see, for example, [6] or [9]), especially if we compare individual 
health indicators, such as “health utilities index” that, as argued by [7], are unfortunately based on functional 
capacity concepts rather than on performance.  

This second argument should be tempered because, since 2000, a bold demarche for developing a composite 
index measuring the performance of health systems was conducted by the World Health Organization [10]. It’s 
an index that determines the overall performance of a health system based both on the level of progress of each 
country with respect to a number of objectives and on the distribution of the health conditions in the population. 
Five criteria are generally used for this purpose: 1) The general health; 2) The distribution of this health condi-
tion; 3) The responsiveness of the health system; 4) The distribution of responsiveness; 5) The fairness of finan-
cial contributions. Unfortunately, as pointed out by [11], the quality of this synthetic indicator, as well as com-
posite indexes calculated by the United Nations Development Programme (UNDP) namely, the Human Devel-
opment Index (HDI) or the Human Poverty Index (HPI), is often questioned by statisticians and economists, 
both in the mathematical formulation as well as in the reliability of the statistics used. 

In this paper, we compare and attempt to provide an explanation on the inefficiencies of health systems of 35 
countries in sub-Saharan Africa. Our comparative analysis of health systems is based on the concept of effi-
ciency obtained through Data Envelopment Analysis (DEA). This concept is related to the production function 
that shall be defined as the technical interrelationship which results in the maximum output for a combination of 
production factors and a given technology. This is somehow the ability of each country to transform its sanitary 
inputs in health outputs [12]. Beyond this definition, this function is also conceived as a frontier or a standard of 
comparison for assessing efficiency. In other words, the health system of a country will be considered efficient 
when the combination of outputs and inputs is located on the frontier. 

Several reasons justify the appropriateness of the DEA in this study. 
1) The popularity of this technique in the field of health lies in its ability to take into account the specificities 

of the sector such as the complexity of the technology (multi-product/multi-factors) and the absence of true price 
both for the outputs and for the inputs [13]. 

2) It’s suggested for the analysis of complex or non-profit organizations such as public services. As pointed 
out by [14], it’s close to the work of Leibenstein of X-inefficiency. Indeed, with DEA we can also characterize 
an output lying inside the Pareto optimal production frontier by stipulating that the hidden inefficiencies come 
from two sources: 1) the externalities inherent in the economic system or, more generally, to the political and 
social environment and 2) the non-apparent production factors or not taken into account by the model and thus 
related to the company’s management [15].  

Note that the DEA method was applied in health sector by many other authors, including [16]-[18]. However, 
in these applications, the analysis is usually at the micro level, that is to say, at the hospital level. The objective 
is then to evaluate the performance of a hospital in comparison to others [16]. This comparison is sometimes 
made depending on the status: not-for-profit versus for profit private organizations [17] [18]. It also happens to 
compare, according to their seniority, the practice of physicians within the same hospital [19].  

Our study differs from previous at least on two points: 
1) Our analysis is at a more macro level since we compare different countries’ health systems, and not within 
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the same country. We seek to build an international production frontier in the health sector. For each country, we 
consider all hospitals as a single production unit. 

2) In addition, this study is, to our knowledge, one of the first uses of the DEA method to compare health sys-
tems of countries in sub-Saharan Africa. 

The rest of this article is organized as follows: Section 2 is devoted to the presentation of the DEA method. In 
Section 3, we present our results of the evaluation of the technical efficiency of the health systems of 35 coun-
tries of sub-Saharan Africa. Thus evaluated, the efficiency depends on the specific environment of each country. 
To provide explanatory elements of the efficiency scores of the different countries, we establish a relationship 
between the level of efficiency and certain strategic or environmental variables. Our concluding remarks are 
provided in Section 4. 

2. Methodology 
We apply DEA to assess the performance of health systems of 35 countries in sub-Saharan Africa. In this section, 
we first present the DEA and then describe our data and variables. 

2.1. The DEA Method 
DEA is a non-parametric method initially developed by [20] to evaluate the relative efficiency of the decision 
making units (DMU) of non-profit institutions, or of the public sector which use a group of similar inputs to 
produce a group of outputs. The DEA method measures the efficiency of a DMU “o” compared with the set of 
“n” DMUs in a given sample. The aim is to establish a level of relative efficiency θ (0 ≤ θ ≤ 1) for each DMU by 
comparing its input and output quantities with those of other DMUs.  

The efficiency in DEA can be characterized in two ways: the input orientation which supposes a minimization 
of inputs for a given level of outputs and the output orientation which assumes a maximization of the outputs for 
a given level of inputs. It’s also possible to consider constant or variable returns to scale. Our analysis is based 
on the input minimization model with the assumption of variable returns to scale. 

Indeed, minimizing inputs seems appropriate because: 
1) One considers that, as in the case of public services, the services provided by the state to citizens are ex-

ogenous. 
2) Resource utilization by the countries studied is generally carried out in a difficult budgetary situation. 
3) Based on our data, input values are more dispersed than those of outputs. Therefore, minimizing inputs 

should allow better discrimination of efficiency scores of countries’ health system. 
Besides, the assumption of variable returns to scale can be justified by the fact that it is more general, but also 

because of our data. Indeed, it's difficult to identify scale inefficiencies in aggregate data as is the case in this 
study. See [21] for a full discussion of the DEA methods. 

The model we have estimated is formally expressed below. All annotations are adopted from [21] and [22]. 

,minθ λθ                                        (1) 
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where DMUo represents one of the “n” DMUs under evaluation. xio and yro are respectively the ith input and the 
rth output of the DMUo. s = the number of outputs produced by the DMU; m = number of inputs. θ* (minθ) is a 
scalar which represents the score of the technical efficiency allotted to the unit under evaluation and is inter-
preted as the coefficient of the production level attained by the latter. λ is a weighting allotted to DMUs which 
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helps to determine the envelope formed by efficient DMUs (θ = 1). 

2.2. Describing the Sample and the Variables 
Our data come from the World Bank database [23]. It covers the 1990-1999 periods and involves 35 countries in 
sub-Saharan Africa. 

With aggregated data as ours, we choose as outputs: life expectancy at birth, infant mortality per thousand 
births and the mortality rate for children under five. These are also some of the outputs generally considered to 
calculate composite indices measuring the performance of health systems like that of the World Health Organi-
zation (WHO, 2000) or of the UNDP (HDI, HPI). 

Regarding inputs, like many other authors [16] [17] [19] [22], we distinguish between labor inputs and capital 
inputs. The Labor is measured by the number of doctors per 1000 inhabitants. The capital stock is represented by 
the number of hospital beds per 1000 inhabitants and health expenditures per capita. 

To check the sensitivity of our results, we analyze three specifications of the DEA model obtained by different 
combinations of inputs and outputs (Table 1). The first two specifications differ only on the outputs. In the first 
model (DEA1), life expectancy at birth and mortality rates of children under five were selected as outputs. In the 
second model (DEA2), only infant mortality per thousand births was selected as output. Finally, in the third 
model (DEA3), we select health expenditures as single input. 

In the next section, we present the results obtained from these different DEA specifications. 

3. Results 
First, we present the efficiency scores of the three DEA specifications. Next, like several other authors (e.g. [24] 
and [25]) we use, in a second stage, a Tobit regression to analyze the impact of some exogenous factors on the 
DEA efficiency scores.  

3.1. The Efficiency Scores 
The efficiency scores are shown in Table 2. They were calculated using DEAP software developed by [26]. The 
complement to 1 of each efficiency score represents the possible proportional reduction of inputs without any 
reduction of the output levels. In other words, a country that gets a 90% efficiency score can reduce 10% of its 
health inputs while maintaining its health outputs at the same level. In light of Table 2, we see that the efficiency 
scores are sensible to the DEA model specifications. Indeed, with DEA1 and DEA2 models, we observe an av-
erage efficiency score around 80%. It’s only 72% with DEA3. With DEA1, 14 countries out of 35 reach a 
maximum efficiency of 100%. Seven countries are declared efficient with DEA2 and only four countries are 
found efficient with DEA3 model specification. These declared efficient health systems constitute the frontier or 
the comparison reference for the other countries’ health system. It is noted, however, that only two countries are 
found efficient regardless of the type of DEA model specification. Both are countries located in Southern Africa, 
namely Zambia and Zimbabwe. 

3.2. The Determinants of the Efficiency Scores of Countries’ Health System 
The observed efficiency scores reflect not only management errors, but also the environmental factors of each 
country. In what follows, we will try to establish a relationship between the efficiency scores and a number of 
structural variables associated with each country. 

 
Table 1. Inputs and outputs of the three different DEA specifications.                          

 Inputs Outputs 

DEA1 1) Number of doctors per 1000 inhabitants 
2) Hospital beds per 1000 inhabitants 

1) Life expectancy at birth  
2) Mortality rate of children under five 

DEA2 1) Number of doctors per 1000 inhabitants 
2) Hospital beds per 1000 inhabitants 1) Infant mortality per thousand births 

DEA3 1) Health expenditures per capita 1) Life expectancy at birth  
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Table 2. The efficiency scores.                                                       

Countries 
Model 1 (DEA1) Model 2 (DEA2) Model 3 (DEA3) 

Scores Rank Scores Rank Scores Rank 

Benin 1.000 1 0.739 20 0.660 22 

Botswana 0.377 35 0.453 32 0.440 33 

Burkina Faso 0.834 20 0.799 17 0.796 12 

Burundi 0.699 29 0.838 13 0.796 12 

Cameroon 0.776 23 0.584 30 0.584 27 

Central African Republic 0.600 33 0.755 19 0.727 17 

Chad 0.793 22 0.803 16 0.766 15 

Comoros 1.000 1 0.463 33 0.462 32 

Democratic Republic of Congo 0.639 31 0.648 27 0.645 25 

Congo 0.609 32 0.675 25 0.675 20 

Côte D’Ivoire 0.715 27 0.869 12 0.842 9 

Djibouti 0.725 26 0.827 14 0.827 10 

Ethiopia 0.659 30 0.874 11 0.789 14 

Gabon 0.818 19 0.637 28 0.637 26 

Gambia 0.730 25 0.614 29 0.569 29 

Guinea 0.709 28 0.780 18 0.728 18 

Guinea Bissau 0.850 18 0.963 10 0.963 6 

Kenya 0.499 34 0.579 31 0.576 28 

Madagascar 1.000 1 0.712 22 0.682 19 

Malawi 0.902 16 1 .000 1 1.000 1 

Mali 1.000 1 1.000 1 0.911 7 

Mauritania 1.000 1 0.710 23 0.669 21 

Maurice 1.000 1 0.154 35 0.145 35 

Mozambique 0.805 21 1.000 1 1.000 1 

Niger 1.000 1 1.000 1 0.898 8 

Nigeria 0.739 24 0.671 26 0.652 24 

Rwanda 0.867 17 0.983 9 0.981 5 

Sao Tome 1.000 1 0.384 34 0.380 34 

Senegal 1.000 1 0.725 21 0.550 31 

Sudan 1.000 1 0.682 24 0.557 30 

Tanzania 0.931 15 0.995 8 0.800 11 

Togo 1.000 1 0.811 15 0.658 23 

Uganda 1.000 1 1.000 1 0.762 16 

Zambia 1.000 1 1.000 1 1.000 1 

Zimbabwe 1.000 1 1.000 1 1.000 1 

Average score 0.837 - 0.764 - 0.718 - 
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The literature distinguishes five main categories of factors that could affect inefficiency in the health system 
of a country ([6] [8] [9] [27]-[29]). These are: 

1) Economic variables. These include, among others: 
a) The level of economic development as measured by real income per capita calculated assuming purchasing 

power parity. Indeed, a high income should lead to improved efficiency of the health system. However, it should 
be noted that the influence of income on health is not as straightforward. It passes through the consumption of 
goods affecting health (nutrition, hygiene, medical care, education, etc.) The empirical relationship may there-
fore seem mixed if one also introduces in the regression the variables that characterize the level of consumption 
of these goods. 

b) The extent of poverty and income inequality. Since the poor have limited access to health services, it is ex- 
pected a positive relationship between inefficiency and the extent of poverty. Similarly, it would be legitimate to 
think that an unequal income distribution would correspond to a worse health conditions. However, difficult to 
quantify, the concepts of poverty and inequality are suffering from a lack of universally accepted rigorous defi-
nition. Furthermore, there is an abundance of potential indicators for these two related phenomena. As to poverty, 
because of the lack of satisfactory indicators, either the human poverty index (HPI) or the percentage of the la-
bor force employed in agriculture is used, assuming that the majority of poor are in rural areas. As to inequality 
in income distributions, the Gini index is often chosen as the relevant explanatory variable. 

2) The social and health environment variables. It is assumed that there is a link between the risk of infectious 
diseases and the quality of the health environment. The frequently used indicators are either the percentage of 
the population with access to safe water supply or those with access to sanitation services. It is expected a nega-
tive correlation between these variables and inefficiency. 

3) The parental education. The positive effect of this factor, especially women’s education, was emphasized 
by Caldwell [27]. Indeed, a higher parent education leads to better child nutrition, finer use of health services 
and greater attention to hygiene. As variables to characterize the instruction, one retains either the literacy rate or 
the enrollment rate. The most likely hypothesis is that a low level of literacy or schooling is associated with a 
low efficiency. 

4) The demographic variables. In this case, one often uses the density of the population. The expected rela-
tionship between this variable and inefficiency is not a priori obvious. For developing countries, particularly in 
Africa, two other indicators are used: the percentage of the population below 15 years or below five years. The 
latter is more relevant because the majority of deaths in Africa occur before the age of five years. So there 
should be a positive relationship between this percentage and inefficiency. 

5) The nature of the political regime. According to the UNDP [30], democratic regimes achieve higher health 
outcomes than dictatorial regimes. One often used variable is the Gastil index of civil liberties and political 
rights provided by the Freedom House. 

Taking into account the availability of data, we estimate the following Tobit model: 

( ) 0 1 2 3 4Ln 1 EFF HPI WATER EDU DENSi i i i i iα α α α α ε= + + + + +                  (6) 

where, for country i, EFF = DEA efficiency scores. HPI = the UNPD Human Poverty Index. WATER = percen- 
tage of the population without access to safe water supply. EDU = the UNPD Education Index. DENS = density 
of the population. 

The results are shown in Table 3. 
We observe from Table 3 that the best results, in terms of the significance of the coefficients, are obtained 

from DEA2 and DEA3 models. Our comments below relate solely to these two models. 
We obtain a surprising result with respect to the economic variable used, which is the poverty index (HPI): an 

inverse relationship between poverty and inefficiency. This somewhat contradictory result is also obtained if we 
replace HPI by real GDP per capita. Indeed, we found a positive relationship between GDP and inefficiency: it 
may be possible to spend abundant resources on health while getting very bad results [30]. A more plausible ex-
planation is that the very poor countries are condemned to manage better their health system because they have 
no other choice. Besides, starting from zero, the relatively limited resources devoted to health can only seem to 
improve outputs, such as infant mortality. 

The health-related variable has the expected sign, but is not significant. The higher is the percentage of the 
population without access to improved water sources, the greater is the inefficiency. 
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Table 3. A Tobit model of the determinants of the efficiency scores of coun-
tries’ health system.                                                     

 Model 1 (DEA1) Model 2 (DEA2) Model 3 (DEA3) 

HPI 
−0.076331 −0.19393*** −0.20802*** 

(−1.5169) (−3.8182) (−4.1145) 

WATER 
−0.034047 0.018964 0.018635 

(−0.23926) (1.3866) (1.3857) 

EDU 
−6.1215** −7.8596*** −9.2490*** 

(−2.0593) (−2.7848) (−3.3037) 

DENS 
−0.0099076 0.0033546* 0.0035947* 

(−0.51426) (1.8016) (1.9381) 

CONSTANT 
6.7812*** 12.023*** 13.753*** 

(2.0656) (3.7200) (4.1224) 

***, **, * represent significant coefficients at the 1%, 5% and 10% level respectively. 
 

Our results confirm the role of education as a determinant of efficiency. Indeed, when the level of education 
rises, the inefficiency decreases. 

Finally, with respect to the demographic variable DENS, we found a positive relationship with the ineffi-
ciency. A high density leads to an increased inefficiency. 

4. Conclusions 
Using published data covering the 1990-1999 period, this paper assessed the efficiency of 35 sub-Saharan coun-
tries’ health system using the non-parametric technique of DEA. We found that the average efficiency estimates 
of the countries health system varied from 72% to 84% depending on the combination of inputs and outputs that 
were considered. 

We go beyond this purely descriptive aspect by seeking to identify the factors that can explain the efficiency 
scores. Our results show that low density of population and the education level contribute to the efficiency of the 
health system. 

To our knowledge, this is one of the first studies using DEA approach to analyzing the efficiency of the health 
system of countries in sub-Saharan Africa. Additional studies are necessary to understand better and improve the 
health system of these countries. For example, it would be interesting to extend this study over a longer period. 
This extension would analyze several sub-periods in order to see the evolution and performance of the health 
systems. One might also want to make a comparison with other regions. Successful policies of certain countries 
or regions can inspire others.  
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Abstract 
The main activities in project portfolio allocation management are selecting the right project 
components given a strategy. It is crucial to establish a scientific system of evaluation indexes to 
guarantee the closeness between strategy and project portfolio allocation optimally. With organi-
zations growing in sizes, the functions and objectives of project components are becoming more 
and more different. It is necessary to set evaluation indexes of the degree of closeness from the 
perspectives of financial, market share, social effects, and so on according to the strategy-oriented 
process of project portfolio allocation. This paper proposes a project portfolio allocation process 
under strategic orientation and evaluation indexes of the degree of closeness between strategy 
and project portfolio allocation. This will help projects managers make portfolio allocation deci-
sions. 

 
Keywords 
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1. Introduction 
In the information era, with the growing competition in the market, project portfolio management (PPM) has 
become an effective means to enhance the competiveness of enterprises. In particular, project portfolio alloca-
tion (PPA) has been given more and more attention from industry experts and academic scholars because it can 
effectively help implement an organization’s strategy. 

PPA problems typically consist of resources allocation and schedule optimization. Many works emphasize the 
importance of resource allocation. The resources allocation problem is dynamic which should solve the large 
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scale instances for a variety of resource allocation problems when we try to develop optimization models [1]. [2] 
considers the problem of multi-project resource allocation as a multi-channel queuing system and use language 
like GPSS to solve this problem. As same as the traditional projects, the resources allocation problem is also one 
of the most important problems in software project portfolios, and the systematic approach called the Best-Fitted 
Resource (BFR) methodology which considers complete skill sets of candidates can assign resources to tasks 
effectively [3]. In a multi-project matrix environment, the conflicts of resource allocation occur not only among 
different projects, but also among different activities even from the same project. A corporation will achieve 
higher organizational performance only if all of managers agree upon the resource allocation policy and try their 
best to implement it [4]. 

As one of the most important aspects of PPA problem, project scheduling for project portfolio management 
becomes more significant than ever before. Many scholars have thoroughly studied the project scheduling prob-
lem. Many of those models have been built to optimize this problem considering the scheduling process for a 
specific period only or at period one [5]-[7]. [8] addresses multi-project scheduling in a critical chain problem. 
In this paper, a multi-objective optimization model has been proposed and used to generate alternative schedules 
based on the importance of different projects and objectives [8]. Many other models are proposed to present the 
relationship between resources allocation and schedule optimization, which try to find the most optimal ap-
proach for solving the resource-constrained project scheduling problem [9]-[11]. The resource-constrained pro-
ject scheduling problem (RCPSP) with a fixed date for every activity has the objective to complete the task in 
quality within the established deadline [12]. In the resource-constrained project scheduling problem, it is re-
quired to restart a fixed setup time while an activity is began, all of activities are interrelated by finish to start 
type precedence relations with the time lag of the minimum [13]. In order to effectively tackle the resource- 
constrained project scheduling problem, two alternative approaches, FLP and PABC, have been proposed and 
applied into measure the relationship between resource and project scheduling, also the effectiveness of these 
approaches for RCPSP are showed by a series of computational experiments [14]. 

We can see the followings from the existing literature. The studies on the topics of PPA, including resources 
allocation, schedule optimization and RCPSP, have made great contributions to enhance organizational competi-
tiveness, but they have rarely analyzed the evaluation indexes. As a result, the degree of closeness strategy and 
PPA cannot be scientifically measured. In this paper, we will propose a process model to analyze the relationship 
between strategy and PPA firstly. Then we will try to propose a system of evaluation indexes of the degree of 
closeness on the basis of the process model.  

This paper is structured as follows. We propose a process model for PPA in Section 2. In Section 3 we will 
propose the system of evaluation indexes of the degree of closeness. The final section provides the conclusions. 

2. PPA Process Based on the Degree of Closeness to Strategy 
This section introduces the traditional PPA process firstly. In order to combine with organizational strategy, this 
section also puts forward a PPA process based on its degree of closeness to strategy. 

2.1. Traditional PPA Process 
The process of traditional PPA is divided into four stages: concept, feasibility study, selection and implementa-
tion [15], which is shown in Figure 1: 

1) Concept stage of PPA 
In this stage, the main work is to prepare project proposals, which will analyze the necessity of the project to 

be implemented. In order to prepare project proposals, the market analysts, technicians and manager should 
analyze the impact of the project being implemented on other ongoing projects. 

2) Feasibility study stage of PPA 
Organization’s situation and strategic objectives, analysis the superiority of the proposed projects in the first 

stage from the aspects of risk/benefit, the project capacity (e.g., implementation capacity, financial capacity, 
technical capacity, management capacity), and technical superiority and competitive barriers will provide a ref-
erence to select the components of PPA. 

3) Component selection stage of PPA 
Based on the result of feasibility study in the second stage, all project components and configured tentatively. 

Previous project experience describing the degree of closeness between project components and organization’s  



L. B. Bai, S. J. Bai 
 

 
40 

Concept stage of project 
portfolio allocation 

Feasibility Study stage of 
project portfolio 

allocation

Component selection 
stage of project 

portfolio allocation

 Implementation
stage of project portfolio 

allocation

Market 
analysts

Technicians,
Managers

Risk / 
return

Organizational 
capacity

Barriers to 
competition

Technical 
advantages

Organizational
 strategy

Component 
Function

Strategic 
sub-goals

Organizationa
l resources

Components 
intrinsic relationship

Portfolio allocation 
control

Portfolio allocation 
closeout  

Figure 1. Four stages of traditional PPA.                                                                     
 
strategic objectives are utilized. The best project components are selected and a trial allocation is formed. The 
most important work in this stage is to make sure the trial allocation meets organizational resource constraints 
and internal relationships among components.  

4) Implementation stage of PPA 
Implementation stage is the main part of PPA, including portfolio allocation implementation, allocation ad-

justment and optimization. How to allocate the components? How to implement the priority components and 
how to implement the component issues? These are the key issues in this stage. With these issues, organizers 
analyze variations and the reasons for them in the process of implementation, develop and implement appropri-
ate corrective measures to optimize the allocation of portfolio solutions to ensure the PPA is aligned with the or-
ganization’s strategy during the process of project portfolio implementation. 

2.2. PPA Process Based on the Degree of Closeness to Strategy 
The biggest difference between the PPA process based on the degree of closeness to strategy and traditional PPA 
process is the former takes into account the organization’s strategic influence on portfolio, which subdivides or-
ganization strategy in details and makes it loaded with each project to be implemented. Therefore, a reasonable 
PPA process would become the primary guarantee that the organization’s strategic objectives are to be achieved. 

In this section, organization strategy will be decomposed to optimize traditional project portfolio process. On 
this basis, the process of PPA for the degree of closeness to strategy has been proposed, which is shown in Fig- 
ure 2. 

In Figure 2, the strategic target has been divided into two major parts: the financial and the non-financial 
strategic targets. The PPA process based on the degree of closeness to strategy is as below. 

1) Build the collection of alternative projects 
The collection of alternative projects is based on the need of the development of enterprises. Managers collect, 

collate, analyze and improve the information on the projects which will likely bring new opportunities for orga- 
nizational development, generate synergies among projects in terms of costs, expected returns, client satisfaction, 
risk, organizational conditions, internal human resources, hardware and software. Managers also analyze the 
state of the implemented project components, put the projects which meet the organization’s strategic objectives 
and development needs into a same collection, and build a “project pool” under the guidance of the strategy.  

2) Alternative project evaluation 
The steps for detailed implementation in this stage are as follows. 
a) Collect the information on the projects to be implemented: analyze the possibility of projects by collecting 

and organizing the information and data. 
b) Evaluate the projects to be implemented: evaluate the projects from the aspects of financial, non-financial 

and the degree of closeness to strategy, group the projects which meet financial and non-financial constraints 
into a “project pool”. For those projects which cannot meet financial and non-financial constraints but meet the 
strategic needs, they can also be grouped into the “project pool” to ensure the PPA is close to strategy. All other 
remaining projects are then removed. 
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Figure 2. PPA process based on the degree of closeness to strategy.                         

 
3) Project portfolio allocation 
The ultimate goal of PPA models is to ensure all the project components to be implemented can achieve the 

best selection and the optimal allocation in the organization. Senior management, experts and stakeholders par-
ticipate in project evaluation and feasibility studies at this stage of PPA selection to make sure the components 
bearing the organization’s strategy effectively. At the same time, meta-analysis and feedback of the portfolio al-
location process are used to enrich and complement the content of project information database, which will 
support the next stage of PPA. 

2.3. The Advantages of the PPA Process Based on the Degree of Closeness to Strategy 
Traditional division of portfolio allocation process is based on the PPA’s implementation phase, which overem-
phasizes the evaluation of project portfolio components. However, it does not take strategy into account causing 
the process to deviate from the strategy. Due to the lack of scientific management allocation tools and process 
implementation guidance, most organizations still use the single project management approach to managing the 
portfolio allocation. It will bring a strong randomness in the process of project portfolio selection and portfolio 
allocation in this kind of management pattern. This is a very important flaw. Consequently, the managers cannot 
allocate the resources at the level of organization’s strategic objectives. The PPA process based on the degree of 
closeness is designed to solve this problem. This process is based on the decomposition of the strategic objec-
tives effectively which means each allocation component is able to undertake a sub-strategic objective and real-
ize the organization strategy effectively. Meanwhile, this process can combine with organizational changes and 
the competition of market environment and dynamically adjust the allocation component so that it can keep a 
high degree of closeness to strategy. 

Compared with traditional allocation process, the advantage of PPA process based on the degree of closeness 
is that it has created a virtuous cycle between strategy and project portfolio management, which help achieve the 
organization strategy by project management. Through the layers of tissue segmentation strategy, building stra-
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tegic objectives at different levels (enterprise level, portfolio level, functional level) to achieve a level of com-
mitment to the strategic objectives division project components; at the same time, in the implementation of the 
project portfolio allocation process, strategic organizational layers of sub-goals for project implementation can 
be achieved in accordance with the organization during the project portfolio allocation strategies for the imple-
mentation of the management objective dynamic control, ensuring strategic goal of optimization. Therefore, 
based on the portfolio strategy nearness of the configuration process presented in this chapter with respect to the 
traditional configuration process, the organization in achieving strategic objectives, to ensure that organizations 
achieve upgrade cycle has a huge advantage and reasonable. Therefore, the process of PPA built in this section 
has enormous advantages in achieving the sustainable development of organization.  

3. Evaluation Indexes System for the Degree of Closeness between Strategy and  
PPA 

3.1. Principles of Building the System of Evaluation Indexes of the Degree of Closeness  
In order to ensure the validity of the index system, we should follow the following principles. 

1) Dynamic 
This index system should be able to dynamically adjust with the organization strategy adjustment. The weight 

of each index should follow strategic changes, so that it can dynamically and scientifically reflect the relation-
ship between portfolio allocation component and strategy.  

2) Systematic 
In order to ensure the index system is scientific and systematic, we should make a comprehensive analysis of 

the internal relations among various factors during the process of building the index system. This means the in-
dex system should try to achieve the system-wide optimization.  

3) Comparability 
This evaluation index system is for all organizations and all project components. Therefore, it must be across 

various types of enterprises to achieve the quantitative comparison.  
4) Relative independence 
This principle means each index in this system should keep independent to prevent redundancy.  

3.2. Construction of the System of Evaluation Index for the Degree of Closeness 
As Figure 2 shows, the strategic target has been divided into financial and non-financial strategic targets. Finan-
cial objectives are mainly used to measure the progress of achieving strategic objectives and are familiar to 
managers. However, using the financial indexes only is insufficient. It is necessary to use non-financial indexes 
for auxiliary measurement and calculation. There are lots of non-financial indexes used to measure the degree 
organization’s strategic objectives achieved. We can group the non-financial indexes into six categories [16]: 
customer satisfaction, strategic goals advantage, organizational growth, technical superiority target formation, 
risk avoidance capability and social reputation. On the basis of these categories, this paper incorporates strategy 
into the area of evaluation indexes. Subdividing the non-financial indexes into this sub-index according to the 
management indexes by Standardization Project Management Institute [17], we obtain the system of evaluation 
indexes of the degree of closeness between strategy and PPA, as shown in Table 1. 

3.3. Optimization of Evaluation Indexes of the Degree of Closeness between Strategy and  
PPA  

In the Section 3.2, this paper has initially constructed evaluation indexes system for the degree of closeness be-
tween strategy and PPA from the aspects of financial index, customer satisfaction, strategic objectives, organiza-
tion growth, the advantage of technical advantages, the ability to avoid the risk and social reputation. However, 
this index system is based on the improvement of the existing literature and its scientific validity cannot be 
guaranteed. To solve this problem, it is necessary to optimize the index system. In this paper we invited 10 ex-
perts in the area of project management form the PMRC (Project Management Research Committee). We use the 
expert assessment method to achieve optimal allocation index system of strategy upgrade. The process of this 
optimization is shown as below. 

1) Sort out the evaluation indexes of the degree of closeness which need to be studied, then distribute the  
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Table 1. Evaluation indexes of the degree of closeness between strategy and project portfolio allocation.                      

Financial  
Indexes 

NPV 

Return on investment 

Payback period 

Capital turnover 

Financing methods 

Inventory turnover 

Profit rate 

n-financial  
indexes 

Customer satisfaction  Technical superiority target formation 

1) Customer relationship evaluation value for strategic results;  
2) The strategic results to customers effects;  
3) The degree of satisfaction of customer expectations;  
4) Customer loyalty;  
5) Lost customer return rate. 

1) Technology leadership degree;  
2) Architecture consistency;  
3) The adoption of new technology achievements;  
4) The technology can be solid;  
5) The technical maturity and reliability;  
6) A number of patents and property rights.  

Strategic goals advantage Risk avoidance capability 

1) Fitness of strategic objectives and business development;  
2) The degree of strategic objectives can be broken down;  
3) The image of the product enhanced;  
4) The degree of corporate reputation enhanced;  
5) The competitiveness of the enterprise market enhanced.  

1) Identification of risk factors complete degree;  
2) A reasonable degree of risk to the organization;  
3) Timeliness and effectiveness of risk measures;  
4) The risk of handling scientific;  
5) The accuracy of risk prediction.  

Organizational growth Social reputation 

1) Professional training capability;  
2) Employee satisfaction;  
3) Enhance organizational project management maturity;  
4) The members of the organization to enhance collaboration 

capabilities earnings;  
5) Integration and sharing of resources to bring;  
6) The optimization of the management process.  

1) The degree of organization of social responsibility;  
2) The organization of social appeal;  
3) Good public relations degree;  
4) QOS reputation;  
5) The social image recognition;  
6) The preference of product for the customer. 

 
evaluation forms to invited experts, ask them to sort all indexes in this system according to the importance, 
ranging from 1 to 10. If the experts believe that there is a need to add or delete an indicator, they can also state 
that. The basic format of the table is shown in Table 2: 

2) Recycle and sort out the experts’ advice, set the weight of experts’ advice according to the reputation of the 
experts in the area of this research, management experience and their published literature. This paper only takes 
the financial indexes as an example to analyze the experts’ advice due to page limit. The summarization of ex-
pert’s opinions on financial evaluation indexes of the degree of closeness between strategy and project portfolio 
allocation is shown in Table 3:  

3) Comprehensive value of evaluation indexes of the degree of closeness between strategy and PPA 
According to Table 3, we can calculate the comprehensive evaluation value of each sub-index by using the 

weight sum method. If the comprehensive evaluation value 5
nIV < , which means the index nI  has little effect 

on the strategic and portfolio allocation, then nI  will be deleted from the system of evaluation indexes. Take 
the NPV as a case, it is easy to calculate the comprehensive value 

1I
V :  

1
0.08 9 0.12 7 0.15 5 0.05 3 0.09 8 0.13 7 0.08 6 0.15 9 0.09 8 0.06 4

    6.27
IV = × + × + × + × + × + × + × + × + × + ×

=
 

Similarly, we can get the comprehensive evaluation value of other indexes. The results are shown in Table 3. 
4) Index optimization 
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Table 2. Table of consultation for evaluation indexes.                                         

Indexes 1I  2I  3I  ······ nI  

Evaluation value      

Other comments      

Note: In represents the nth index to be optimized in the evaluation indexes system. 
 
Table 3. Summarization of expert’s opinions on financial evaluation indexes of the degree of closeness between strategy and 
PPA.                                                                                                   

             Index 
Expert weight 

NPV 1I  
return on  

investment 2I  
payback  

period 3I  
capital  

turnover 4I  
Financing  

methods 5I  
Inventory  

turnover 6I  Profitrate 7I  

0.08 9 6 5 4 6 5 8 

0.12 7 6 9 7 8 6 7 

0.15 5 5 7 6 6 7 8 

0.05 3 4 7 2 8 5 6 

0.09 8 6 3 5 5 4 5 

0.13 7 5 8 4 8 3 6 

0.08 6 6 9 8 8 7 8 

0.15 9 5 7 9 9 6 7 

0.09 8 4 3 5 8 5 6 

0.06 4 5 9 6 6 3 5 

Comprehensive  
value 

nIV  6.27 4.9 6.22 4.82 6.82 4.72 6.33 

 
As shown in Table 3, the comprehensive evaluation values of other indexes are 6.27, 4.9, 6.22, 4.82, 6.82, 

472, 6.33. We delete the indexes with the comprehensive value less than 5. We then can obtain the new financial 
evaluation indexes of the degree of closeness between strategy and PPA: financing methods, payback period, 
return on investment, profit rate. Using the same approach, we can obtain results of evaluation indexes of the 
degree of closeness between strategy and PPA after optimization. This is shown in Figure 3. 

4. Conclusion 
According to the project portfolio allocation process under strategic orientation, this paper proposes a PPA proc-
ess for the degree of closeness based on the introduction of traditional PPA process. In order to ensure the scien-
tific validity of the index system, we introduce the principles for building the system of evaluation indexes, then 
tentatively construct the system of evaluation indexes of the degree of closeness between strategy and PPA from 
the aspects of financial index, customer satisfaction, strategic objectives, organization growth, the advantage of 
technical advantages, the ability to avoid the risk and social reputation. However, this index system is based on 
the improvement of the existing literature, so its scientific validity cannot be guaranteed. In order to solve this 
problem, this paper employs optimization. Finally, this paper proposes a new system of evaluation indexes of the 
degree of closeness between strategy and PPA. This new system has enormous advantages in achieving the sus-
tainable development of organizations. In short, the system of evaluation indexes proposed in this paper not only 
rectifies the weaknesses and deficiencies in previous studies of PPA, but also makes a great contribution to 
helping the manager find the best project portfolio allocation from the set of projects to be implemented. 
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Figure 3. The system of evaluation indexes of the degree of closeness between strategy and PPA after optimization.          
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