
American Journal of Molecular Biology, 2012, 2, 32-41                                                      AJMB 
http://dx.doi.org/10.4236/ajmb.2012.21004 Published Online January 2012 (http://www.SciRP.org/journal/ajmb/) 

Intergenic subset organization within a set of 
geographically-defined viral sequences from the 2009 
H1N1 influenza A pandemic 

William A. Thompson1*, Joel K. Weltman2#* 
 

1Division of Applied Mathematics and Center for Computational Molecular Biology, Brown University, Providence, USA 
2Department of Medicine, Alpert/Brown University School of Medicine, Providence, USA 
Email: william_thompson_1@brown.edu, #joel_weltman@brown.edu 
 
Received 5 October 2011; revised 2 December 2011; accepted 10 December 2011 

ABSTRACT 

We report a bioinformatic analysis of the datasets of 
sequences of all ten genes from the 2009 H1N1 influ- 
enza A pandemic in the state of Wisconsin. The gene 
with the greatest summed information entropy was 
found to be the hemagglutinin (HA) gene. Based upon 
the viral ID identifier of the HA gene sequence, the 
sequences of all of the genes were sorted into two sub- 
sets, depending upon whether the nucleotide occupy- 
ing the position of maximum entropy, position 658 of 
the HA sequence, was either A or U. It was found that 
the information entropy (H) distributions of subsets 
differed significantly from each other, from H distri- 
butions of randomly generated subsets and from the 
H distributions of the complete datasets of each gene. 
Mutual information (MI) values facilitated identifica- 
tion of nine nucleotide positions, distributed over se- 
ven of the influenza genes, at which the nucleotide 
subsets were disjoint, or almost disjoint. Nucleotide 
frequencies at these nine positions were used to com- 
pute mutual information values that subsequently 
served as weighting factors for edges in a graph net- 
work. Seven of the nucleotide positions in the graph 
network are sites of synonymous mutations. Three of 
these sites of synonymous mutation are within a sin- 
gle gene, the M1 gene, which occupied the position of 
greatest graph centrality. It is proposed that these 
bioinformatic and network graph results may reflect 
alterations in M1-mediated viral packaging and exte- 
riorization, known to be susceptible to synonymous 
mutations. 
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1. INTRODUCTION 

It is important to elucidate the functional organization of 
the influenza virus in terms of molecular bioinformatics 
[1]. We report here an analysis of the information en- 
tropy (H) in the 10 genes of the 2009 pandemic H1N1 
influenza A virus from Wisconsin, USA. These viral 
sequences form a well defined set that has been corre- 
lated to the clinical severity of disease and to the rate of 
hospitalization [2]. In the present study, the viral se- 
quence ID identifiers for one influenza gene, the hemag- 
glutinin (HA) gene, was used as a basis for sorting the 
sequences of all the other genes into subsets. The HA 
gene was found to be the gene of maximum entropy; the 
nucleotide position of maximum entropy in the gene of 
maximum entropy was used as the basis for a strategy for 
bisection of the set of sequences of each gene into sub-
sets. Mutual information values facilitated the analysis of 
organization of mutations in the subsets on the intergenic 
level. 

2. MATERIALS AND METHODS 

Nucleotide sequences of the protein coding regions of 
the genes of H1N1 influenza viruses isolated in Wiscon- 
sin during the 2009 pandemic were downloaded from the 
NCBI Influenza Virus Resource Database [3] on July 27, 
2011 (number of sequences in parentheses after desig- 
nated gene): PB2 (318), PB1 (324), PA (331), HA (333), 
NP (329), NA (323), M1 (328), M2 (332), NS1 (331), 
NS2 (332). All sequences in the dataset were from vi- 
ruses s obtained from human patients in Wisconsin be- 
tween April 28, 2009 and December 17, 2009. All se- 
quences were full-length and from the FLU project. The 
nucleotides of the influenza virus genes are referred to in 
this report with the nucleotide positions relative to the 
5’-terminus of the mRNA. 

Computations, except for mutual information, were per- 
formed with Python 2.6.4 [4] with SciPy 0.7.1[5], Numpy 
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1.3.0, matplotlib [6] and Networkx [7]. Information en-
tropy was computed according to Shannon [8]. The re-
ported zscore probabilities are two-tailed. Zscores were 
calculated using the standard deviation of the counts 
from 1000 pseudorandom trials. Mutual information (MI) 
was computed from sequence counts with R version 
2.13.1 (The R Foundation for Statistical Computing) 
using the “entropy” package [9]. 

The set of nucleotide sequences of each of the 10 in-
fluenza genes was bisected into two subsets, A658 and 
U658, depending upon the nucleotide occupying position 
658 of the HA gene. 

3. RESULTS  

The total information entropy (H) for each of the 10 

genes of the pandemic H1N1 Wisconsin virus is shown 
in Figure 1. The total H of the HA gene was signifi- 
cantly greater than the H values for the other genes, ei- 
ther without (t = –27.0163, p = 3.7946e–09) or with (t = 
–25.2976, p = 6.3852e–09) normalization to the length of 
the gene polynucleotide sequence length. The position of 
maximum entropy in the HA gene was located at nucleo- 
tide position 658 (Figure 2). Occupation by two nucleo- 
tides, A and U, accounted for 100% of the HA gene se- 
quences. The nucleotide occupying HA position 658, the 
nucleotide position of maximum entropy in the gene of 
maximum entropy, was used as a basis for sorting the 
nucleotide sequences of all of the genes according to the 
viral ID of the HA gene. 

The set of nucleotide sequences of each gene was bi-  
 

 

Figure 1. Information Entropy (H) of the Genes of the 2009 Pandemic Wisconsin Influenza A Viruses. 
(top) total, summed H for each gene (bottom) total, summed H of each gene normalized to the number 
of nucleotides in that gene. The HA gene is the gene of greatest entropy, both with and without nor-
malization to gene length. 

 

 

Figure 2. Information Entropy Distribution in the HA Gene of Pandemic 2009 
Wisconsin Influenza A Viral Sequences. Information entropy (H) is in bits. The 
frame of each nucleotide position [10] is indicated by color: red (001, third codon 
position), green (010, second codon position) and blue (100, first codon position). 
The nucleotide position of greatest entropy is nucleotide position 658 (numbering 
is 5’-to-3’ on the (+) sense polynucleotide strand). 
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sected into two subsets, A658 and U658, depending upon 
the nucleotide occupying position 658 of the HA gene. 
The relations between entropy values in the A658 and 
U658 subsets of each influenza gene are shown in Fig- 
ure 3. For each of the genes, the entropy values for the 
A658 subset varied from those of the corresponding 
U658 subset. Furthermore, the entropy values varied from 
those predicted for a uniform, random distribution of mu- 
tated sequences. 

The information entropy in all of these genes was ana- 
lyzed by determining mutual information (MI) interac- 
tion at each subset pair. As shown in Figure 4, peaks of 
MI values were detected in the following seven genes 
(nucleotide positions in parentheses): PB2 (position 
2163), HA (position 658), NP (position 1248), NA (posi-
tion 954), M1 (positions 492, 600 and 696), M2 (position 
204) and NS1 (position 367). Subset sequence counts at 
these nine nucleotide positions of these seven genes are 
given in Table 1. 

Table 1 shows the distribution of nucleotides in the 
A658 and U658 gene sequence subsets for each of the 
nine nucleotide positions displaying peak MI values. The 
mean sequence count observed for the predominant nu- 
cleotide, i.e., the nucleotide with the maximum count, in 
the nine A658 subsets was 136.8889 (standard deviation 
= 1.3699). In contrast, the mean for the non-predominant 

nucleotide count in the A658 subsets of genes was 
0.2222 with standard deviation = 0.4157. (KS = 1.0, p = 
5.4128e–05; t = 270.0201, p = 1.0544e–30). The mean 
count for the predominant nucleotide in the U658 subsets 
was 182.5556 (standard deviation = 12.0010). The mean 
count for the non-predominant nucleotide in the U658 
subsets was only 8.1111 with standard deviation = 11.4741. 
(KS = 1.0, p = 5.4128e–05; t = –29.7167, p = 1.9913e–15). 
The zscores for the differences between the predominant 
and non-predominant nucleotide count at each nucleotide 
position in the subsets of the genes were all highly sig-
nificant (p < 2.22E–16 for each of the nine nucleotide 
positions). These results show that the distributions of 
sequence counts at the nine nucleotide positions with 
peak MI values were significantly asymmetric and ske- 
wed. These sequence counts were used to compute mu- 
tual information (MI) at each, and between each, of the 
nine positions (MI values, in bits are in parentheses): 
PB2 (0.9849), HA(0.9802), NP(0.9538), NA(0.6533), 
M1 (0.9788699, 0.9788699, and 0.6814868), M2 (0.6766) 
and NS1(0.9800). The MI values shown are for the self- 
information, i.e., the entropy computed as a mutual in- 
formation [reference 11, equation 2.41]. In all cases, si- 
milar values were obtained for between-position MI pairs 
as were obtained for self-information subset pairs (see 
Supplementary data). Representation of these MI values  

 

 

Figure 3. Relations Between Information Entropy (H) in A658 and U658 Subsets of Each Influenza Gene. H values for the A658 
subset of sequences of each gene are on the abscissas; H values for the U658 subsets of sequences of each gene are on the ordinates. 
Genes are indicated in the lower right corner of each graph. H values for observed subsets are plotted as black circles. H values 
predicted for randomized sequence subsets are indicated by red triangles. The dotted red lines are straight lines with slope = 1 and 
intercept = 0. Entropic nucleotide positions in the A658 and U658 sequence subsets tend to vary from each other orthogonally and 
vary from the uniform entropic nucleotide distributions in randomly generated subsets of the sequences. 
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Figure 4. Mutual Information (MI) within the Genes of the Pandemic 2009 Wisconsin Influenza Viral Sequences. MI was calculated 
at each nucleotide position from the nucleotide counts of the A658 and U658 subsets. The influenza gene is specified in the upper left 
corner of each graph. 
 
Table 1. Nucleotide Counts at Nucleotide Positions Displaying Peak Mutual Information Values. For readability, results for corre- 
sponding subsets of the same gene are similarly colored. The p value for each zscore < 2.22E-16. In each instance, the A658 and 
U658 nucleotide counts account for 100% of the viral sequence counts. 

Gene(Subset) Nucleotide Position Nucleotide A658 Nucleotide Count U658 Nucleotide Count zscore 

PB2(A658) 2163 A 136 0 11.0125 

PB2(U658) 2163 G 0 182 13.4140 

HA(A658) 658 A 139 0 11.8801 

HA(U658) 658 U 0 194 14.0516 

NP(A658) 1248 A 137 1 11.6575 

NP(U658) 1248 G 0 191 13.8349 

NA(A658) 954 C 135 1 11.6029 

NA(U658) 954 U 24 163 9.9306 

M1(A658) 492 A 136 0 11.5724 

M1(U658) 492 G 0 192 14.2882 

M1(A658) 600 A 136 0 11.5269 

M1(U658) 600 G 0 192 14.0458 

M1(A658) 696 C 136 0 11.8238 

M1(U658) 696 U 24 168 10.3594 

M2(A658) 204 G 139 0 11.7157 

M2(U658) 204 A 25 168 10.0706 

NS1(A658) 367 G 138 0 11.8708 

NS1(U658) 367 A 0 193 14.2090 
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as a weighted graph network is shown in Figure 5. Ei- 
genvector centrality values [12] of the genes in the graph 
network are (centrality values in parentheses): M1 (0.5667), 
PB2 (0.37704), HA (0.3770), NP (0.3759), NA (0.3486), 
NS1 (0.2901) and M2 (0.2181). Genes PB1, PA and NS2 
are unconnected, i.e., “isolated”, with eigenvector cen-
trality = 0.0000. 

cant either parametrically (t-test), non-parametrically (K-S 
test) or by z-tests at each subset pair. The nucleotide 
counts were used to compute mutual information values 
for the correlations between all of the 72 pairs formed 
from the nine positions. The mutual information values 
were used for weighting edges in a graph network repre- 
sentation of the mutual information. In the evaluation of 
the organization of this graph network, the node repre- 
senting the M1 gene was the node of greatest centrality 
(Figure 5). This result is especially significant because 
the subsets of gene sequences were formed on the basis 
of the viral ID identifier of the HA gene, not of the M1 
gene. 

4. DISCUSSION 

In the research presented here, a bioinformatic analysis 
was performed on the dataset of viral sequences from the 
2009 H1N1 influenza pandemic in the state of Wisconsin. 
The Wisconsin dataset was chosen for analysis because 1) 
its wavelike kinetics has been shown to be associated 
with separation of the HA gene sequences into A658 and 
U658 subsets (manuscript submitted) and 2) sequence 
counts sufficient for statistical validity are available (see 
Materials and Methods for sequence counts of each gene). 
The present report extends the subset analysis to all of 
the genes of the Wisconsin 2009 pandemic influenza 
virus. Based upon the viral ID identifier of the reference 
HA gene sequence (Figures 1 and 2), the sequences of 
all of the genes in the Wisconsin 2009 H1N1 influenza A 
dataset were sorted into two subsets, depending upon 
whether the reference HA sequence was either A658 or 
U658. It was found that the H distributions of the influ- 
enza gene subset pairs differed significantly from each 
other and from those of randomly generated subsets (Fi- 
gure 3). Determination of MI of the subsets facilitated 
the identification of nine nucleotide positions, distributed 
over seven of the influenza genes (Figure 4), at which 
subset sorting was associated with production of disjoint, 
or almost disjoint subsets of nucleotides (Table 1). The 
sorting of nucleotides at these nine positions produced 
complete, or almost complete, separation of nucleotides 
in the sequence subsets. Differences between nucleotide 
counts in the paired subsets were all statistically signifi-  

The mutations at the nine positions of the influenza 
gene mutual information network are described in Table 
2. Seven of the nine positions are sites of synonymous 
mutations. Three of these sites of synonymous mutation 
are within a single gene, the M1 gene. Edge-weighting 
for these three sites accounts for the high eigenvector 
centrality [12] of the M1 node of the graph network (Fi- 
gure 5). Synonymous mutations in the M1 gene have 
been reported to be associated with influenza viral sub- 
type and host specificity [13]. 

The centrality of the M1 node in the network may re- 
flect the important role that M1 plays [14], in concert 
with other influenza components [15] in the packaging 
and cellular exteriorization of the virus. Moreover, these 
biological functions of the M1 gene, necessary for viral 
production, are known to be susceptible to synonymous 
mutation [15,16]. Thus, results presented here on bioin- 
formatic and network levels may reflect mutation- 
induced alterations in M1-mediated viral packaging and 
exteriorization. Moreover, wave-like behavior of the 2009 
influenza pandemic in Wisconsin may be associated with 
time required for accumulation of the coordinated, syn- 
onymous mutations into the multigenic network. 

 

 

Figure 5. Representation of mutual information interactions among the genes of the pan- 
demic 2009 Wisconsin H1N1 influenza virus as a weighted graph network. Connected genes 
are in blue; unconnected genes are in orange. 
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Table 2. Characterization of mutations in networked gene positions of the wisconsin 2009 pandemic influenza virus. Synonymous 
mutations are in purple. Non-synonymous mutations are in red. 100 = first codon position. 001 = third codon position. 

Gene Nucleotide Position 
Position in 

Codon 
Nucleotides 

(A658, U658) 
Codons 

(A658, U658) 
Amino Acids 
(A658, U658) 

PB2 2163 001 A, G AAA, AAG LYS, LYS 

HA 658 100 A, U ACA, UCA THR, SER 

NP 1248 001 A, G CGA, CGG ARG, ARG 

NA 954 001 C, U UGC, UGU CYS, CYS 

M1 492 001 A, G CAA, CAG GLN, GLN 

M1 600 001 A, G GCA, GCG ALA, ALA 

M1 696 001 C, U GAC, GAU ASP, ASP 

M2 204 001 G. A GUG, GUA VAL, VAL 

NS1 367 100 G, A GUC, AUC VAL, ILE 
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Appendix. Thompson and Weltman, 2011  
Supplementary Data 

Supplementary Figures. Information Entropy (H) 
Distributions in Gene Sequence Sets and in A658 and 
U658 Subsets of the Wisconsin 2009 Pandemic H1N1 
Influenza A Genes. Each gene is identified in the graph 

title. (upper) H distribution for the complete set of 
sequences of a gene (middle) H distribution for the A658 
subset of the gene (bottom) H distribution for the U658 
subset of the gene. H, in bits, is on each ordinate and 
nucleotide position is on each abscissa. Codon positions 
one (frame 100), two (frame 010) and three (frame 001) 
are indicated in blue, green and red. 
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Supplementary Data: Mutual Information  

Supplementary Table: Mutual Information (MI) of 
Wisconsin 2009 H1N1 Pandemic Influenza A. 

Nucleotide positions of the genes are in parentheses. MI 
is in bits.

 
 

 
PB2 

(2163) 
HA 

(658) 
NP 

(1248) 
NA 

(954) 
M1 
(492 

M1 
(600) 

M1 
(696) 

M2 
(204) 

NS1 
(367) 

PB2(2163) 1.0000 1.0000 0.9844 0.8435 1.0000 1.0000 0.8613 0.8563 1.0000 

HA(658) 1.0000 1.0000 0.9846 0.8452 1.0000 1.0000 0.8628 0.8579 1.0000 

NP(1248) 0.9844 0.9846 0.9690 0.8293 0.9844 0.9844 0.8470 0.8423 0.9845 

NA(954) 0.8435 0.8452 0.8293 0.6816 0.8435 0.8435 0.6993 0.6959 0.8446 

M1(492) 1.0000 1.0000 0.9844 0.8435 1.0000 1.0000 0.8613 0.8563 1.0000 

M1(600) 1.0000 1.0000 0.9844 0.8435 1.0000 1.0000 0.8613 0.8563 1.0000 

M1(696) 0.8613 0.8628 0.8470 0.6994 0.8613 0.8613 0.7169 0.7133 0.8623 

M2(204) 0.8563 0.8579 0.8423 0.6959 0.8563 0.8563 0.7133 0.7098 0.8574 

NS1(367) 1.0000 1.0000 0.9845 0.8446 1.0000 1.0000 0.8623 0.8574 1.0000 
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