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Abstract 
Using satellite-based wind and sea surface temperature (SST) observations, linear trend and inte- 
rannual variability of wind stress, turbulent heat flux (Q) and wind stress curl are addressed for 
the Indian Ocean sector of the Southern Ocean (ISO, 0˚E - 155˚E) for the period 2000-2009. The 
analysis reveals that spatial mean of Q varies between 70 and 73 Wm−2 in the austral summer and 
winter, respectively, while the mean wind stress is nearly same at 0.22 Nm−2 for both seasons. The 
anticyclonic curl dominates the ISO, which increases from 0.15 × 10−7 to 0.35 × 10−7 Nm−3 during 
the austral summer. The detrended box-mean time series of Q, wind stress, and wind stress curl 
exhibits a decreasing trend of –6.3 ± 1.6 Wm−2∙decade−1, −0.012 ± 0.004 Nm−2∙decade−1 and −0.48 ± 
0.6 × 10−8 Nm−3∙decade−1, respectively. The Empirical Orthogonal Function (EOF) analysis was car- 
ried out to study interannual variability. EOF-1 of Q captures 25% of the total variance, which 
mimics the austral summer pattern; its time coefficient is highly and negatively correlated with a 
2-month lagged Nino3.4 SST index (r = −0.8 at 95% confidence). EOF-1 of wind stress accounts for 
35% of the total variance and its time coefficient is strongly correlated with the Antarctic Oscilla- 
tion (r = 0.86 at 95% confidence). EOF-1 of wind stress curl captures 15% of the total variance; its 
time coefficient is correlated to the Nino3.4 SST index (r = 0.65 at 95% confidence) with the for- 
mer lagging the latter by two years. The repercussions of the weakening trends of the climatic pa- 
rameters on the air-sea interaction and ocean circulation are highlighted. 
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1. Introduction 
The Southern Ocean (SO) hosts the strongest winds in the world oceans, which facilitates heat, moisture, and 
momentum exchanges between the ocean and atmosphere and forms the largest and important domains of the 
global climate. The air-sea heat fluxes play a paramount role in the redistribution of heat between the tropics and 
poles, thereby influencing the global climate through the meridional [1] and regional climate phenomena [2]. 
Momentum flux into the SO is a crucial for maintaining the eastward flowing Antarctic Circumpolar Current 
(ACC), Ekman pumping, upwelling along Antarctic coast, upper-ocean mixing, and large-scale ocean circula- 
tion. Determining the exchanges of momentum, sensible and latent heat flux (turbulent heat flux, hereafter Q) 
between the SO and atmosphere is vital to understand its role in the global climate system. The water tempera- 
ture in the current remains 2˚C - 3˚C warmer in some parts and 2˚C - 3˚C colder in other parts than the average. 
This zonal wavenumber-2 anomaly pattern moves eastwards as Antarctic Circumpolar Wave (ACW) and takes 8 
- 9 years to circumvent the SO [3]. The ACW exerts a considerable influence on the weather patterns in southern 
Australia, South America and South Africa; the ACW anomalies are also associated with cyclonic activity [4]. 
The ACC facilitates a global transport of mass, heat and momentum, and climate signals from one ocean basin 
to another. The modulation of air-sea fluxes by the influence of the ACC is thus important to understand the va- 
riability of the global climate system, through the global overturning circulation [5]. Positive (negative) sea sur- 
face temperature (SST) anomalies are generated by anomalous latent heat flux, propelled by southward (north- 
ward) meridional wind stress anomalies resulting from geostrophic balance [6]. 

The IO sector of the SO as a whole is anomalous relative to other circumpolar regions in the following ways. 
It exhibits a strong relationship to extrapolar climate and termination of ACW [7] [8]. There is a lack of long- 
term trends in the sea-ice extent [7]. The Antarctic-SO topography initiates the wave number-3 atmospheric cir- 
culation pattern during austral winter and enhances the meridional pressure gradients north of the ice edge maxi- 
ma, thereby promoting baroclinic instability which facilitates a large-scale cyclogenesis [9]. Along the western 
continental shelf of Australia, the poleward-flowing warm Leeuwin Current breaks in a series of eddies and 
cools down as it moves southward, thereby promoting convection which enhances latent heat loss during March- 
November and contributes greatly to the rainfall in the southwest region of west Australia. 

The western IO sector of the SO exhibits different characteristics from other sectors of the SO in the follow- 
ing ways. The positive wind stress curl promotes downwelling (0 - 20 cm∙day−1) throughout the year [10], with 
little seasonal variation. Around the South African coast, coastally trapped waves are formed in the atmosphere, 
which propagates eastward as coastal low pressure systems in concert with the passing synoptic pressure sys- 
tems to the south [11]. Therefore, the coastal winds are aligned with the coastline. The general wind patterns 
over the southern IO drive major currents; consequently, the wind-driven circulation overwhelms the thermoha- 
line circulation [10]. The region exchanges a large amount of heat with atmosphere, which it received largely 
through the warm AC. The south IO subtropical gyre differs from its counterparts elsewhere in that most of the 
water recirculates in the western and central domain of the ocean basin, resulting in weak gyral circulations east 
of 70˚E [12] (Figure 1). 

In the climate change scenario, the literature works project positive trend in global upper-ocean heat content 
(0.27 × 1022 ± 0.04 J∙yr–1) [13], surface temperature (0.1˚C - 0.6˚C decade–1), IPCC-2007 Fourth Assessment 
Report), sea level (3.2 mm∙yr–1) [14] in the last 50 years. Moreover, the mid-depth temperature in the SO has ris- 
en by 0.17˚C between the 1950s and the 1980s [15]. Due to problems in carrying out field measurements with 
higher temporal and spatial coverage due to inclement weather in the SO and huge ship costs, we used satellite- 
based data consisting of wind maps from microwave scatterometer SeaWinds on board QuikBird satellite (he- 
reafter referred to as QuikSCAT), SST from blended microwave and in-situ measurements. Using these data, 
wind stress and Q were computed through the COARE bulk flux algorithm [16]. There are several forms of bulk 
flux algorithms currently available [17], but the differences between them exist in the scheme used to parame- 
terize the transfer coefficients of heat in conditions of light wind and stable stratification, influence of sea spray, 
treatment of sea state, appropriate averaging scales, parameterization of mesoscale gustiness, and the behavior of 
scalar sub-layer transfer.  

This work focuses on QuikSCAT operational period from 1999 to 2009, spanning 0˚E - 155˚E and 63˚S - 
30˚S. Only a few cursory works are available that focus on individual events highlighted from cruise data of 
short (ranging from a week to three months) temporal coverage [18] [19]. Moreover, trends of the air-sea inter- 
action parameters (momentum, Q, and wind stress curl) have not been reported for the study area. With the 
availability of a decade-long record of QuikSCAT observations with 2-day global repeatability, it is worthwhile  
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Figure 1. Study area superimposed with mean sea surface temperature (1990-2000), schematics of ocean current systems, 
extent of hydrological fronts [21]. Abbreviations are: AR, Agulhas Retroflection; AgF, Agulhas Front; SB: Antarctic Cir- 
cumpolar Current Southern Boundary [22]; NSTF1 and 2, north and south Subtropical Front; SAF, Subantarctic Front; PF, 
Polar Front; SF, Scotra Front; EMC, East Madagascar Current.                                                   
 
to make an integrated analysis of the surface fluxes in order to provide more systematic results for the trends and 
interannual variability in the study area. The processes and the wind stress variability in study area are more 
complex with a large interannual variability [20]. 

2. Materials and Methods 
This study employs wind vectors derived from QuikSCAT in June 1999. The radar backscatter measured by 
scatterometers is directly related to the stress on the ocean surface, which induces the waves detected by the ra- 
dar. The wind stress is dependent on wind speed, surface current, and near-surface static stability, so that a par- 
ticular value of wind stress can correspond to different wind speeds under different stability conditions. For this 
reason the radar cross section is calibrated to equivalent neutral stability winds at 10 m, U10n [23]. In a compre- 
hensive investigation of collocated QuikSCAT measurements and mooring data from over 100 buoys, Ebuchi et 
al. [24] found that there is no significant dependence of QuikSCAT minus buoy U10n on either SST or on air-sea 
temperature difference. 

Daily-mean wind vector maps referenced to 10 m above the sea surface were obtained from the Center for 
Satellite Exploitation and Research (CERSAT) at IFREMER. These were generated by using a statistical inter- 
polation that uses an objective method to fill in data gaps and to generate monthly fields on 0.5˚ × 0.5˚ grid [25]. 
Root mean square (RMS) differences between collocated QuikSCAT and buoy data is 0.7 ms−1 for the wind 
speed and 13˚ for wind direction, under moderate conditions [26]. Validation using ship-based wind data sug- 
gests that the uncertainties of QuikSCAT winds are 0.45 ms−1 and 5˚ for QSCAT-1 model function and 0.3 ms−1 
and 3˚ for Ku-2000 model function for a wind speed <20 ms−1 [27]. It is to be noted that the scatterometer pro- 
vide an equivalent neutral wind speed. The difference between the stability-dependent and equivalent neutral 
wind speed for the study area is reported to be 0.2 ms–1 [28]; their study also suggests that Q computed by using 
stability-dependent and equivalent neutral wind speed leads to a difference of 2 and 4 Wm−2, respectively. These 
differences are well below the benchmark accuracy requirements of 10 Wm–2 for heat flux observations record- 
ed for the Tropical Ocean and Global Atmosphere (TOGA) project. 

The optimum interpolated SST fields were generated on a 1˚ × 1˚ grid by blending in-situ and satellite-based 
observations, in addition to SSTs simulated by sea ice cover; the satellite data have been adjusted for biases [29]. 
The NCEP-NCAR reanalysis-based daily-mean air temperature and humidity at 2 m above the sea surface and 
mean sea-level pressure on 2.5˚ × 2.5˚ grids [30] were used. This Numerical Weather Forecasts (NWF) was 
generated by using a frozen state-of-the-art global data assimilation system with a T62 resolution version of 
NCEP’s medium range forecast mode. A comparison between NCEP-NCAR and ECMWF pressure fields indi- 
cate that the error variances for IO sector of the SO is 5% southward of 60˚S [31]. 

The SST, wind vectors and the meteorological data were incorporated in the bulk flux algorithm [16] to esti- 
mate wind stress and Q, following the procedure outlined elsewhere [32]. The COARE bulk algorithm 3.0 is 
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used to estimate transfer coefficients (Cd for stress, Ce for latent, and Ch for sensible heat) based on the wind ve- 
locity, air temperature, SST, humidity, atmospheric pressure, NCEP-NCAR’s surface shortwave and longwave 
fluxes, and the height of the atmospheric boundary layer [16]. 

The COARE bulk algorithm was initially developed from the model of Liu-Katsaros-Businger [33] for using 
it in the light wind (0 - 12 ms−1) and strongly convective conditions over the western Pacific warm pool region 
[34]. The algorithm is based on iterative estimation of scaling parameters and stability functions using the simi- 
larity theory, as well as wind gustiness based on heat and moisture fluxes, temperature, and atmospheric boun- 
dary layer height. In the updated COARE algorithm 3.0 [16], the range of wind speed validity is extended to 0 - 
20 ms–1

 
after modifying roughness representation. The transfer coefficients are redefined in terms of conserva- 

tive quantity (mixing ratio) rather than the measured quantity (water vapor density), thus eliminating the need 
for the Webb et al. [35] correction to latent heat flux. The mean profile stability functions are adjusted and the 
number of iterations to solve for stability has been shortened considerably. The COARE 3.0 is shown to be ac- 
curate within 5% for wind speeds of 0 - 10 ms–1

 
and 10% for wind speeds between 10 and 20 ms–1. 

Monthly spatial-mean time series of Q, wind stress, and wind stress curl were obtained by box averaging. In 
this work, positive Q represents heat loss from the sea surface. Apart from mechanical stirring by wind stress, 
the wind stress curl over the SO has a big influence on the sea surface temperature: positive wind stress curl in- 
duce sea surface cooling through Ekman pumping, while negative curl facilitates surface convergence and sea 
surface warming. The wind stress curl was computed by using the centered finite difference scheme. Ekman 
pumping velocity at the base of the mixed layer was computed by using W = (1/ρf) ∇ × τ, where ρ is seawater 
density (1025 kg∙m–3), τ is wind stress and f is Coriolis force (2 * 7.279 * 10−5

 *sinø, where ø is latitude). 
Climatological fields (10-year mean) of Q, wind stress, and wind stress curl for austral summer (January- 

March) and winter (July-September) were generated to provide the background of the variability. To compute 
the linear trend, the seasonal variability was filtered out by using a 12-month running mean at each grid point. In 
terms of the Fourier spectrum, the 12-month running mean is one of the shortest filters to remove frequencies 
higher than one cycle per year [36]. Mean value and trend were computed through a linear regression analysis. 
The detrended time series have been used to carry out the EOF analysis to address the interannual variability. 
The linear trend of a variable y is calculated from observed values yi at time ti, i = 1, 2, …, N, by fitting (ti, yi) to 
a linear relation yi =b0 + b1ti + εi through a least squares method. b1 represents the trend, and its uncertainty is 
estimated from the residuals εi, following a method described in Appendix-1 of Fang et al. [37]. 

The EOF analysis was carried out on data to decompose the time series into dominant spatial and associated 
time coefficient function (TCF). After removing mean and linear trend from the de-seasoned fields, EOF analy- 
sis was performed. The concept of the EOF analysis can be briefly summarized as follows. An anomaly matrix 
X with M grid points (m = 1, 2, …, M) at time t (t = 1, 2, …, N) can be expanded into a series of modes 
represented by: 
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where Fi(m) is the i-th EOF representing the spatial pattern of the i-th mode; αi(t) is the TCF of the i-th mode; K 
= min(M, N). These modes are arranged in order of magnitude of their corresponding variance λi, which is equal 
to the i-th eigenvalue of the covariance matrix of x(m,t). λi represents the variance explained by the i-th mode. 
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The variance contained in the EOFs is given by 
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The standard deviation of the i-th EOF is iλ . 
Attempts are also made to explore the relationship between the Southern Annular Mode (SAM) and surface 

atmospheric variables used in this study. The SAM variability is characterized by zonally-symmetric atmos- 
pheric pressure anomalies of opposite sign between Antarctica and mid-latitudes positive atmospheric pressure 
anomalies at mid-latitudes together with negative anomalies at high latitudes indicate a positive SAM and 
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vice-versa for a negative SAM [38] [39]. The SAM index was constructed by projecting the monthly mean 700 
hPa height anomalies from NCEP-NCAR reanalysis data set onto the leading EOF mode  
(http://www.cpc.ncep.noaa.gov/). The time series were normalized by the standard deviation of the monthly in- 
dex for the 1979-2000 base period. 

3. Results 
3.1. Climatological Fields 
Figure 2 depicts 10-year mean fields of Q (top row), wind stress (middle row), and wind stress curl (bottom row) 
for austral summer (left-hand side column) and winter (right-hand side column). Hereinafter austral summer and 
winter will be referred to as summer and winter, respectively. The dynamic topography contours of 0.9 and 0.35 
dy m represents the northern and southern boundary of the ACC, respectively [22]. In summer and winter the 
basin-wide Q mean is 70 and 73 Wm−2, respectively. AR region depicts a high Q loss (160 Wm−2) due to en- 
hanced air-sea interactions promoted by warm water transport of AC and subsequent dissipation of eddies due to 
retroflection (Figure 1). The latent heat flux alone contributes by 79% during both seasons for this region. Like- 
wise, the latent heat flux accounts for 95% contribution to Q loss (170 Wm−2) in the region west of Australia during 
summer (Figure 2(a)); it decreases by 71% during winter when weak northward winds prevail (Figure 2(b)). The 
southward flow of warm tropical water via the Leeuwin Current (Figure 1) facilitates high Q loss. During win-
ter, the wind stress over the ACC region increases by 23% from 0.23 to 0.3 Nm−2 (Figure 2(d)). Q is dominated 
by 90% latent heat flux contributing about 20 - 30 Wm−2 in both seasons. Warmer atmosphere during austral 
summer facilitates stable conditions in the MABL. 

The basin-mean wind stress amounts to 0.22 Nm−2 in both seasons (Figure 2(c) and Figure 2(d)). In winter, 
the central IO experiences the strongest wind stress amounting to 0.4 Nm−2; the strong stress region shifts 
northward, which can be explained as follows. The upper troposphere of the SH has a double jet structure over 
the IO in winter with a strong subtropical jet near 30˚S and a mid-latitude jet centered near 50˚S. However, dur- 
ing summer only the subtropical jet exists. The mid-latitude jet is a source of eddies and its meridional shift is 
coupled to a similar shift in the eddy source region. If the eddies propagate away from the jet before breaking, 
there will be convergence of eddy vorticity flux at upper levels, which reinforces the jet in its shifted position. 
Upper-level divergence balances the convergence of eddy vorticity through divergence, which requires mass 
convergence at surface. This mass convergence generates vorticity and sustains the shifted jet against surface 
friction. The feedback loop is completed through the secondary circulation which produces adiabatic heating and 
cooling in such a way that the baroclinicity is maintained, thereby sustaining a balanced jet and enhancing eddy 
growth in the region of shifted jet. These new eddies further reinforce the jet in its anomalous location via the 
mechanism described above, thus creating a feedback in the IO [40]. 

The strength of the basin-mean zonal wind stress (taux) is enhanced nearly ten times (0.4 Nm−2) that of the 
meridional wind stress component (tauy, 0.05 Nm−2) in winter. Likewise, the zonal wind stress component do- 
minates the wind stress in summer. It is noted that the wind stress strengthens in some areas and weakens else- 
where alternately in the 45˚S - 60˚S band in both seasons. The asymmetry can be explained by small deviations 
in the west-to-east winds and their effect on the heat exchange between ocean and atmosphere; when cold winds 
blow from the south, they facilitate heat loss from the ocean and deepen mixed layers [41]. The deeper mixed 
layers permit deeper light penetration and supports primary productivity. 

The mean anticyclonic curl varies from 0.15 × 10−7 in winter (Figure 2(f)) to 0.35 × 10−7 Nm−3 in summer 
(Figure 2(e)). South of 50˚S, the cyclonic wind stress curl (−0.7 × 10−7 Nm−3, Figure 2(f)) induces Ekman 
pumping at a rate of ~0.2 ms−1, and the upwelled water is advected northward as a part of the Ekman transport, 
thereby pushing the ACC and its fronts northward [42]. The anticyclonic wind stress curl weakens by a factor of 
100 during austral summer (Figure 2(e)). The anticyclonic circulation to the southwest and west of South Africa 
promotes downwelling at a rate of ~0.2 ms−1, leading to high latent heat transfer to the atmosphere in both sea- 
sons. These air-sea interactions play a significant role in the influencing the regional weather patterns [43].  

In an attempt to underline the relationship between spatial patterns of wind stress and Q and tauy and wind 
stress curl, spatial correlations were computed (Figure 3). The confidence levels are highlighted by light (95%) 
to dark shade (99%) in Figure 3. South of Australia, a large area marked by positive correlation (>0.4) with 
wind stress leading Q by 22 months, is attributed to the strong interaction between eddies and Leeuwin Current 
[44] facilitated by seasonal reversal of winds which propels large changes in Q. Pockets of high correlation  

http://www.cpc.ncep.noaa.gov/
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Figure 2. Climatological fields of (a) and (b) Turbulent heat flux (Wm−2); (c) and (d) Wind stress (Nm−2); (e) and (f) Wind 
stress curl (10 Nm−3) overlaid with contours of vertical velocity (ms−1). The left-hand (right-hand) side panel is for austral 
summer (winter). Following Orsi et al. [48], the southern and northern boundaries of Antarctic Circumpolar Current are 
indicated by dynamic topography contours of 0.35 and 0.9 dym., respectively. Negative vertical velocity values indicate 
downwelling.                                                                                           
 

 
Figure 3. Correlation between spatial fields of (a) Wind stress and Q; and (b) Meridional wind stress component and wind 
stress curl. The confidence levels are highlighted by light (95%) to dark shade (99%).                                  
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occur in the vicinity of Crozet Archipelago suggest enhanced atmosphere-land-ocean interaction propelled by 
blocking effect of westerlies by elevated land mass. Pockets with negative correlation suggest that oceanic 
processes, such as upwelling and downwelling, dominate over the atmospheric forcing and modulate Q. 

3.2. Linear Trends 
The area-mean trends of Q, taux, tauy, wind stress and wind stress curl are displayed on Figure 4, where the li- 
near trend is depicted by least square fit. Q exhibits a decreasing trend (–6.3 ± 1.6 Wm−2∙decade−1) (Figure 4(a)). 
This is attributed to trend in the variables which influence Q; these variables are wind speed, air-sea humidity 
and air-sea temperature gradients. Area-mean wind speed exhibits a decreasing trend of –0.18 ± 0.13 
ms−1∙decade−1; the zonal wind speed component, which is ten times stronger than its counterpart, also shows a 
negative trend (–0.1 ± 0.26 ms−1∙decade−1) (not shown in Figure 4). The area-mean gradients of air-sea humidity 
and temperature that enters the bulk aerodynamic formulae for latent and sensible heat fluxes indicate a trend of 
–0.07 ± 0.025 g∙kg−1decade−1 and –0.12 ± 0.05˚C∙decade−1, respectively. Air temperature shows a weak cooling 
trend of –0.06 ± 0.08˚Cdecade−1. It is pertinent to note that the air temperature in the SH indicate an increase 
with a warming of about 0.6˚C∙decade−1 between 1880 and 1980 and a largest rate of warming between 1965 
and 1980 [45]. The SST averaged over the study area exhibits a cooling trend (–0.17 ± 0.08˚C∙decade−1). 

The area-mean taux shows a decreasing trend of −0.0092 ± 0.008 Nm−2∙decade−1 (Figure 4(b)), while tauy 
exhibits a weak increasing trend (Figure 4(c)). The wind stress reveals a decreasing trend of −0.012 ± 0.004 
Nm−2∙decade−1 (Figure 4(d)). This is in contrast to the study of Huang et al. [46], wherein they have pointed out 
that the wind energy input to the ACC has increased by 15% during 1948-2003. A sharp fall in the wind stress 
after 2006 coincides with an increase in the turbulent heat flux. The area-mean wind stress curl also exhibits a 
decreasing trend of −0.48 ± 0.6 × 10−8 Nm−3∙decade−1 (Figure 4(e)); however, an increase in the wind stress curl 
is evident after 2007. In a typical scenario of global warming, we expect a reduced equator-to-pole temperature 
gradient, as a result of which the wind stress may be reduced. Moreover, the wind-stress variability in the SO is 
closely related to the AAO and the global environmental change, especially the widening of the ozone hole over 
the South Pole. The area-mean trends provide limited information, so spatial field of trend are presented in 
Figure 5. The spatial trend pattern suggest that Q exhibits an increasing trend (>7 Wm−2∙decade−1) south of 
Africa propelled by warming of the AC [43]. Eddies detach from the ARC and drift into the Atlantic Ocean 
trapping warmer and saline water, thereby facilitating an inter-ocean heat and salt transfer (Figure 5(a)). Field 
data indicate that these eddies enhance the transfer turbulent heat flux to the atmosphere and renders an unstable 
MABL due to convective mixing. This facilitates an onshore transport of moisture through the southeasterly 
winds, leading to formation of clouds bands [19]. Warm core eddies which pinch off from the AR maintain their 
distinctive thermal characteristics as far west as 5˚E and as far south as 46˚S [47]. The ACC region also show 
positive trend, south of about 50˚S. The region south of Africa, which is conducive to downwelling all the year 
round, is dominated by zero or negative trend in wind stress (Figure 5(b) and Figure 5(c)). Pockets of negative 
trend in the wind stress are located at 5˚S, 56˚E and 60˚E, 52˚S (southwest of Kergulem Islands). 

3.3. Interannual Variability 
3.3.1. EOF of Turbulent Heat Flux 
The EOF1 of Q captures 25% of the total variance (Figure 6(a)). South of Africa, pockets with high Q emerge, 
the one at 12˚E, 41˚S is a result of warm core eddies that detach from the AR and move into the southwest At- 
lantic [48]. A pocket centered on 22˚E, 42.5˚S is a consequence of the warm core eddies which are trapped in 
the AR loop. Along the path of the ARC, Q gradually weakens as a result of mixing with ambient water and also 
due to an influx of cold ACC water induced by northward Ekman drift. This path is also a zone of turbulent stir- 
ring and mixing because of high eddy kinetic energy density at both the surface and intermediate depths. 
Southwest of Australia, high Q variability is attributed to increased latent heat loss propelled by anomalous sou- 
theasterly winds promoted by migration of the West Coast trough formed over the west Australian coast during 
January-March [49]. The TCF1 exhibits two highs during the winter of 2000 and 2007 and a low in summer of 
2004 (Figure 6(b)). It is pertinent to note that TCF1 is highly and negatively correlated (r = −0.8, significant at 
95% confidence level) with Niño3.4 SST index, with former leading the latter by two months. The spectral 
energy of TCF1 peaks at 43 months period which is significant at 95% confidence interval (figure not shown).  

The EOF2 of Q captures 14% of the total variance. The spatial pattern shows pockets of higher variance at  
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Figure 4. Box-mean time series of (a) Turbulent heat flux; (b) Wind stress; and (c) Wind stress curl. The time 
series were filtered through a 12-month running mean. Straight line indicates the linear trend.                      

 

 
Figure 5. Spatial trend pattern for (a) Turbulent heat flux (Wm−2∙decade−1); (b) Wind stress (Nm−2∙decade−1); and (c) Wind 
stress curl (Nm−3∙decade−1).                                                                                
 

 
Figure 6. (a) The first EOF mode of turbulent heat flux (Wm−2); and (b) The corre- 
sponding normalized time coefficient overlaid with Niño3.4 index; (c) Same as in 
Figure 6(a), but for EOF2; and (d) Same a Figure 6(b), but for EOF2.              
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shorter time scales, when compared with EOF1, which is due to turbulent heat transfers associated with eddies 
in the AC, AR and along the path of the south Indian Ocean Current (Figure 6(c)). Compared to EOF1, the sign 
of the variance is reversed along the southwest and southeast Australia coast and south of 56˚S. TCF2 portrays 
bimodal pattern with peaks in July 2002 and March 2007 (Figure 6(d)). It is negatively correlated with Antarc- 
tic Oscillation (AAO) (r = –0.63, significant at 95% confidence) with TCF2 leading AAO by a month. The 
spectral energy of TCF2 shows peaks at 32 and 7 months. 

3.3.2. EOF of Wind Stress and Wind Stress Curl 
The EOF1 of wind stress accounts for 35% of the total variance. The spatial pattern displays a zonal band of re- 
duced wind stress variance in the subtropical domain (north of 48˚S) (Figure 7(a)). In contrast, the region south 
of 48˚S is dominated by high variance, which coincides with the ACC regime. The associated TCF depicts peaks 
at nearly biannual periods (Figure 7(b)). As expected, it is strongly correlated (r = 0.86, significant at 95% con- 
fidence level) with AAO. The spectral energy of TCF2 significantly peaks at 21 and 8 month period. EOF2 ac- 
counts for 13% of the total variance, which is about half of that captured by EOF1. Pockets of higher variance 
are found in the choke points and long the coastal Antarctica (Figure 7(c)). TCF2 is highly correlated to Ni- 
no3.4 (r = 0.79, significant at 95% confidence level) with the former leading the latter by 18 months (Figure 7(d)). 
The spectral energy of TCF2 significantly peaks at 26 and 13-month period. 

The EOF1 of wind stress curl captures 15% of the total variance (Figure 8(a)). Enhanced variability is a re- 
sult of the physical dynamics such as upwelling that dominates south of the ACC boundary (Figure 1). TCF1 
exhibits a peak coinciding with El Niño event during 2004-05 (Figure 8(b)). TCF1 is strongly correlated (r = 
0.65, significant at 95% confidence level) with Nino3.4 with the former lagging the latter by 24 months. Like- 
wise, a correlation of 0.52 was obtained with TCF1 leading Indian Ocean Dipole (IOD) index by 2 months. The 
spectral energy of TCF1 peaks at 43 and 1 - 2 months period. EOF2 captures 14% of the total variance and the 
pattern is quite similar to EOF1 (Figure 8(c)). However, TCF2 shows a dominant peak in March 2003. With a 
correlation coefficient of –0.89, TCF2 lags Niño3.4 by 38 months, while it leads IOD index by 24 months with a 
correlation of –0.66 (Figure 8(d)). The spectral energy of TCF2 peaks at 43 month period. 

3.4. Spatial Linear Regression 
In the preceding section it was pointed out that TCF1 of Q and Nino3.4 SST index were highly and negatively 
correlated (r = –0.8) when the latter lagged the former by two months. To confirm this relationship over the spa- 
tial domain, a linear regression analysis was carried between the two-dimensional fields of Q and Nino3.4 index, 
with the latter lagging the former by two months (Figure 9). Dark shaded (white) areas correspond to <90% 
(>95%) confidence level. The spatial regression pattern is quite similar to the EOF1 field of Q. Significant and 
high correlation coefficients are identified southward of Africa, in the central basin and off the southwest and 
southern coast of Australia, where the dynamical processes govern the upper-ocean dynamics and air-sea inte- 
raction in the MABL. High correlation also suggests that these processes are remotely influenced by the ENSO 
variability occurring in the equatorial Pacific (Figure 9).  

Since TCF1 of wind stress and AAO were found to have a significant correlation (r = 0.86), the spatial re- 
gression pattern is portrayed in Figure 10. This pattern mimics the EOF1 of wind stress. High correlation coef- 
ficients are also identified in the ACC region where EOF1 displayed a high variance, possibly caused due to the 
weakening of the mean sea level pressure close to Antarctica in the recent decades. Recent studies support that 
the west wind drift has strengthened in the southern hemisphere. This wind shields Antarctic from influence of 
climate change signals from the low latitudes, unlike Arctic which shows a strong influence to the anthropogenic 
climate change. High correlation coefficient in belt 34˚S - 47˚S coincides with high variance in the EOF1 field, 
but with an opposite sign. Enhancement of easterly winds in this region due to increase in the surface pressure 
results in higher variability in the recent decade, which in turn results in positive AAO index. It is pertinent to 
note that in both these belts of enhanced variability, high correlations are observed in the central SO. The re- 
gression between curl and Niño3.4 was found to be disorganized. 

4. Discussion and Conclusions 
Trends and interannual variability of surface wind stress, Q and wind stress curl have been examined. Climato- 
logical mean fields reveal that high Q loss in the AR region constitutes 79% latent heat flux during both seasons.  
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Figure 7. (a) The first EOF mode of wind stress (Nm−2); and (b) The corresponding normali- 
zed time coefficient with Antarctic Oscillation (AAO) index overlaid; (c) Same as in Figure 
7(a), but for EOF2; and (d) Same a Figure 7(b), but for EOF2.                               

 

 
Figure 8. (a) The first EOF mode of wind stress curl (Nm−3); and (b) The corresponding 
normalized time coefficient with Niño3 index overlaid; (c) Same as in Figure 8(a), but for 
EOF2; and (d) Same a Figure 8(b), but for EOF2.                                     

 

 
Figure 9. Linear regression between the turbulent heat flux and 2-month lagged Niño3.4 SST 
index. Dark shaded (white) areas correspond to <90% (>95%) confidence limit.             
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Figure 10. Linear regression between the wind stress and Antarctic Oscillation Index. Dark 
shaded (white) areas correspond to <90% (>95%) confidence limit.                        

 
West of Australia, latent heat flux accounts for 95% of Q during austral summer which decreases to 71% during 
austral winter when wind speed weakens. Over the ACC region the wind stress increases by 23% during the 
austral winter. The Q loss is dominated by 90% latent heat flux during both seasons. The wind stress curl is do- 
minantly cyclonic favoring upwelling at the Antarctic Divergence (Figure 1). 

The area-mean time series Q revealed a decreasing trend of –6.3 ± 1.6 Wm−2∙decade−1. To confirm this, ana- 
lysis was carried out by using NCEP-NCAR reanalysis, which also indicated a decreasing Q trend of −2.7 ± 0.05 
Wm−2∙decade−1. Since the NCEP-NCAR heat fluxes are estimated based exclusively on model physics, which is 
independent on the observations, the estimated trend is lower by 57%. Likewise, a negative trend is observed for 
area-mean wind stress (−0.012 ± 0.004 Nm−2∙decade−1), while the trend estimated from NCEP-NCAR data is 
found to be –0.004 ± 0.00007 Nm−2∙decade−1. It is noted that trend from latter data set is weaker by a factor of 
three because the NCEP-NCAR wind stress is estimated based on model physics. Area-mean time series of wind 
stress curl exhibits a decreasing trend of −0.48 ± 0.6 × 10−8 Nm−3∙decade−1, while that computed from NCEP- 
NCAR showed −0.73 ± 0.013 × 10−8 Nm−3∙decade−1. In the global warming scenario, the wind stress will be re- 
duced. So the input of mechanical energy to ocean surface, which is one of the important sources for the main- 
tenance of a quasi-steady circulation in the world ocean, will be reduced. Research work shows a reduction of 
the wind-energy input to the surface currents in the recent decade, which is estimated as 1.16 TW averaged over 
the period from 1993 to 2003 [46]. With decreasing wind stress trend, ocean barotropic and baroclinic eddy ac- 
tivity will be reduced, propelling a reduction of the northward Ekman mass transport leading to a slow down the 
meridional overturning circulation in the world Ocean. Reduced wind intensity will minimize sea spray that 
contributes to the formation clouds. Reduced cloud cover will permit more incoming radiation, thereby warming 
the SH. Furthermore, as the ozone hole recovers accelerated warming in the SH is expected [50]. 

A decreasing Q trend can be attributed to weakening latent heat flux during the decade, which, in addition to 
wind speed, is also dependent on air-sea humidity gradients. Through extended analysis we found that the SST, 
which exhibits an increasing trend since 1993, is showing a negative trend from 2000. This lowers the humidity 
gradient at the sea surface leading to a negative trend in Q. The weak wind stress in the SO has many repercus- 
sions on ocean dynamics. A weak zonal wind stress could lower the northward Ekman flux, thereby reducing the 
supply of relatively fresh, cold and low saline, and oxygenated water to the mid-latitudes. As a consequence of 
weakening thermohaline stratification and circulation, export of Weddell Sea Deep Water through the Wed- 
dell-Scotia Confluence region will be weakened. This in turn will impact the conveyor system that maintains 
and rejuvenates the global pathways connecting with different ocean sectors, in terms of water masses, primary 
productivity, recruitment of species, and migration of organisms that respond to seasonal changes in the temper- 
ature. Numerical modeling study suggest that changes in thermohaline circulation directly affect regional and 
global sea level through changes in specific volume of sea water and variations induced by ocean currents and 
redistribution of mass in the horizontal and vertical domains [51]. 

The decreasing trend in wind stress curl is expected to perturb the cyclonic circulation in the seas surrounding 
Antarctic continent in Indian sector of the SO. This would result in a decrease in Ekman pumping leading to 
poor replenishment of nutrients and oxygen-rich water required to sustain biological activity in the surface Ek- 
man layer. Furthermore, weaker upwelling could impede thermohaline circulation and suppress the convective 
activity, thereby increasing stratification supported by the seasonal melting and freezing of fresh water. This 
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could allow the sea ice to survive the melt season and promote formation of multilayer sea ice, which would in- 
crease the albedo and alter the surface heat budget. A slowdown of wind stress curl could diminish the spatial 
extent of the gyral circulation which would reduce export of sea ice to the north. The integrative effect of all 
these mechanisms will create a scenario that could induce a negative feedback on the food chain as well as on 
the regional weather. A statistical study performed on 20 years (1979-1998) of monthly sea ice concentration, 
sea ice drift and sea level pressure data in the Weddell Sea suggest that a large sea-ice export of ice to the east is 
abetted by strong easterly winds every 3 - 4 years [52]. So the weakening wind stress trend and its curl could 
shutoff this export, thereby increasing the chances of multilayer sea-ice formation. More sea-ice formation will 
increase the salinity leading to formation of more dense water, and shield the ocean from interacting with the 
atmosphere, which could trap heat in the subsurface. These possible aspects need to be probed in detail by using 
a global ocean-atmosphere coupled model driven by realistic present day forcing. 

The correlation between ENSO and SAM has been reported in the different SO sectors and in marginal seas 
in the Arctic. Kwok and Comiso [53] constructed spatial structure of the correlation between the SST anomalies 
and southern oscillation index (SOI) and inferred that these were localized in Amundsen, Bellingshausen and 
Weddell Seas where positive (negative) phases of SOI were associated with cooler (warmer) SST. In the present 
study, it is found that Q and 2-month lagged Niño3.4 index exhibit a negative (positive) correlation south of 
about 45˚S (north of 45˚S). This suggests that the ACC region is strongly influenced by the remote forcing. This 
may have a significant impact not only on the climatic indices such as surface pressure, SST, chlorophyll and 
sea-ice which leads to interannual variability in the form of ACW, but also on the species that adapt to the mid- 
latitudes. Stammerjohn et al. [54] pointed out that a longer sea-ice season in coastal Antarctic regions (6.8 - 7.9 
months) versus a shorter sea-ice season over the shelf (4.1 - 5.3 months) imposes large perturbations in the sea- 
sonality of the marine habitat which occurs in association with ENSO and SAM variability. The local atmos- 
pheric response to these climate modes is largely a strengthening of the meridional winds from spring to autumn, 
which in turn affect the timing of the sea-ice retreat and subsequent advance. 
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