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ABSTRACT 
Magnetic Resonance Imaging (MRI) is an important diagnostic technique for early detec-
tion of brain Tumor and the classification of brain Tumor from MRI image is a challenging 
research work because of its different shapes, location and image intensities. For successful 
classification, the segmentation method is required to separate Tumor. Then important 
features are extracted from the segmented Tumor that is used to classify the Tumor. In this 
work, an efficient multilevel segmentation method is developed combining optimal thre-
sholding and watershed segmentation technique followed by a morphological operation to 
separate the Tumor. Convolutional Neural Network (CNN) is then applied for feature ex-
traction and finally, the Kernel Support Vector Machine (KSVM) is utilized for resultant 
classification that is justified by our experimental evaluation. Experimental results show that 
the proposed method effectively detect and classify the Tumor as cancerous or non-cancerous 
with promising accuracy. 

 

1. INTRODUCTION 
Magnetic Resonance Imaging (MRI) is a wonderful tool or technique to visualize inside the human 

body with amazing clarity. It offers much greater contrast between the diverse soft-tissues of the body than 
compared to the X-ray or Computed Tomography (CT) which involves doses of ionization radiation. Also, 
the detailed images can be produced by the MRI technique in any direction. Clinically, radiologists quali-
tatively analyze films produced by MRI which provides rich information about the human soft-tissue 
anatomy. Particularly, MRI is useful in accordance with neurological (brain), musculoskeletal and onco-
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logical imaging. Therefore, without any harmful radiation, it is regularly used for detection of Tumors, 
lesions, and other abnormalities in soft-tissues. Doctors and surgeons analyze complex diseases like brain 
Tumors using an MRI image that enables the surgeon to detect and solve the problem relating to these 
diseases [1]. Image classification is an emerging field to computer-assisted diagnosis in brain MRI Tumors 
classification. 

Different classification methods have been developed over the last few years. Most of the methods 
involve segmentation, feature extraction and classification process to classify the Tumors [2] in which bi-
nary thresholding, Principle Component Analysis (PCA) [3] and Support Vector Machine (SVM) classifier 
[4] methods are widely used as segmentation, feature extraction, and classification methods, respectively. 
As an example, binary thresholding with discrete wavelet transformation (DWT) followed by PCA, and 
SVM was combined to develop an image classification method that was used to detect normal and abnor-
mal brain [5] and cancer detection [6]. An improvement of this method was developed considering kernel 
SVM (KSVM) instead of SVM in [7] for abnormality detection of brain MRI. Highlighting the benefits of 
k-means clustering and PCA based segmentation method for brain MRI was described and developed in 
[8, 9]. CNN has been recently used in many fields. Particularly in the field of image classification and rec-
ognition, CNN was applied for classification [10], segmentation [11], and so on [12]. From the literature, it 
is seen that since the use of basic thresholding method contains unwanted artifacts or objects specially for 
MRI, improving the segmentation can improve the overall accuracy of the classification process. 

The objectives of the paper are to segment the Tumor from brain MRI properly and classify the Tu-
mor as cancerous or non-cancerous brain Tumor with better accuracy. Benign or non-cancerous brain 
Tumor diseases are Alzheimer’s, Huntington, Pick and Alzheimer with Agnosia whereas malignant or can-
cerous brain Tumor diseases are Glioma, Meningioma, Metastatic, and Sarcoma. In this work, an efficient 
classification method is used to identify the Tumor as cancerous or non-cancerous in which multilevel 
segmentation (MLS) method and CNN are developed to segment and extract features, respectively for the 
classification process. This method is named as MLS-CNN throughout the paper. The residue of the paper 
is organized as follows: In Section 2, the methodology of our work is explained and Section 3 is devoted to 
describing the experimental evaluation of the algorithm. Finally, our conclusion is presented in Section 4, 
respectively. 

2. METHODOLOGY 
For the purposes of classification of Tumor as cancerous or non-cancerous from brain MRI, the pro-

posed MLS-CNN classification method consists: preprocessing, clustering, segmentation, feature extrac-
tion, and classification process. Preprocessing is the first stage in image analysis process which is used to 
smoothing, sharpening and reducing the noise of input; Segmentation is the basic stage of the classifica-
tion system to separate the targeted objects; once the interesting objects are isolated from the input, certain 
features are made, and these are used to classify the objects into particular classes. The working procedure 
of the proposed MLS-CNN model is shown in the Figure 1. 
 

 
Figure 1. Block diagram of proposed MLS-CNN algorithm for Tumor detec- 
tion and classification. 
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2.1. Preprocessing 

Image preprocessing technique is the first step of the method that is used to improve the quality of an 
image before processing it into an application. The aim of image preprocessing is to remove noise from 
the original image and for this, we used Gaussian, high pass and median filtering techniques. Gaussian 
filter is implemented to reduce the noise present in MRI brain images; High pass filtering removes un-
wanted frequencies from the image, and Median filtering increases the image quality. 

2.2. Clustering 

Clustering is the task of categorizing the objects into several groups in such a way that objects in the 
same group are more homogeneous to each other than to those in other groups. For clustering, k-means 
algorithm is the most popular and widely used method to categorize object in a group due to its efficiency 
and simplicity [13]. It is an iterative technique to find local maxima in each iteration. In k-means cluster-
ing process, each group is represented by one prototype object, and a new data is assigned to the nearest 
prototype and therefore to that cluster. The iterative process to calibrate the placing of the prototypes is 
performed as below:   

- select objects randomly from the training data set, which becomes the prototypes;  
- assign other objects to the nearest prototype;  
- calculate the new prototype so that the mean of all objects having the same level;  
- continue the above two steps if the prototypes have changed significantly;  

2.3. Segmentation 

Segmentation is a crucial part of an image classification method where the brain image is segmented 
to isolate different objects like gray matter, white matter, cerebral spinal fluid, skull, Tumor, etc., from 
each other and the background, as well as different Tumors, are labeled. In this work, MLS method is de-
veloped by combining optimal thresholding followed by watershed segmentation and morphological op-
erations. The proposed MLS method is applied in which firstly, we used the optimal thresholding method 
that processes the input brain image using single-pixel by pixel value. The thresholding process for a gray 
level (N) can be described as: 
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where T is the threshold value. To find the best thresholding value, the optimal thresholding process 
considers the histogram of an image to be a weighted sum of two or more probabilities densities. The 
threshold value is then set as the gray level that results in the smallest number of pixels being misclassified, 
i.e. background pixels being arranged in classes as foreground and foreground as background. The iterative 
self-organizing data analysis technique algorithm (isodata) [14, 15] is widely used to find threshold value 
in the optimal thresholding process that contains the below steps:   

- threshold the image using the mean of the two peaks or the mean of all pixel values, ( 0T );  
- calculate the new mean value of the pixels with a gray value less than or equal to the threshold, 

( 0T ), call it 1µ , and the mean of the all pixels with a gray value greater than the threshold, ( 0T ), 
call it 2µ ;  

- compute the new threshold, ( )1 2 2iT µ µ= + , and threshold the image using the value, iT ;  
- continue to compute the threshold value iT , until 1i iT T −− ≤ ∆ ; where ∆ , is the relative change in 

threshold value; 
Then watershed segmentation is applied to separate multi-label regions that are close together of the 

thresholded objects and finally, the morphological operation is utilized precisely segment the defected area 
of Tumor. 
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2.4. Feature Extraction 

Feature extraction process extracts feature from the segmented brain Tumors and in the MLS-CNN 
process, the CNN method is used for feature extraction as it is now the go-to model on every image related 
problem. The main advantage of CNN compared to its predecessors is that it automatically detects the 
important features without any human supervision. Also, It can perform parameter sharing that enables us 
to run the CNN model on any device. Moreover, this approach requires less amount of data for faster 
training and it searches for the features at their base level. It consists of a series of special convolution with 
pooling operations followed by several fully connected layers. In this work, each convolution layer is de-
signed using 16 filters of size 5. The basic architecture of the CNN model can be best described by the 
Figure 2. 

CNN technique accepts an input image of size height × width × dimension where dimension indi-
cates the image either RGB or grayscale, process it under certain categories. Technically, the image input 
layer of the CNN model passes the input data for training and testing through a series of convolution lay-
ers with filtering details, pooling, fully connected layers, and softmax function to classify an object with 
probabilistic values between 0 and 1. Convolution layer extracts the features of an input image in which 
the convolution method preserves the relationship between pixels by learning image features. The number 
of filters deployed in the convolution layer allows more features discovered but with the cost of more 
training time. The pooling layer reduces the number of parameters by subsampling operation retaining 
important information. The fully connected layer that is similar to a neural network converted the feature 
map matrix into a vector. The features vector group together to create a model using a softmax operation 
that is used to classify as the desired object. 

2.5. Classification 

Classification is the final step of the image analysis method that involves sorting feature data in an 
image into separate classes. After segmenting a suspicious region, feature extraction and selection scheme 
are performed to extract the relevant information from the region; and a classification technique is used so 
that the best results are achieved, based on the available features and the Tumor classes. In this work, 
KSVM [16] is used as it can work clearly with non-linearly separable data in which the kernel function (K) 
is defined as:  

( ) ( ) ( )T, i iK φ φ=x x x x                                 (2) 

where the training vectors ix  are mapped into a higher dimensional space by the function φ  which is 
chosen based on the kernel used. Basically, the KSVM technique projects the data lower dimensions to 
linearly separable data in higher dimensions in such a way that data points belonging to different classes 
are allocated to different dimensions. 
 

 
Figure 2. Block diagram of CNN architecture. 
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3. EXPERIMENTAL RESULTS 
The performance of the proposed MLS-CNN algorithm is evaluated using the brain MRI dataset 

which was downloaded from Havard Medical School [17]. For experiment evaluation, we created training 
and testing dataset that can be best described by the Table 1. 

In this experiment, we choose a total of 128 images for training and testing database in which 30% (38 
images) data of all images were set to testing purposes and the rest of the 70% (90 images) images were set 
to the training dataset. For classification, the input image was preprocessed for reducing noise, smoothing 
and sharpening using Gaussian, high pass and median filtering techniques, respectively that show the ef-
fectiveness in the clustering and segmentation process. Then we applied our proposed MLS process to 
separate Tumor from the input image. Finally, the CNN technique was applied to extract features and 
classify the brain image as cancerous or non-cancerous Tumor using the features vector. The visual out-
puts of the basic steps of our proposed method for a cancerous and non-cancerous Tumor are shown in 
Figure 3 and Figure 4 respectively. From Figure 3, it is shown that the Tumor is easily classified as can-
cerous in which the segmented Tumor is clear and almost standalone. However for non-cancerous Tumor, 
the Tumor is not clear as there is very small difference with the tissues or other parts of the brain. Figure 4 
is an example of a non-cancerous Tumor with yellow indicator shows the Tumor that is almost similar to 
the tissue of the brain. 

For binary classification, KSVM is the most widely used technique to classify the object with appropriate 
accuracy. To validate the classification process, accuracy, precision and recall are used as qualitative 
assessments. The accuracy, precision and recall formula can be defined as [18]:  
 
Table 1. Design process of brain MRI dataset with different types of Tumor. 

Training image set Testing Image set 

Non-cancerous Tumor Cancerous Tumor Non-cancerous Tumor Cancerous Tumor 

Diseases Name No. Diseases Name No. Diseases Name No. Diseases Name No. 

Alzheimer with 
Agnosia 

12 Glioma 12 
Alzheimer with 
Agnosia 

05 Glioma 05 

Alzheimer 11 Meningioma 11 Alzheimer 05 Meningioma 05 

Huntington 11 Metastatic 11 Huntington 05 Metastatic 04 

Picks 11 Sarcoma 11 Picks 04 Sarcoma 05 

Total Images: 90 Total Images: 38 

 

 
Figure 3. Visual outputs of our proposed MLS-CNN based classification process for cancerous 
tumor. 
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Figure 4. Visual outputs of our proposed MLS-CNN based classification process for non-cancerous 
tumor. 
 

Number of correct predictionsaccuracy ,
Total number of predictions

=  

True positivesprecision
true positives false positives

=
+

 

and  

True positivesrecall
true positives false negatives

=
+

 

For all testing images, we measured accuracy, precision and recall value and the measurements of our 
algorithm is shown in Table 2. 

For another assessment, a confusion matrix is computed and the corresponding confusion matrix is 
shown in Figure 5. In this figure, the first two diagonal cells show the number and percentage of correct 
classifications by the trained network. As shown in the above Figure, 18 images are correctly classified as 
non-cancerous. that corresponds to 47.4% of all 38 images. Similarly, 19 cases are correctly classified as 
cancerous and it corresponds to 50.0% of all images. One (1) of the cancerous images are incorrectly clas-
sified as non-cancerous which corresponds to 2.6% of all 38 images in which none of the non-cancerous 
images are incorrectly classified. Here, it is noted that since the early stage of cancerous Tumor is very 
close to the last stage of non-cancerous Tumor or vice-versa, the proposed system incorrectly identifies 
that Tumor. Out of 19 non-cancerous predictions, 18 (94.7%) are correct and 1 (1.1%) are wrong. Out of 
19 cancerous predictions, 19 (100%) are correct and 0 (0%) are wrong. Out of 18 non-cancerous cases, 
100% are correctly predicted as non-cancerous. Out of 20 cancerous cases, 19 (95.0%) are correctly classi-
fied as cancerous and 1 (2.6%) are classified as non-cancerous. Overall, 97.4% of the predictions are cor-
rect and 2.6% are wrong classifications. 

4. CONCLUSION 
In this paper, an efficient MLS-CNN model was proposed for Tumors detection and classification 

from the brain MRI image data set. To achieve the objectives of our algorithm, firstly we applied filtering 
techniques to reduce noise, sharpening and smoothing the image. Then we utilized the k-means clustering 
technique followed by the multilevel segmentation method to properly separate the Tumors from the 
brain MRI image. In this work, the proposed MLS method was developed combining the optimal thre-
sholding and watershed segmentation algorithm followed by a morphological operation where the optimal 
threshold value was obtained by the isodata algorithm that improved the overall performance of the algo-
rithm. Finally, CNN and KSVM algorithm was employed to extract the features and classify the cancerous 
or non-cancerous brain Tumors. Extensive experimental results have demonstrated that the use of CNN  
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Table 2. Performance evaluation of the algorithm. 

Precision Recall Accuracy 

94.8% 100.0% 97.4% 
 

 
Figure 5. Confusion matrix of the algorithm for validation data set. 

 
with the proposed MLS-CNN method results in a flexible and effective framework for Tumor detection 
and classification tasks. The proposed MLS-CNN method classifies the Tumor appropriately that was va-
lidated by using the accuracy, precision and recall value. 
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