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Abstract 
This study empirically examines the influence of shocks in the US federal 
funds rate on the Republic of South Africa’s output gap, consumer prices, 
91-day T Bill rate and the Rand-US Dollar exchange rate from the first quarter 
of 1981 to the last quarter of 2014 with the use of a structural vector autore-
gressive (SVAR) model. Shocks in the US federal funds rate are found to have 
more of an impact on the South African inflation rate relative to other domes-
tic macro variables. Domestic developments were found to play the most sig-
nificant role in explaining the fluctuations of South Africa’s macro-variables. 
In light of the SARB’s inflation targeting monetary policy regime, it is rec-
ommended that it remains mindful of domestic developments as well as 
movements in the US federal funds rate in order to determine their upside 
risks to inflation before deciding on a policy stance. 
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1. Introduction 

The ever increasing pace of globalisation has resulted in a profound level of in-
terconnectedness among the world’s countries. This development has led to 
economies being vulnerable to external shocks1 that translate into enhanced vo-
latility across domestic macroeconomic variables [1] together with [2]. The no-
tion that greater integration between the world’s economies and financial sys-

 

 

1An economic shock is defined as an event that produces a significant change within an economy, 
despite occurring outside of it. 
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tems has deepened over the years is hardly refutable. Reference [3] pointed out 
that economic discussion around the interdependence of national economies is 
nothing new and has occupied economic thinking from as far back as the 1960s 
and 1970s when models of open economies such as those developed by Robert 
Mundell and Marcus Fleming interrogated the effects of shocks in one economy 
on its trading partners. Reference [4] [5] [6] [7] along with [8] noted the impor-
tance of evaluating how globally integrated monetary policy and monetary poli-
cy shocks, especially those from the developed world are transmitted interna-
tionally to the least developed and developing worlds. They advanced that a key 
advantage in this endeavour is that investors and policy makers from the devel-
oping world are provided with a clear understanding of the implications of 
monetary policy decisions from developed countries, especially on capital flows 
between the developed and developing world. Reference [4] [9] and [10] posited 
that empirical investigations into the impact of monetary policy from large 
economies on other economies more often than not focuses on the role of the 
United States (US) in international transmission of monetary shocks with the 
key focus being changes in the US federal funds rate. Interestingly, in the case of 
the Republic of South Africa (South Africa), [11] noted that the US is one of the 
country’s top five export trading partners and was the second most important 
destination for its exports in 2015 after China. It is against this backdrop that 
this paper investigates the impact of a shock in the US policy rate (the federal 
funds rate) on a set of macroeconomic variables from South Africa, a country 
with a floating exchange and an inflation targeting monetary policy regime. 

Over the years, there have been a number of studies dedicated to assessing the 
influence of shocks in US monetary policy on other economies. These include [6] 
[7] [9] [10] [12] and [13]. While these studies undeniably provide insightful in-
formation into the impact of US monetary policy shocks on other countries; they 
seldom focus on the effect of shocks in US monetary policy on developing coun-
tries from the sub-Saharan African (SSA) region, or South Africa in particular. 
Moreover, the impact of external monetary policy shocks on domestic econo-
mies depends on the specific set of macro-variables included in various research 
models. Reference [14] noted that currently, a standard list of variables for in-
clusion into macroeconomic monetary policy analysis does not exist. Reference 
[15] underscored that selection of variables can be formal or informal. The 
choice of macro variables in this research paper does not follow any formal se-
lection process but is guided by the work of [8] [13] [16] as well as [17]. The aim 
of this paper is two-fold. First, to evaluate the response of South African ma-
croeconomic variables, specifically, consumer prices, output gap, 91-day Trea-
sury bill rate and the Rand-US Dollar exchange rate to a shock in the US federal 
funds rate by using quarterly time series data spanning the first quarter of 1981 
to the last quarter of 2014. Second, determine the importance of US monetary 
policy shocks in explaining changes to South African macroeconomic variables. 
The rest of the paper is organised as follows: Section 2 provides a brief back-
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ground of the South African Reserve Bank’s (SARB’s) monetary policy frame-
work since the 1980s with specific interest on the current inflation targeting 
monetary policy regime. Section 3 reviews the relevant literature. Section 4 
presents materials and methods. Section 5 outlines the empirical results. Section 
6 details the robustness checks. Section 7 concludes the study.  

2. Brief Background of the South African Reserve Bank 
Monetary Policy Framework since the 1980s 

Reference [18] together with [19] noted that in the 1980s, SARB’s monetary pol-
icy implementation strategy was chiefly concerned with maintaining a stable fi-
nancial environment. This was seen as a crucial precondition towards the con-
tainment of inflation, the promotion of high and sustainable economic growth, 
increased levels of employment and the overall improvement in the living stan-
dards of the country’s residents. As pointed out by [18] coupled with [20], SARB 
monetary policy in the 1980s was based on monetary targeting. Monetary policy 
decisions were undertaken with due cognisance of the changes in the growth rate 
of domestic broad money (M3) supply. Overtime, greater global financial market 
integration, the liberalisation of the South African capital market and the relaxa-
tion of exchange controls made the conduct of monetary policy much more 
challenging than it was during the time of Apartheid2, when South Africa was 
broadly isolated from external shocks. The challenge manifested itself in longer 
time lags between policy changes and the desired impact on the real economy 
and inflation. This rendered monetary targeting an undesirable monetary policy 
strategy [18].  

With the ever increasing inadequacy of monetary targeting in informing 
credible monetary policy decisions SARB had to shift to a monetary policy 
strategy that was more in tune with the dynamics of the world South Africa 
found itself in. Reference [21] highlighted that in the 1990s, SARB’s monetary 
policy framework eventually moved away from monetary targeting and adopted 
what is known as the eclectic approach to monetary policy decision making. 
Under this approach, a handful of indicators3 were studied and their movements 
determined the SARB’s monetary policy stance. The ultimate intention was for 
SARB to move towards an explicit inflation targeting regime as this framework 
was widely adopted across the world by various central banks [18]. According to 
[19] [20] as well as [22], the SARB formally adopted an inflation targeting 
framework on 6 April 2000. The adoption of an explicit inflation targeting 
framework signalled that SARB would no longer solely rely on monetary aggre-
gates (the growth in money supply and bank credit extension) to guide determi-

 

 

2Following the general election of 27 April 1994, South Africa transitioned from an Apartheid re-
gime to a system of majority rule. The year 1994 marked 3 years after the US lifted economic sanc-
tions on South Africa. 
3The indicators were changes in bank credit extension, other overall liquidity in the banking system, 
the level of the yield curve, changes in the official foreign reserves and in the exchange rate of the 
rand; and actual and expected movements in the rate of inflation. 
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nation of short-term interest rates. Reference [19] explained that under an expli-
cit inflation targeting regime the SARB would have to undertake a detailed as-
sessment of a number of domestic4 and foreign5 indicators when deciding on an 
appropriate monetary policy stance. Reference [20] and [23] discussed that the 
SARB’s inflation target aims at achieving a rate of increase in headline consumer 
price index6 (CPI) of between 3 and 6 per cent per year. Reference [22] pointed 
out that the repo rate7, which is the rate that the SARB charges commercial 
banks for borrowed cash reserves, is the main instrument used to target inflation. 
Figure 1 presents SARB’s monetary policy transmission mechanism (MPTM) 
under the inflation targeting framework. It articulates the process through which 
the SARB achieves its monetary policy goals. 

From Figure 1, the SARB’s monetary policy transmission channels are no-
minal exchange rate, commercial bank rates, asset prices (bond, equity and real 
estate prices) as well as expectations. The ultimate target is the inflation rate. 
Consider a contractionary monetary policy stance (a rise in the repo rate) whose aim  

 

 
Source: South African Reserve Bank. 

Figure 1. SARB monetary policy transmission mechanism. 

 

 

4The domestic indicators include, but are not limited to; growth in money supply, growth in bank 
credit extension, the changes in nominal and real salaries and wages, the nominal unit labour costs, 
the gap between potential and actual domestic output, exchange rate developments, producer prices 
and import prices. 
5The foreign indicators include, but are not limited to; oil prices, food prices and administered pric-
es. 
6The Consumer Price Index excludes mortgages interest cost for metropolitan and urban areas, 
known as the CPIX. 
7The repo rate was introduced on 9 March 1998 to ensure greater response of interest rates to finan-
cial market developments [18]. 
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would be to quell the rise in inflation. First, a rise in the repo rate will affect the 
nominal exchange rate by causing an appreciation in the SA domestic currency, 
the rand. The country’s imports become cheaper relative to exports and these 
result in a deterioration of the trade balance that ultimately shrinks the aggregate 
demand. A slowdown in demand translates into a reduction in the level of pro-
duction, wages, employment and ultimately prices of goods. Second, in response 
to the hike in the repo rate, commercial banks respond by raising their loan 
prices (bank lending effect). This is likely to adversely affect private sector de-
mand for credit, consumer confidence and investment. Not only that, the in-
crease in bank lending rates implies an increased cost of servicing existing debt, 
which generally erodes the disposable income of economic agents. On the con-
trary, returns on savings and investment increase in reaction to higher interest 
rates but consumers could cut back on savings in light of the higher cost of ser-
vicing debt. Third, increases in the repo rate affect asset prices negatively as the 
market value of bonds, equities and real estate decreases. This reduction in asset 
values compromises wealth from investments and decreases spending. Last, the 
repo rate changes affect expectations of economic agents regarding future de-
velopments in economic variables which in turn can have an impact on aggre-
gate demand and inflation. 

3. Literature Review 
3.1. Theoretical Literature 
3.1.1. The Traditional Mundell-Fleming-Dornbusch (MFD) Model 
Reference [1] and [24] explained the Mundell-Fleming-Dornbusch (MFD) mod-
el as an open economy version of the IS-LM in which capital movements, mon-
etary variables and exchange rates form an integral part of its design. Further-
more, the MFD was developed to analyse macroeconomic policy in a small open 
economy under the assumption that such an economy is a price taker in the im-
port and export markets. Reference [13] acknowledged that the single country 
MFD and later its two-country version are widely considered to have led the way 
in international macroeconomic modelling. Reference [1] and [9] explained that 
under a floating exchange rate regime and perfectly mobile capital, the intrinsic 
results of the two-country MFD given an expansionary monetary policy depict a 
“beggar-thy-neighbour” policy framework such that the domestic economy 
(where the expansionary policy is enacted) benefits while the foreign country 
suffers. Specifically: 

1) After a monetary expansion, the nominal interest rate falls in the expanding 
country; 

2) This leads to a capital outflow, which then leads to a depreciation of the 
currency of the expanding country; 

3) This will mean the other country has experienced a currency appreciation; 
4) The currency depreciation in the expanding country is incentive for an in-

crease in exports, a reduction in imports and a subsequent improvement in the 

https://doi.org/10.4236/me.2018.94053


M. Damane 
 

 

DOI: 10.4236/me.2018.94053 801 Modern Economy 
 

trade balance; 
5) The currency appreciation in the other country means a decrease in exports 

and an increase in imports and a resultant deterioration in the trade balance; 
6) The improved trade balance and depressed interest rate in the expanding 

country translate into a rise in its output; 
7) The output in the other country experiences a fall due to the deterioration 

in its trade balance with the expanding country. 
According to [9], under perfect capital mobility and a fixed exchange rate re-

gime, the MFD posits that contractionary monetary policy leads to monetary 
contraction in the domestic and foreign countries. However, when flexible ex-
change rate regimes and imperfect capital mobility are considered, a contraction 
in monetary policy in the domestic country results in a reduction of its price lev-
el and output coupled with an increase in consumer prices in the foreign coun-
tries as a result of exchange rate changes. When the Mundell-Fleming trilemma 
or impossible trinity is considered, [25] noted that an economy that chooses to 
fix the value of its currency and have independent monetary policy cannot have 
freely flowing capital across its borders. Furthermore, if the economy has a fixed 
exchange rate and free flowing capital across its border, it cannot have an inde-
pendent monetary policy. Last, if the choice is to have free flowing capital across 
borders and monetary autonomy, it is not possible to operate under a fixed ex-
change rate regime. According to [26], what then becomes important is the ef-
fectiveness of domestic monetary policy under the trilemma, especially in the 
face of changes in the monetary policy stance of a relatively bigger economy like 
the US. In such circumstances, the Mundellian idea of a policy mix where mon-
etary policy and fiscal policy are used complementarily to arrive at the desired 
effect could find favour [27].  

3.1.2. The Intertemporal Model 
Reference [28] and [29] explained that intertemporal models of the current ac-
count gained prominence in the 1980s when researchers sort to understand the 
implications of modelling the current account by taking into consideration the 
assumptions of forward looking economic agents whose forecasts of relevant va-
riables hinged on rational expectations. Reference [30] pointed out that [28] 
bridged the gap in open economy model building by developing a series of ex-
tended models that incorporated relative prices, complex demographic struc-
tures, consumer durables, asset-market incompleteness, and asymmetric infor-
mation. Spurred on by the Lucas critique of economic policy evaluation, the in-
tertemporal approach was therefore developed to replace the MFD model. 

Reference [28] presented an open economy version of the sticky price closed 
economy model by expanding it to a two country open model and adding a for-
eign asset accumulation component together with assumptions around the ex-
change rate, interest rates, capital markets and capital mobility. Under this in-
tertemporal model, economic agents (households and firms) must determine 
their optimal levels of: 
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• Aggregate consumption dynamics (and thus asset holdings); 
• Relative demand for different goods (composition of aggregate demand); and 
• Production effort for own good. 

According to [30], analysis in the intertemporal model covers three periods; 
the initial steady state (time t − 1), the period when the shock hits (time t), and 
the period after the shock, when the economy adjusts to the new steady state 
(time t + 1). Moreover, the main transmission channel of a shock in the short 
run is the nominal exchange rate while the transmission of a shock in the long 
run is through wealth redistribution between countries. Reference [27] and [30] 
noted that the intertemporal model conforms to the basic predictions of the 
MFD model in the initial stages of a monetary shock. That is, given a positive 
shock in monetary policy in a foreign country, this will lead to a fall in interest 
rates in the domestic economy and domestic economy currency depreciation 
coupled with a temporary increase in domestic income. However, due to con-
sumption smoothing by economic agents, the level of domestic consumption 
rises by a magnitude less than that of domestic income. This means an im-
provement in the domestic economy’s current account.  

3.2. Empirical Literature 

Reference [31] evaluated the role of external factors in capital inflows and ex-
change rate appreciation in ten Latin American countries using a structural vec-
tor autoregression (SVAR) model and monthly data from January 1988 to De-
cember 1991. The study used variance decompositions to assess the relative im-
portance of external shocks in explaining forecast error variations in reserves 
and real exchange rates. Results concluded that for countries that did not expe-
rience any major shifts in domestic policy over the sample period, for example; 
implementation of stabilisation plans and adoption of floating exchange rates, 
external shocks accounted for a significant shift (about 50 per cent) in the 
monthly forecast error variation in real exchange rate and reserves. However, 
there were puzzles. Foreign factors were found to account for the least variation 
in the forecast error of exchange rates and reserves in countries that had signifi-
cant changes in their domestic policy during the period under consideration. In 
addition, results of the impulse response functions indicated that for a handful 
of the countries under consideration, a positive shock to US monetary policy (a 
contractionary monetary policy) led to a currency appreciation and an increase 
in reserves in the foreign country.  

Reference [4] used an SVAR model and annual time series data covering the 
period January 1986 to December 2000 to ascertain the extent to which ma-
cro-variable fluctuations in emerging markets in Asia and Latin America were 
attributable to international shocks. In the paper, external factors are divided 
into “US monetary policy” and “everything else” or “private sector shocks”. This 
decomposition proved crucial since it revealed that less than 10 per cent (in most 
cases) of the variation in domestic macro-variables could be tied to shifts in US 
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monetary policy, implying that private sector structural shocks were more im-
portant. This discovery is similar to that of [31].  

Reference [12] analysed the international monetary transmission mechanism 
of US monetary policy shocks in non US G-6 countries under a flexible exchange 
rate period using a vector autoregression (VAR) methodology. The study con-
cluded that expansionary shocks in US monetary policy translate in positive ef-
fects in non US G-6 countries. Moreover, the US trade balance is found to wor-
sen in the short-term after the expansionary shock although it improves in the 
medium and long term. The findings are therefore not in support of the postula-
tions of the basic version of the MFD model. 

Reference [6] studied the impact of shocks in US monetary policy on eight 
Latin American countries with the use of a VAR model and quarterly time series 
data from the first quarter of 1990 to the second quarter of 2002. The impact of 
shocks in US monetary policy are investigated on five macro-variables measur-
ing real activity, inflation, interest rates, trade and international competitiveness. 
The study concluded that the interest rate channel is the most important trans-
mission mechanism of US monetary shocks to Latin America while the trade 
channel plays a negligible role. The author identified three possible reasons for 
this. First, the majority of debt in these countries is denominated in US Dollars; 
therefore, financial markets may force the increase in Latin American interest 
rates following an increase in the default risk from such countries. Second, in an 
attempt to stem capital outflow, Latin American central banks adjust rates up-
wards. Third, given the sheer size and importance of the US economy in the 
global space, a contractionary monetary policy in the US leads to a general in-
crease in world interest rates. The overall result is therefore an increase in capital 
flows to Latin American countries, an improvement in central bank reserves to-
gether with an increase in aggregate demand and consumer prices.  

Reference [9] examined the changing international transmission of US mone-
tary policy shocks to fourteen OECD countries over the first quarter of 1981 and 
the last quarter of 2010 with the help of a factor augmented VAR and a 
time-varying parameter factor VAR. The study found that contractionary shocks 
in US monetary policy result in a negative impact on the output growth in the 
US, Canada, Japan and Sweden while exhibiting positive effects on the output 
growth in most of the other OECD member countries. The asset prices, interest 
rates, and the trade channel were identified as the most significant drivers in the 
transmission of monetary policy shocks from the US to the OECD countries.  

Reference [7] investigated the impact of monetary policy shocks emanating 
from the Euro Area (EU) and the US on a group of eleven sub-Saharan African 
(SSA) countries. The countries included those following a fixed exchange rate 
regime and those with a floating exchange rate regime like South Africa. Using 
an SVAR methodology, the results of the study were found to depend on wheth-
er the shock in monetary policy emanated from the EU or the US. Moreover, the 
results depended on whether the SSA country under consideration operated un-
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der a floating or fixed exchange rate regime. SSA countries with a floating ex-
change rate were found to have negative output response after a contractionary 
shock to either EU or US monetary policy. It was discovered that SSA countries 
that heavily relied on international capital increased their interest rates following 
a contractionary monetary shock from either the EU or US in order to stop cap-
ital from flowing out. This result is similar to the one observed under [6]. How-
ever, in the SSA case, the process led to depressed output growth. Reference [7] 
also noted that SSA countries operating under a fixed exchange rate regime de-
picted mixed output responses in the earlier periods but showed expansionary 
effects in the medium and long term. For these countries, the interest rate and 
trade channels acted as transmission mechanisms. US shocks were found to not 
be significant in SSA countries operating under a fixed exchange rate regime. Be 
that as it may, output in such SSA countries continued to expand, implying that 
some other factor, such as aid from the US was responsible for curbing the out-
put contractions.  

4. Materials and Methods 
4.1. Materials 

The study uses quarterly time series data from the first quarter of 1981 to the last 
quarter of 2014. From Table 1, the South African variables include the Rand-US 
Dollar exchange rate (ZARx), which is the price of one US Dollar (USD) in 
South African Rand terms, the 91-day treasury bill rate (R), the consumer price 
index (SAp) and the output gap (Ygap8). The US variable chosen is the federal 
funds rate (FedR). All of the data was obtained from the FRED database main-
tained by the US Federal Reserve Bank of St. Louis. The variables in the model 
are expressed in logarithmic form except R and FedR which are expressed in 
percentages. 

South Africa’s 91 day T Bill rate is taken to proxy monetary policy innovations 
in the country since the SARB Repo rate data starts from 2001. In addition, [17] 
argue that innovations in the US federal funds rate are better indicators of mon-
etary policy shocks than innovations in monetary aggregates. It is for this reason 
that the US Federal Funds rate is used as an indicator of monetary policy  

 
Table 1. Variable description. 

Variable Descriptor Database/Source 

ZARx Exchange rate (One USD in Rands) FRED database 

R South African 91-day T-Bill rate FRED database 

SAp South African consumer prices FRED database 

Ygap South African Output Gap FRED database 

FedR US federal funds rate FRED database 

 

 

8The output gap is calculated as the difference between the log of real Gross Domestic Product and 
expected output. 
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shocks in the US. Basing our a priori expectations on the postulations of the 
MFD model, it is expected that a positive shock to US monetary policy will lead 
to a decline in South African interest rates, a depreciation of the South African 
Rand against the US Dollar, an increase in South African output and an increase 
in the level of South African inflation.  

4.2. Model Specification 

The study estimates a VAR model to assess the response of South African output 
gap (Ygap), consumer prices (SAp), 91-day Treasury bill rate (R) and Rand-US 
Dollar exchange rate (ZARx) to shocks in the US federal funds rate (FedR). Ref-
erence [5] [32] and [33] posited that one of the most ideal tools for macroeco-
nomic analysis is the VAR model pioneered by Christopher Sims in 1980. The 
VAR is arguably superior in its ability to navigate through dynamic effects of 
shocks to monetary policy on such macroeconomic variables as inflation, output 
and the exchange rate. They are also well suited for purposes of presenting the 
degree of influence of monetary policy shocks on developments in key macroe-
conomic variables. 

The reduced form of the VAR is represented in Equation (1): 

0 1 1 2 2t t t s t s tX G G X G X G X ε− − −= + + + + +              (1) 

where tX  is a (5 × 1) vector of endogenous macroeconomic variables (FedR, 
Ygap, SAp, R and ZARx) observed at time t. 0G  is a vector of constants, 

1,2, ,sG


 is a (5 × 5) matrix of coefficient estimates, ε is a (5 × 1) vector of serially 
uncorrelated system innovations and s is the optimal lag length of each variable. 
When unpacked, Equation (1) is a system of five equations as follows:  

1,0 1, , 1 1, , 1 1, , 11 1 1
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∑ ∑

    (6) 

Equation (1) can be estimated using the ordinary least squares (OLS) method. 
The choice of optimal lag order will be made with due consideration of informa-
tion criterion such as the Schwarz Information Criterion (SIC) and or Akaike 
Information Criterion (AIC). The smallest information criterion between is the 
most preferred. Once the appropriate lag order has been selected, the stationari-
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ty of the system, or the stability of the system is tested with the help of the AR 
roots table. The system will be found to be stationary if the modulus of each root 
is within the unit circle.  

4.3. Unit Root Tests 

Reference [33] explained that VAR models are designed for stationary variables. 
To ascertain the order of integration of the variables, the study uses Aug-
mented Dickey and Fuller (ADF) test as explained in [34] and [35] as well as 
the Phillips-Perron (PP) test as explained in [36]. The PP test complements the 
ADF in that it is non-parametric and corrects for any serial correlation and he-
teroskedasticity in the errors. The two tests are utilized to establish whether the 
series are either I(0) or I(1).  

4.4. Model Checking 

Reference [33] pointed out that inadequacy of the reduced form VAR in the data 
generation process translates into an unavoidable inadequacy of the structural 
form model as well. Therefore, after the model specification and estimation 
process, the adequacy of the estimated reduced form VAR has to be checked. 
The study focuses on tests for residual autocorrelation9, non-normality, although 
as [33] noted, normality is not a necessary condition for the validity of statistical 
procedures related to VAR models, heteroskedasticity and structural stability.  

4.5. SVAR Identification 

Provided that Equation (1) passes the residual and structural stability tests, the 
next step is to specify and estimate the structural VAR (SVAR). The SVAR is 
necessary since it isolates the structural shocks and allows for the development 
of impulse response functions (IRFs) and the forecast error variance decomposi-
tions. The IRFs reflect responses of each variable to innovations in another vari-
able while holding the other shocks at zero. The variance decomposition tells 
how much of a change in a specific endogenous variable is due to its own shock 
and how much is due to shocks to other variables in the system. The SVAR is 
represented in Equation (7) 

0 1 1 2 2t t t s t s tAX X X Xβ β β β υ− − −= + + + + +              (7) 

Where; A is a (5 × 5) matrix of contemporaneous relations among the endo-
genous variables where the diagonal elements are normalized to equal one but 
the off diagonal elements may be arbitrary. tX  is a (5 × 1) vector of endogen-
ous macroeconomic variables (FedR, Ygap SAp, R and ZARx) observed at time t. 

0β  is a vector of constants, 1,2, ,sβ


 is a (5 × 5) matrix of coefficient estimates, 
υ  is a (5 × 1) vector of serially uncorrelated structural errors and s is the op-
timal lag length of each variable. The SVAR cannot be estimated with OLS be-
cause of the contemporaneous relations between the endogenous variables in 

 

 

9To test for autocorrelation in the residuals, the study proposes the Breusch-Godfrey LM test. Ac-
cording to [33], this is the most suitable test for checking autocorrelation in low order VARs. 
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matrix A that are correlated with the structural errors. Therefore, to estimate the 
SVAR and develop IRFs and forecast error variance decompositions, Equation 
(7) needs to be identified. This is done by imposing restrictions on elements of 
matrix A in Equation (7). Imposing restrictions to matrix A in Equation (7) also 
means imposing restrictions on the inverse of matrix A, that is; 1A− . Multiply-
ing the right and left hand sides of the SVAR by 1A−  results in the reduced 
form VAR in Equation (1) such that 

1
t tX A AX−=                          (8) 

In addition, the relationship between the forecast errors and structural shocks 
is represented by Equation (9)  

1
t tAε υ−=                           (9) 

In the study, the SVAR identification follows a strictly recursive Cholesky de-

composition technique where 
2

2
n n−

 zero (exclusion) restrictions10 are imposed.  

The Cholesky decomposition used in this study has the ordering of (FedR, Ygap, 
SAp, R, and ZARx). With this ordering, the study assumes that the US federal 
funds rate is not contemporaneously affected by changes in South African ma-
croeconomic variables. The South African variables can only affect the US feder-
al funds rate with a lag. The South African variables on the other hand are as-
sumed to likely respond to contemporaneous changes in the US federal funds 
rate. This ordering is aligned to economic intuition and is supported by [37] 
who explained that since the US is a big economy that is relatively closed, its 
monetary policy stance responds more to domestic shocks than foreign shocks. 

5. Empirical Results 
5.1. Results of the Unit Root Tests 

Table 2 presents the results of the ADF and PP unit root tests performed before  
 

Table 2. ADF and PP unit root test results. 

Variable 
H0: non-stationary in levels H0: non-stationary in first differences 

ADF Statistic PP Statistic ADF Statistic PP Statistic 

ZARx 
−2.368474 
(0.1526) 

−2.189706 
(0.2111) 

−9.543690 
(0.0000) 

−9.6028098 
(0.0000) 

R 
−2.576603 
(0.1004) 

−2.245155 
(0.1916) 

−7.242216 
(0.0000) 

−6.939448 
(0.0000) 

SAp 
−4.999880 
(0.0000) 

−6.356241 
(0.0000) 

−4.528673 
(0.0003) 

−4.344445 
(0.0006) 

Ygap 
−4.367293 
(0.0005) 

−3.590699 
(0.0072) 

−5.821270 
(0.0000) 

−8.095603 
(0.0000) 

FedR 
−3.639130 
(0.0062) 

−2.824355 
(0.0575) 

−8.457080 
(0.0000) 

−8.725219 
(0.0000) 

Note: Values in parentheses are p-values. 

 

 

10Where n is the number of endogenous variables in the model. 
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estimation of the reduced form VAR model (Equation (1)). According to [38], 
the unit root test is conducted to avoid spurious regression. SAp, Ygap and FedR 
are stationary at levels under both the ADF and PP tests. ZARx and R are 
non-stationary at levels under both the ADF and PP tests.  

Reference [16] [39] and [40] advocated for estimation of the VAR model in 
levels when the variables are mixed (stationary and non-stationary at levels). How-
ever, [41] coupled with [42] highlighted that in the presence of non-stationary 
time series data, econometric analysis runs the risk of being spurious. Reference 
[43] advised testing the variables that are non-stationary but stationary of the 
same order of integration (in this case, ZARx and R) for the presence of cointe-
gration. If the variables are found to be cointegrated, the VAR should be esti-
mated as a Vector Error Correction Model (VECM). If the variables are found 
not to be cointegrated, the VAR should be estimated in first differences. Appen-
dix 7 shows that cointegration does not exist between ZARx and R. Given that 
the non-stationary variables are not cointegrated, the study follows the recom-
mendation of [44] and estimates Equation (1) in first differences with appropri-
ate lag length to ensure the absence of serial correlation.  

5.2. Optimal Lag Selection 

Table 3 presents the lag length selection criteria. The FPE, AIC, SC and HQ 
propose 1 lag respectively while the LR proposes 5 lags. When the results of the 
autocorrelation LM test presented in Table 4 are considered, a lag order of 1 
fails to reject the null hypothesis of autocorrelation. However, when a lag order 
of 5 is chosen, the null hypothesis of autocorrelation is rejected. For this reason, 
Equation (1) was estimated with an optimal lag order of 5. In addition, under the 
lag order of 5, the model is stable as shown by the results in Appendix 1 since 

 
Table 3. VAR lag order selection criteria. 

Endogenous variables: D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 
Exogenous variables: C 
Sample: 1981Q1 2014Q4 
Included observations: 127 

Lag LogL LR FPE AIC SC HQ 

0 −75.57854 NA 2.45e−06 1.268953 1.380929 1.314448 

1 31.06208 203.2050 6.77e−07* −0.016726* 0.655130* 0.256241* 

2 55.66586 44.94548 6.82e−07 −0.010486 1.221249 0.489953 

3 79.52826 41.71223 6.98e−07 0.007429 1.799043 0.735340 

4 103.3880 39.82889 7.17e−07 0.025386 2.376879 0.980769 

5 129.3829 41.34626* 7.15e−07 0.009717 2.921090 1.192573 

6 145.2657 24.01179 8.43e−07 0.153295 3.624547 1.563623 

7 164.2415 27.19359 9.55e−07 0.248166 4.279297 1.885966 

8 185.1624 28.33388 1.06e−06 0.312403 4.903413 2.177675 

*indicates lag order selected by the criterion; LR: sequential modified LR test statistic (each test at 5% level); 
FPE: Final prediction error; AIC: Akaike information criterion; SC: Schwarz information criterion; HQ: 
Hannan-Quinn information criterion. 
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Table 4. VAR residual serial correlation LM test. 

Null Hypothesis: no serial correlation at lag order h 
Sample: 1981Q1 2014Q4 
Included observations: 130 

Lags LM-Stat Prob 
1 64.24000 0.0000 
2 48.75462 0.0030 
3 47.99797 0.0037 
4 41.26933 0.0215 
5 24.04839 0.5166 
6 14.65380 0.9491 

Probs from chi-square with 25 df. 
 

no root lies outside the unit circle. This means that the lag order of 5 is sufficient 
to explain the dynamics in the model and the system is stationary. 

5.3. Results of the Residual Diagnostic Tests 

From Table 4, the estimated reduced from VAR of lag order 5 shows no evi-
dence of serial correlation. In addition, there is no heteroskedasticity in the re-
siduals as seen from Appendix 3. The results of the normality test are presented 
in Appendix 2. The joint normality test shows that the variables are not jointly 
normally distributed. However, these results are disregarded on the basis of the 
assertion by [33] that normality is not a necessary condition for the validity of 
many of the statistical procedures related to VAR models. 

5.4. Impulse Responses 

The impulse responses are presented in Figure 2. The dotted lines are one stan-
dard error bands computed by Cholesky simulations. Reference [37] posited that 
the use of one standard deviation bands is advantageous in that makes it easy to 
compare the findings of the research with other research findings. The impulse 
responses were calculated over 20 periods which is equal to a period of 5 years. 
From Figure 2, a positive shock to the US federal funds rate (FedR) (contractio-
nary monetary policy) results in an immediate and statistically significant in-
crease in itself for up to 3 periods after the shock. After the 3 periods, the impact 
of the shock becomes statistically insignificant. The South African 91 day T Bill 
rate (R) shows a statistically significant and positive response of 0.21 per cent to 
a positive shock in the US federal funds rate only in period 3. The response is 
statistically insignificant in all other periods. The increase in the interest rate is 
consistent with the findings of [6] [7] along with [37]. It can be explained as the 
SARB’s attempt to suppress capital outflows in light of an increase in US interest 
rates or a general increase in world interest rates following contractionary mon-
etary policy in the US due to the size and importance of the US economy in the 
global space. Moreover, according to [45], around 93 per cent of South Africa’s 
total foreign debt is denominated in US Dollar and the Euro. Therefore, an in-
crease in domestic rates following an increase in the US federal funds rate  
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Figure 2. Impulse responses to US federal funds rate shock under Cholesky ordering: D(FEDR) D(YGAP) D(SAP) D(R) 
D(ZARX). 
 

could be understood as an attempt to keep the real cost of the foreign debt from 
rising following an appreciation of the US Dollar.  

Figure 2 shows that South African inflation responds negatively to a positive 
shock in the US federal funds rate from period 3 to period 6, after which the 
impact becomes statistically insignificant. According to [4], this can be reflective 
of a direct deflationary effect that corresponds to deflation in the US and in 
world commodity prices coupled with a domestic tightening of monetary policy. 
The response of the Rand-US Dollar exchange rate to a positive shock in the US 
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federal funds rate is negative and statistically significant only in period 1. After 
that time, the response becomes statistically insignificant. This shows an apprec-
iation of the South African Rand against the US Dollar and ties well with the 
short-term increase in interest rates observed earlier. It is also complemented by 
the findings of [31]. Last, the impulse response of the South African output gap 
to a positive shock in the US federal funds rate is positive in period 5, meaning 
an increase in actual output over expected levels. These findings align well with 
the positive interest rate response seen in period 3 as well as the Rand apprecia-
tion seen in period 1 given that [6] and [31] discovered that an inflow of foreign 
capital, which raises the demand for domestic currency, was found to boost do-
mestic production.  

5.5. Forecast Error Variance Decomposition 

Forecast error variance decompositions are another way of investigating the ef-
fect of nonzero residuals (or shocks) in a VAR system. Reference [32] pointed 
out that variance decompositions can be used as tools to determine the impor-
tance of monetary policy shocks in explaining particular developments in ma-
croeconomic history. Table 5 presents the forecast error variance decomposi-
tions11 extracted for the tenth and twentieth quarters. The percentage of varia-
tion in the row variables, labelled 1 through 5, is explained by shocks to the 
column variables, labelled a through e. 

 
Table 5. Forecast error variance decomposition in percentage. 

Forecast Horizon (Quarters) 
Fraction of Variance Explained by Shocks to: 

1) FedR 2) Ygap 3) SAp 4) R 5) ZARx 

1) FedR      

10th Quarter 69.25 19.63 2.33 8.22 0.57 

20th Quarter 67.90 20.53 2.41 8.36 0.79 

2) Ygap      

10th Quarter 9.39 75.93 5.89 1.67 7.13 

20th Quarter 10.19 74.89 5.79 1.98 7.14 

3) SAp      

10th Quarter 16.79 20.91 49.69 2.67 9.94 

20th Quarter 16.86 20.55 49.17 3.36 10.06 

4) R      

10th Quarter 6.20 27.96 6.04 58.09 1.71 

20th Quarter 6.64 28.67 6.07 56.55 2.07 

5) ZARx      

10th Quarter 14.19 3.87 5.02 4.40 72.51 

20th Quarter 14.26 4.27 5.09 4.61 71.77 

 

 

11A more detailed variance decomposition table is presented in Appendix 4. 
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Table 5 shows that the US federal funds rate explains 69.25 per cent of its own 
variation in the short term and 67.90 per cent in the long run. The South African 
inflation, 91 day T Bill rate and the Rand-US Dollar exchange rate, respectively 
account for no more than 8.4 per cent of the variation in the US federal funds 
rate in the short to long run. The South African output gap on the other hand 
explains 19.6 per cent of the variation in the US federal funds rate in the short 
run and 20.5 per cent in the long run. The variance decomposition for the South 
African output gap shows that the output gap accounts for 75.93 per cent and 
74.89 per cent of its own variation in the short run and long run. This is followed 
by the US federal funds rate that explains 9.39 per cent and 10.19 per cent of its 
variation in the short run and long run, respectively. Domestic inflation, the 91 
day T Bill rate and the Rand-US Dollar exchange rate together account for at 
most 7.1 per cent of the variation observed in the South African output gap in 
the short run and long run.  

The South African inflation rate explains 49.69 per cent of its own variation in 
the short run and 49.17 per cent in the long run. This is followed by the output 
gap that explains 20.91 per cent of the variation in inflation the short run and 
20.55 per cent in the long run. The US federal funds rate on the other hand ex-
plains 16.79 per cent of the variation in South African inflation in the short run 
and 16.86 per cent in the long run. The rest of the South African macro variables 
account for no more than 10 per cent of the variation observed in consumer 
prices both in the short run and long run, respectively. The South African 91 day 
T Bill rate that is taken to proxy the domestic monetary policy instrument over 
the sample period explains 59.5 per cent of its own variation in the short run and 
57.7 per cent in the long run. This is followed by the output gap that accounts 
for 23.3 per cent of the variation in the 91 day T Bill rate in the short run and 
23.8 per cent in the long run. The US federal funds rate accounts for 8.3 per cent 
of the variation in South African 91 day T Bill rate in the short run and 9 per 
cent in the long run. The remaining South African macro variables explain at 
most 5 per cent of the variation in the 91 day T Bill rate in the short run and 
long run, respectively. The variance decomposition for the Rand-US Dollar ex-
change rate depicts that the greatest variation in the short run and long run is 
explained by own innovations, followed by shocks to the US federal funds rate, 
domestic inflation, the 91 day T Bill rate and the domestic output gap, respec-
tively. 

6. Robustness Checks 

In order to check the robustness of our results, [46] espoused that the first sta-
bility condition that all the roots of the characteristic polynomial are inside the 
unit circle should be satisfied. Appendix 1 provides evidence that all roots of the 
characteristic polynomial lie within the unit circle and as such the VAR model is 
stable. A second test for robustness is to estimate equation 1 with a change in the 
ordering of the endogenous variables in the VAR. This is done to assess the res-
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ponses of the variables to shocks under the new ordering as well as to establish 
how similar the resultant responses are to previous responses under the ordering 
specified in Section 4.512. Under the new ordering, the study maintains the use  

of the Cholesky decomposition with 
2

2
n n−

 zero (exclusion) restrictions and  

orders the FedR first, followed by ZARx, R, SAp and lastly Ygap. The assump-
tion is that the US federal funds rate is not contemporaneously affected by South 
African macro variables whereas South African macro variables are assumed to 
be contemporaneously affected by shocks in the US federal funds rate. Further-
more, shocks in the US federal funds rate are assumed to first be transmitted to 
the South African macro variables through the exchange rate channel. The im-
pulse responses of South African macro variables to a shock in the US policy rate 
are presented in Appendix 5 while the corresponding variance decompositions 
are presented in Appendix 6. As the results indicate, the impulse responses and 
variance decompositions remain broadly unchanged. This adds credibility to the 
robustness of the model used.  

The third test for robustness undertaken is to estimate Equation (1) when the 
variables are mixed in nature (that is, a mix of I(0) and I(1) variables). Under  

this test, the use of the Cholesky decomposition with 
2

2
n n−

 zero (exclusion)  

restrictions is maintained and the ordering is such that the FedR is first, followed 
by ZARx, R, SAp and lastly Ygap. This time around, the VAR is estimated with 4 
lags and the inclusion of a trend. Appendix 8 presents the impulse responses. 
From the impulse responses the results of the study remain broadly unchanged, 
adding further credibility to the model the robustness of the model used.  

7. Conclusions 

This paper investigated the impact of shocks to the US federal funds rate (FedR) 
on South African output gap (Ygap), consumer prices (SAp), 91-day Treasury 
bill rate (R) and Rand-US Dollar exchange rate over the first quarter of 1981 to 
the last quarter of 2014 using an SVAR model. Positive innovations in the US 
federal funds rate are found to negatively affect domestic inflation between pe-
riod 3 and period 6 after the initial shock. This could be interpreted as a com-
plementary reaction to corresponding deflation in the US and in world com-
modity prices. The decline in domestic prices also corresponds to a tightening of 
domestic monetary policy especially since a positive shock to the US federal 
funds rate was found to result in a rise of the 91-day T Bill rate by 0.21 per cent 
in period 3. The rise in the 91-day T Bill rate in this instance testifies to a deci-
sion taken by the South African Reserve Bank to quell capital outflows in the 

 

 

12The ordering began with the FedR followed by Ygap, then, SAp, R, and ZARx. Using the Cholesky 
decomposition, this ordering assumed that the US federal funds rate is not contemporaneously af-
fected by changes in South African macroeconomic variables. Moreover, shocks in US monetary 
policy contemporaneously affect South African macro variables and are first transmitted through the 
output channel. 
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short-term and prevent the rise of US Dollar denominated foreign debt given a 
rise in US interest rates and an appreciation of the US Dollar. Positive innova-
tions in the US federal funds rate were discovered to lead to an appreciation in 
the South African Rand against the US Dollar in the first quarter after the shock. 
This reaction results in increased capital inflows and an improvement in central 
bank reserves. Furthermore, similar to [6], contractionary US monetary policy 
provokes an increase in the level of South African output observed in a positive 
output gap in period 5. Domestic developments appear to play the most signifi-
cant role in determining the fluctuations of South Africa’s macro-variables as US 
shocks account for only 10 to 17 per cent of the variability in the selected South 
African macro-variables. A similar finding was made by [4]. Overall, the results 
indicate that a positive shock in the US federal funds rate (a contractionary 
monetary policy) is transmitted mainly through the inflation channel with 17 
per cent of the variation in domestic prices explained by changes in the US fed-
eral funds rate.  

Despite the modest impact of US shocks in explaining South African macroe-
conomic fluctuations, their influence on South African prices cannot be ignored. 
This is especially true given that US monetary policy shocks were found to affect 
South Africa’s domestic inflation the most relative to other domestic macro va-
riables. The policy recommendation is that the SARB has to remain mindful of 
domestic developments as well as movements in the US federal funds rate so as 
to determine their upside risks to inflation before deciding on a policy stance. 
This is crucial, especially in light of the SARB’s inflation targeting monetary pol-
icy regime. 
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Appendix 
Appendix 1. AR Roots Graph (Roots of Characteristic Polynomial) 

Endogenous variables: D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 
Exogenous variables: C 
Lag specification: 1 5 

Root Modulus 

0.973930 0.973930 

0.817375 − 0.336646i 0.883986 

0.817375 + 0.336646i 0.883986 

0.616151 + 0.517721i 0.804784 

0.616151 − 0.517721i 0.804784 

0.134288 + 0.763305i 0.775028 

0.134288 − 0.763305i 0.775028 

−0.210375 + 0.732135i 0.761760 

−0.210375 − 0.732135i 0.761760 

0.759331 0.759331 

−0.395716 − 0.639673i 0.752178 

−0.395716 + 0.639673i 0.752178 

−0.544812 + 0.456728i 0.710929 

−0.544812 − 0.456728i 0.710929 

0.437088 − 0.506262i 0.668840 

0.437088 + 0.506262i 0.668840 

−0.528613 + 0.344574i 0.631002 

−0.528613 − 0.344574i 0.631002 

0.010091 − 0.540546i 0.540640 

0.010091 + 0.540546i 0.540640 

−0.453869 0.453869 

−0.257422 + 0.328211i 0.417119 

−0.257422 − 0.328211i 0.417119 

0.095420 + 0.103013i 0.140416 

0.095420 − 0.103013i 0.140416 

No root lies outside the unit circle. 
VAR satisfies the stability condition. 

 

  

https://doi.org/10.4236/me.2018.94053


M. Damane 
 

 

DOI: 10.4236/me.2018.94053 819 Modern Economy 
 

Appendix 2. Normality Test 

Orthogonalization: Cholesky (Lütkepohl) 
Null Hypothesis: residuals are multivariate normal 
Sample: 1981Q1 2014Q4 
Included observations: 130 

Component Skewness Chi-sq df Prob. 

1 −0.547656 6.498421 1 0.0108 

2 −0.345429 2.585287 1 0.1079 

3 −0.090163 0.176135 1 0.6747 

4 1.195005 30.94078 1 0.0000 

5 0.182512 0.721732 1 0.3956 

Joint  40.92235 5 0.0000 

Component Kurtosis Chi-sq df Prob. 

1 4.533753 12.74215 1 0.0004 

2 5.394843 31.06605 1 0.0000 

3 4.566699 13.29546 1 0.0003 

4 12.70427 510.1025 1 0.0000 

5 3.358568 0.696426 1 0.4040 

Joint  567.9026 5 0.0000 

Component Jarque-Bera df Prob.  

1 19.24057 2 0.0001  

2 33.65134 2 0.0000  

3 13.47160 2 0.0012  

4 541.0433 2 0.0000  

5 1.418157 2 0.4921  

Joint 608.8250 10 0.0000  
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Appendix 3. Heteroskedasticity Test 

VAR Residual Heteroskedasticity Tests: No Cross Terms (only levels and squares) 
Sample: 1981Q1 2014Q4 
Included observations: 130 

Joint test:     

Chi-sq df Prob.    

980.7803 750 0.0000    

Individual components:    

Dependent R-squared F(50,79) Prob. Chi-sq(50) Prob. 

res1 * res1 0.618032 2.556470 0.0001 80.34414 0.0042 

res2 * res2 0.630329 2.694069 0.0000 81.94275 0.0029 

res3 * res3 0.284236 0.627431 0.9607 36.95067 0.9149 

res4 * res4 0.151412 0.281916 1.0000 19.68350 1.0000 

res5 * res5 0.292719 0.653906 0.9457 38.05343 0.8921 

res2 * res1 0.615710 2.531480 0.0001 80.04232 0.0044 

res3 * res1 0.383275 0.981921 0.5207 49.82578 0.4803 

res3 * res2 0.372371 0.937411 0.5918 48.40822 0.5374 

res4 * res1 0.742581 4.557859 0.0000 96.53556 0.0001 

res4 * res2 0.231532 0.476039 0.9972 30.09918 0.9884 

res4 * res3 0.178368 0.343002 1.0000 23.18785 0.9996 

res5 * res1 0.437207 1.227425 0.2052 56.83687 0.2355 

res5 * res2 0.401516 1.060003 0.4025 52.19707 0.3886 

res5 * res3 0.322928 0.753579 0.8577 41.98069 0.7828 

res5 * res4 0.178430 0.343148 1.0000 23.19595 0.9996 
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Appendix 4. Forecast Error Variance Decomposition in  
Percentage under Cholesky Ordering: D(FEDR)  
D(YGAP) D(SAP) D(R) D(ZARX) 

Variance Decomposition of D(FEDR): 

Period S.E. D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 

1 0.427389 100.0000 0.000000 0.000000 0.000000 0.000000 

2 0.558277 82.68686 13.53209 0.569304 3.043990 0.167754 

3 0.569148 80.15342 13.89369 0.587488 4.981888 0.383520 

4 0.577272 78.68178 14.77779 1.286328 4.877376 0.376728 

5 0.584321 77.76533 15.65173 1.307908 4.904195 0.370835 

6 0.590564 76.29065 15.66533 1.436526 6.217149 0.390344 

7 0.602353 73.40171 15.92568 1.935944 8.227039 0.509628 

8 0.606995 72.29466 16.71954 2.044518 8.416960 0.524326 

9 0.615400 70.37089 18.60273 2.144458 8.339580 0.542348 

10 0.620434 69.24601 19.63140 2.328196 8.219605 0.574791 

11 0.622536 68.78564 20.01199 2.404310 8.164876 0.633188 

12 0.623971 68.60596 20.18268 2.418443 8.127671 0.665248 

13 0.624627 68.55925 20.14584 2.426864 8.179202 0.688847 

14 0.625562 68.40445 20.17095 2.421131 8.292351 0.711121 

15 0.626223 68.27411 20.25397 2.416137 8.345119 0.710668 

16 0.626902 68.12646 20.37593 2.414396 8.366450 0.716769 

17 0.627597 67.98253 20.49029 2.416646 8.375854 0.734682 

18 0.628020 67.91561 20.53290 2.415522 8.375853 0.760119 

19 0.628351 67.89576 20.53984 2.413290 8.368720 0.782398 

20 0.628553 67.89671 20.53297 2.411764 8.363749 0.794812 

Variance Decomposition of D(YGAP): 

Period S.E. D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 

1 0.012320 0.692653 99.30735 0.000000 0.000000 0.000000 

2 0.012992 2.459806 92.91087 3.766743 0.094650 0.767928 

3 0.013455 3.420153 89.08458 4.366785 0.100066 3.028414 

4 0.013943 5.396028 83.72320 4.794335 0.474658 5.611777 

5 0.014421 7.923389 80.12006 5.293776 0.444052 6.218724 

6 0.014833 9.120807 77.48557 5.322358 1.138260 6.933001 

7 0.015008 9.243767 77.23559 5.250464 1.472916 6.797267 

8 0.015221 8.992843 76.79579 5.658189 1.679555 6.873622 

9 0.015327 9.067221 76.39471 5.890015 1.658445 6.989612 

10 0.015416 9.385361 75.92928 5.885362 1.669164 7.130831 

11 0.015473 9.781086 75.53621 5.856219 1.666237 7.160253 

12 0.015501 10.02081 75.26882 5.842384 1.723624 7.144359 
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Continued 

13 0.015517 10.10254 75.13497 5.830781 1.800471 7.131235 

14 0.015529 10.09116 75.09528 5.824669 1.866098 7.122801 

15 0.015548 10.08138 75.05910 5.816622 1.927647 7.115247 

16 0.015566 10.09030 75.02534 5.809199 1.960380 7.114778 

17 0.015581 10.11747 74.97996 5.802448 1.974589 7.125533 

18 0.015591 10.15274 74.93925 5.796861 1.976573 7.134574 

19 0.015596 10.17968 74.91139 5.793309 1.975383 7.140244 

20 0.015598 10.19446 74.89182 5.792246 1.978399 7.143069 

Variance Decomposition of D(SAP): 

Period S.E. D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 

1 0.464076 0.114568 26.76535 73.12008 0.000000 0.000000 

2 0.509091 1.359815 24.77611 72.42341 0.020099 1.420563 

3 0.541211 6.701786 22.18903 64.67564 0.449341 5.984207 

4 0.576660 11.20723 21.21146 57.88488 0.995263 8.701173 

5 0.619620 14.21246 20.15023 54.01086 2.092265 9.534182 

6 0.657214 16.20207 21.17924 50.06447 2.164964 10.38925 

7 0.668875 17.19358 21.47890 48.90788 2.135514 10.28412 

8 0.674982 17.05853 21.31612 49.34065 2.149683 10.13501 

9 0.680064 16.82157 21.05409 49.76905 2.345570 10.00972 

10 0.682595 16.78524 20.91200 49.69306 2.670541 9.939161 

11 0.683991 16.79059 20.82729 49.59486 2.887327 9.899929 

12 0.685224 16.74822 20.75242 49.55892 3.028906 9.911543 

13 0.686191 16.70286 20.69506 49.49739 3.133959 9.970730 

14 0.686971 16.70745 20.65176 49.41279 3.212193 10.01581 

15 0.687773 16.75850 20.61165 49.32481 3.271923 10.03312 

16 0.688456 16.81023 20.58307 49.25193 3.314176 10.04060 

17 0.688891 16.84215 20.56554 49.20382 3.339882 10.04861 

18 0.689135 16.85855 20.55545 49.17900 3.352633 10.05437 

19 0.689268 16.86506 20.54955 49.17094 3.357321 10.05713 

20 0.689341 16.86663 20.54523 49.17134 3.358086 10.05871 

Variance Decomposition of D(R): 

Period S.E. D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 

1 0.965203 1.747883 5.418447 4.733423 88.10025 0.000000 

2 1.023986 2.180782 6.612403 7.453399 83.40437 0.349042 

3 1.078005 5.621703 11.96786 6.731252 75.27326 0.405926 

4 1.140124 5.025887 20.59558 6.270605 67.61327 0.494662 

5 1.195292 5.772932 25.52595 6.434433 61.80661 0.460076 

6 1.211792 5.661775 26.91815 6.261592 60.51661 0.641869 
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Continued 

7 1.217544 5.942583 27.21519 6.208845 59.94640 0.686979 

8 1.227934 6.045831 27.05671 6.202841 59.25202 1.442602 

9 1.242190 6.140966 27.63463 6.063304 58.46140 1.699707 

10 1.248256 6.200363 27.96095 6.037391 58.09003 1.711270 

11 1.255248 6.171131 28.47245 6.097909 57.51379 1.744725 

12 1.259629 6.128298 28.69139 6.114021 57.18847 1.877823 

13 1.261662 6.210357 28.70124 6.100568 57.00616 1.981671 

14 1.264105 6.437667 28.64500 6.082250 56.79187 2.043217 

15 1.265354 6.579801 28.58850 6.070444 56.70158 2.059668 

16 1.266052 6.624018 28.58112 6.065705 56.66695 2.062212 

17 1.266421 6.631314 28.60105 6.065221 56.64141 2.061010 

18 1.266864 6.626785 28.63421 6.065380 56.60993 2.063694 

19 1.267375 6.629296 28.66030 6.065941 56.57616 2.068307 

20 1.267767 6.643790 28.67031 6.065713 56.54595 2.074243 

Variance Decomposition of D(ZARX): 

Period S.E. D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 

1 0.414610 5.501757 0.164100 0.076306 3.920995 90.33684 

2 0.438567 7.715469 1.652200 2.146192 3.578968 84.90717 

3 0.449118 8.869899 1.672568 3.669669 3.432130 82.35573 

4 0.464289 10.97502 2.063567 4.668923 4.111776 78.18071 

5 0.468852 10.82615 3.386752 4.720168 4.170145 76.89679 

6 0.474203 12.22120 3.508341 4.828418 4.214941 75.22710 

7 0.479915 13.19915 3.883099 5.024014 4.441729 73.45200 

8 0.482216 13.78638 3.882834 4.998465 4.417531 72.91479 

9 0.483403 14.07201 3.878572 5.030953 4.398669 72.61980 

10 0.483833 14.19199 3.872423 5.024297 4.396736 72.51456 

11 0.484406 14.24792 3.938816 5.037531 4.432552 72.34319 

12 0.485025 14.21390 3.974242 5.075380 4.566502 72.16997 

13 0.485394 14.22705 4.014026 5.087707 4.599089 72.07213 

14 0.485912 14.24305 4.136954 5.094009 4.593526 71.93246 

15 0.486158 14.24938 4.202208 5.093650 4.588913 71.86585 

16 0.486296 14.25340 4.238454 5.093827 4.586903 71.82742 

17 0.486371 14.25792 4.256332 5.094285 4.585620 71.80585 

18 0.486390 14.25987 4.256074 5.093933 4.589743 71.80038 

19 0.486430 14.25798 4.260631 5.093097 4.599152 71.78914 

20 0.486479 14.25521 4.272330 5.092148 4.605490 71.77482 

Cholesky Ordering: D(FEDR) D(YGAP) D(SAP) D(R) D(ZARX) 
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Appendix 5. Impulse Responses to US Federal Funds Rate Shock under Cholesky Ordering: 
D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 
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Appendix 6. Forecast Error Variance Decomposition in 
Percentage under Cholesky Ordering: D(FEDR) 
D(ZARX) D(R) D(SAP) D(YGAP) 

Variance Decomposition of D(FEDR): 

Period S.E. D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 

1 0.427389 100.0000 0.000000 0.000000 0.000000 0.000000 

2 0.558277 82.68686 0.048313 5.934346 0.269795 11.06068 

3 0.569148 80.15342 0.087374 8.562160 0.276572 10.92048 

4 0.577272 78.68178 0.090746 8.712026 1.638920 10.87653 

5 0.584321 77.76533 0.094215 8.521967 1.796503 11.82199 

6 0.590564 76.29065 0.105795 9.495040 1.860574 12.24794 

7 0.602353 73.40171 0.625947 10.69202 1.852463 13.42786 

8 0.606995 72.29466 0.714942 10.63185 1.931420 14.42713 

9 0.615400 70.37089 0.696009 10.35368 2.140986 16.43844 

10 0.620434 69.24601 0.697387 10.18739 2.144996 17.72422 

11 0.622536 68.78564 0.737122 10.12645 2.138237 18.21256 

12 0.623971 68.60596 0.759510 10.08526 2.140907 18.40837 

13 0.624627 68.55925 0.798529 10.10633 2.154063 18.38183 

14 0.625562 68.40445 0.853328 10.13045 2.221759 18.39002 

15 0.626223 68.27411 0.861670 10.13275 2.272230 18.45925 

16 0.626902 68.12646 0.860499 10.12342 2.309725 18.57990 

17 0.627597 67.98253 0.865547 10.11126 2.334372 18.70629 

18 0.628020 67.91561 0.879996 10.10304 2.347322 18.75403 

19 0.628351 67.89576 0.896643 10.09321 2.352137 18.76225 

20 0.628553 67.89671 0.908560 10.08698 2.351734 18.75602 

Variance Decomposition of D(ZARX): 

Period S.E. D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 

1 0.414610 5.501757 94.49824 0.000000 0.000000 0.000000 

2 0.438567 7.715469 88.26320 1.575933 2.427678 0.017720 

3 0.449118 8.869899 85.37842 2.001019 3.497691 0.252968 

4 0.464289 10.97502 80.70363 2.891319 4.172603 1.257424 

5 0.468852 10.82615 79.39751 3.224527 4.681272 1.870539 

6 0.474203 12.22120 77.63839 3.183798 5.091769 1.864845 

7 0.479915 13.19915 75.80118 3.454089 5.078582 2.466991 

8 0.482216 13.78638 75.24664 3.425210 5.032953 2.508818 

9 0.483403 14.07201 74.93798 3.413910 5.038115 2.537991 

10 0.483833 14.19199 74.83170 3.409304 5.030874 2.536135 

11 0.484406 14.24792 74.65883 3.428408 5.022810 2.642039 

12 0.485025 14.21390 74.46833 3.555968 5.011253 2.750545 
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Continued 

13 0.485394 14.22705 74.35797 3.583822 5.006081 2.825079 

14 0.485912 14.24305 74.20653 3.576641 5.002914 2.970862 

15 0.486158 14.24938 74.13537 3.573898 5.002931 3.038428 

16 0.486296 14.25340 74.09507 3.574333 5.001719 3.075473 

17 0.486371 14.25792 74.07263 3.574190 5.000804 3.094458 

18 0.486390 14.25987 74.06745 3.577559 5.000875 3.094246 

19 0.486430 14.25798 74.05755 3.582028 5.003729 3.098712 

20 0.486479 14.25521 74.04345 3.584032 5.007775 3.109532 

Variance Decomposition of D(R): 

Period S.E. D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 

1 0.965203 1.747883 3.522244 94.72987 0.000000 0.000000 

2 1.023986 2.180782 3.129539 89.30934 0.020069 5.360267 

3 1.078005 5.621703 2.850342 80.74823 1.295575 9.484151 

4 1.140124 5.025887 2.675426 74.37395 3.980647 13.94409 

5 1.195292 5.772932 2.439763 68.54620 3.737344 19.50376 

6 1.211792 5.661775 2.755529 66.71166 4.282418 20.58861 

7 1.217544 5.942583 2.766223 66.10222 4.324121 20.86485 

8 1.227934 6.045831 3.689372 65.01109 4.653987 20.59972 

9 1.242190 6.140966 4.132307 63.63718 4.993423 21.09612 

10 1.248256 6.200363 4.176961 63.07142 5.055772 21.49548 

11 1.255248 6.171131 4.145558 62.39037 5.047380 22.24556 

12 1.259629 6.128298 4.197100 62.00414 5.054377 22.61608 

13 1.261662 6.210357 4.273404 61.80611 5.051522 22.65861 

14 1.264105 6.437667 4.324998 61.57142 5.033660 22.63225 

15 1.265354 6.579801 4.345142 61.46159 5.025799 22.58767 

16 1.266052 6.624018 4.352353 61.40653 5.027064 22.59003 

17 1.266421 6.631314 4.350574 61.37273 5.028957 22.61642 

18 1.266864 6.626785 4.348614 61.33261 5.032402 22.65959 

19 1.267375 6.629296 4.347044 61.28911 5.034702 22.69984 

20 1.267767 6.643790 4.347987 61.25386 5.034540 22.71982 

Variance Decomposition of D(SAP): 

Period S.E. D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 

1 0.464076 0.114568 0.000751 9.881469 90.00321 0.000000 

2 0.509091 1.359815 1.501030 9.302596 87.72623 0.110323 

3 0.541211 6.701786 5.471020 9.186187 78.15651 0.484494 

4 0.576660 11.20723 7.826153 9.474018 69.13813 2.354472 

5 0.619620 14.21246 8.385136 9.629009 61.95294 5.820448 

6 0.657214 16.20207 9.293197 9.380104 55.43143 9.693195 

https://doi.org/10.4236/me.2018.94053


M. Damane 
 

 

DOI: 10.4236/me.2018.94053 827 Modern Economy 
 

Continued 

7 0.668875 17.19358 9.235348 9.198771 53.57937 10.79293 

8 0.674982 17.05853 9.101497 9.034951 53.23808 11.56695 

9 0.680064 16.82157 9.011462 8.955404 53.29566 11.91590 

10 0.682595 16.78524 8.969430 9.083714 53.22609 11.93552 

11 0.683991 16.79059 8.935504 9.193935 53.17335 11.90662 

12 0.685224 16.74822 8.924008 9.262387 53.18180 11.88359 

13 0.686191 16.70286 8.950178 9.325444 53.16722 11.85430 

14 0.686971 16.70745 8.968719 9.376094 53.12023 11.82751 

15 0.687773 16.75850 8.968917 9.402504 53.06929 11.80079 

16 0.688456 16.81023 8.964744 9.413966 53.03168 11.77939 

17 0.688891 16.84215 8.964440 9.421268 53.00576 11.76638 

18 0.689135 16.85855 8.965477 9.423952 52.99337 11.75865 

19 0.689268 16.86506 8.966249 9.423137 52.99142 11.75413 

20 0.689341 16.86663 8.967320 9.421697 52.99091 11.75344 

Variance Decomposition of D(YGAP): 

Period S.E. D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 

1 0.012320 0.692653 0.172451 6.068378 21.33808 71.72844 

2 0.012992 2.459806 0.748072 5.653200 26.14035 64.99858 

3 0.013455 3.420153 2.582989 5.311842 24.38081 64.30421 

4 0.013943 5.396028 4.499440 5.679429 22.70410 61.72100 

5 0.014421 7.923389 5.293900 5.426732 21.25710 60.09888 

6 0.014833 9.120807 6.561962 5.278175 20.21121 58.82784 

7 0.015008 9.243767 6.521996 5.227952 20.06049 58.94580 

8 0.015221 8.992843 6.447374 5.239903 19.53240 59.78748 

9 0.015327 9.067221 6.510797 5.170244 19.26581 59.98593 

10 0.015416 9.385361 6.648856 5.141430 19.04790 59.77645 

11 0.015473 9.781086 6.677797 5.115737 18.91301 59.51237 

12 0.015501 10.02081 6.674340 5.141540 18.85837 59.30494 

13 0.015517 10.10254 6.670805 5.177857 18.84707 59.20173 

14 0.015529 10.09116 6.660539 5.207661 18.84549 59.19516 

15 0.015548 10.08138 6.645361 5.227488 18.83940 59.20637 

16 0.015566 10.09030 6.634203 5.231064 18.82601 59.21842 

17 0.015581 10.11747 6.633782 5.229389 18.81016 59.20920 

18 0.015591 10.15274 6.636723 5.224152 18.79638 59.19000 

19 0.015596 10.17968 6.641389 5.221262 18.78789 59.16978 

20 0.015598 10.19446 6.645827 5.222843 18.78311 59.15375 

Cholesky Ordering: D(FEDR) D(ZARX) D(R) D(SAP) D(YGAP) 
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Appendix 7. Johansen Cointegration Test with Intercept (No Trend) 
in CE and Test VAR 

Sample (adjusted): 1982Q2 2014Q4 
Included observations: 131 after adjustments 
Trend assumption: Linear deterministic trend 
Series: ZARX R 
Lags interval (in first differences): 1 to 4 

Unrestricted Cointegration Rank Test (Trace)  

Hypothesized  Trace 0.05  

No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None 0.099364 13.84352 15.49471 0.0873 

At most 1 0.001021 0.133772 3.841466 0.7145 

Trace test indicates no cointegration at the 0.05 level 
* denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon-Haug-Michelis (1999) p-values 

Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 

Hypothesized  Max-Eigen 0.05  

No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None 0.099364 13.70974 14.26460 0.0610 

At most 1 0.001021 0.133772 3.841466 0.7145 

Max-eigenvalue test indicates no cointegration at the 0.05 level 
* denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon-Haug-Michelis (1999) p-values 

Unrestricted Cointegrating Coefficients (normalized by b’ * S11 * b = I): 

ZARX R    

0.422452 0.363892    

0.299547 −0.065434    

Unrestricted Adjustment Coefficients (alpha):  

D(ZARX) −0.058162 −0.011648   

D(R) −0.320328 0.008697   

1 Cointegrating Equation(s): Log likelihood −251.4944  

Normalized cointegrating coefficients (standard error in parentheses) 

ZARX R    

1.000000 0.861381    

 (0.17095)    

Adjustment coefficients (standard error in parentheses)  

D(ZARX) −0.024571    

 (0.01553)    

D(R) −0.135323    

 (0.03848)    
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Appendix 8. Impulse Responses to US Federal Funds Rate Shock under Cholesky Ordering: 
FEDR D(ZARX) D(R) SAP YGAP 
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