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Abstract 
This paper proposes a technique for synthesizing a pixel-based photo-realistic 
talking face animation using two-step synthesis with HMMs and DNNs. We 
introduce facial expression parameters as an intermediate representation that 
has a good correspondence with both of the input contexts and the output 
pixel data of face images. The sequences of the facial expression parameters 
are modeled using context-dependent HMMs with static and dynamic fea-
tures. The mapping from the expression parameters to the target pixel images 
are trained using DNNs. We examine the required amount of the training da-
ta for HMMs and DNNs and compare the performance of the proposed tech-
nique with the conventional PCA-based technique through objective and sub-
jective evaluation experiments. 
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1. Introduction 

In our daily life, facial information is important to enrich speech communica-
tion. The face-to-face communication can give us not only linguistic informa-
tion but also the facial identity and expressions, which sometimes plays an es-
sential role to make a person be relieved, attracted, or affected. The same thing 
can be said in human-computer interaction. A spoken dialogue system with fa-
cial information is richer than that with only speech, and it often gives friendlier 
impression to users. For example, a virtual agent with the face of a famous per-
son could easily attract consumers in a shop or a public space. Therefore, a visu-
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al-speech synthesis, i.e., creating a talking head with synthetic speech and facial 
animation, is an interesting topic for more advanced man-machine interfaces. 

There have been many studies for visual-speech synthesis [1] [2]. While some 
studies aimed to generate faces of simple [3] and detailed [3] 3DCG characters, 
the target of the most studies was in synthesizing photo-realistic human faces, 
which is a more challenging task. In the early years of visual-speech synthesis, 
they only focused on synthesizing the image of a speaker’s mouth area [4] [5] 
due to the limitation of computational power. As the performance of computers 
improved, researchers started to examine entire-face synthesis with a variety of 
approaches. When we can prepare a large amount of facial video samples, a 
promising approach is to use synthesis techniques based on visual unit selection 
[6] [7] [8] that was inspired by the idea in speech synthesis (e.g., [9]). Since vid-
eo snippets of tri-phone have been used as basic concatenation units, the result-
ing database can become very large. The use of smaller units, i.e., image samples, 
showed their effectiveness in improving the coverage of candidate units with 
smaller footprint [10] [11]. 

Although the unit-selection-based synthesis has an advantage in the quality of 
synthetic facial motion, there are restrictions that the recording cost is high and 
the face position is fixed to keep the continuity between visual units. One ap-
proach to overcoming the problem is to use a facial 3DCG model [12] [13]. In 
this approach, the face model has 3D mesh and photo-realistic texture informa-
tion, and a high-quality rendered animation can be produced. However, the 
rendering needs high computational cost, and hence real-time rendering is not 
always possible in low-resource devices such as mobile phones and tablets. From 
the viewpoint of the footprint and computational cost, a 2D image-based mod-
eling approach can be an alternative choice [5] [14] [15]. In [14] and [16], mul-
tidimensional morphable model (MMM) [17] and active appearance model 
(AAM) [18] were used to model and parametrize the 2D face images, where the 
face images are represented by shape and texture (appearance) parameters. By 
parametrizing 2D face image, the parameter sequences can be statistically mod-
eled using context-independent [14] or context-dependent [16] models. A limi-
tation in this approach is that facial key points must be labeled by hand for the 
training images of facial models. In contrast, the facial animation generation 
based on hidden Markov models (HMMs) with non-parametric features has an 
advantage [5] since no manual labeling of facial parameters is necessary. 

In this paper, we revise the HMM-based visual-speech synthesis to synthesize 
not only lip images [5] but also entire-face images. The conventional technique 
used principal component analysis (PCA) for visual features instead for speech 
features in the HMM-based speech synthesis [19]. The HMM-based speech syn-
thesis, one of the statistical parametric speech synthesis techniques, has been 
widely studied [20] and has high flexibility such as style control of synthetic 
speech [21] for the expressive speech synthesis [22]. However, the HMM-based 
visual speech synthesis is difficult to be applied to the face images because the 
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movement other than the lip region affects the PCA coefficients and degrades 
the synthesis performance. For this problem, we propose two-step synthesis by 
introducing intermediate features, i.e., low-dimensional facial expression para-
meters [23] [24], into the modeling process. The expression parameters are as-
sociated with face images with non-linear mapping using deep neural networks 
(DNNs). Since the expression parameters are not affected by the face movement 
but well correspond to the lip movement, the proposed technique is expected to 
improve the modeling accuracy compared to the conventional PCA-based syn-
thesis. 

The contributions of this paper are summarized as follows. The proposed 
technique achieves facial animation synthesis using the HMM-based 2D image 
synthesis framework with facial expression parameters and DNNs. The advan-
tage of the HMM-based system is its small footprint size [25] compared to the 
unit-selection and 3DCG models. In addition, our technique uses no manual 
labeling in the model training, which is essential to realize a visual-speech syn-
thesizer of arbitrary speakers at a low cost. We investigate the amount of train-
ing data required for HMMs and DNNs through experiments and finally show 
the superiority of the proposed technique to the conventional PCA-based tech-
nique through the objective and subjective evaluation tests. 

The rest of this paper is organized as follows: In Section 2, we briefly overview 
the conventional HMM-based visual speech synthesis techniques. Section 3 de-
scribes the proposed two-step synthesis technique using facial expression para-
meters and non-linear mapping using DNNs. In Section 4, the performance of 
the proposed facial animation synthesis technique is evaluated and is compared 
to the conventional PCA-based approach from objective and subjective perspec-
tives. In Section 5, we summarize this study and give suggestions for future 
work. 

2. Conventional Photo-Realistic Talking Face Synthesis  
Based on HMMs  

In this section, we briefly review the conventional techniques for synthesizing 
photo-realistic talking face animations. As described in the introduction, the ba-
sis of this study is on the HMM-based visual-speech synthesis using PCA-based 
visual features [5]. This technique was inspired by the HMM-based speech syn-
thesis where sequences of speech parameters, i.e., spectral and excitation para-
meters, are modeled using context-dependent HMMs. The previous work [5] 
only focused on mouth area and the tip of the nose. Parallel data of audio and 
video frames are constructed but each of them are modeled separately using 
HMM sets with different number of states: five states for audio and three states 
for video features. The modeling method for the audio data is the same as that 
for HMM-based speech synthesis. 

Since the number of dimensions of pixel image data were very high, it is 
computationally expensive to apply the HMM-based acoustic modeling to the 
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image data straightforwardly. Therefore, in the previous work [5], the dimen-
sionality of the image was reduced using PCA, and each lip image was repre- 
sented by a linear combinations of eigen vectors in a similar manner to the ei-
genface [26]. Both audio and image features are modeled by the context-depen- 
dent phone HMMs, and the durations of each phone is determined by the 
HMMs trained from the speech. In the model training for visual features, pho-
netic contextual factors are taken into account, and context-dependent HMMs 
are trained. State-dependent model-parameter tying using context clustering 
with contextual decision trees is performed because the number of possible 
combinations of phonetic contextual factors is enormous. The approach of [5] 
differs from that in the previous studies [4] [27] because dynamic features are 
used in addition to the static features, which reflects both static and dynamic 
properties of the training data to the generated feature sequences. 

There have been other studies for visual-speech synthesis based HMMs. [28] 
proposed the lip animation synthesis where the lip image samples were concate-
nated using the trajectory-guided sample selection method. The guide trajectory 
is generated using the similar manner to [5]. Then, the optimal sequence of the 
image samples is determined by the cost function. The total cost is given by the 
weighted sum of the target and concatenation costs, which is the same as the 
unit selection for speech synthesis. Since this is the sample-based approach, the 
required amount of visual data of the target speaker is larger than that in the pa-
rametric visual-speech synthesis. In addition, the synthesis of the entire face was 
not investigated. There can be the same difficulty with [5] because the guide tra-
jectory is generated from the HMMs with PCA-based features. The HMMs were 
also used for modeling the AAM parameters [16] instead of the PCA coeffi-
cients. In this technique, the face images and emotional expressions are simulta-
neously modeled and controlled using a framework of a cluster adaptive training  
(CAT) [29] that is also applied to HMM-based speech synthesis [30]1. However, 
our approach has advantages over the AAM-based technique in that our ap-
proach does not need clipping the facial region from a image and manual labe-
ling of facial key points. 

3. Two-Step Photo-Realistic Talking Face Synthesis  
Using Facial Expression Parameters  

In this section, we present a novel technique for synthesizing a 2D photo-realis- 
tic talking face animation. The technique has two steps to model the relation 
between input context-dependent labels and output pixel images. First, we give 
an overview of the proposed talking face synthesis system and introduce facial 
expression parameters as an intermediate features in the modeling. Then, the 
modeling and parameter generation processes are described in detail. Finally, the 
conversion from the expression parameters to the pixel images is explained 
where DNNs are used for the non-linear mapping. 

 

 

1The basic formulation is the same as [21]. 
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3.1. Overview of the Proposed System 

Figure 1 illustrates the outline of the proposed talking face synthesis system. As 
is the same as the conventional PCA-based approach described in Section 2, 
speech and visual units for synthesis are phone HMMs, and hence lip move-
ments are easily synchronized with auditory speech by using the same phoneme 
labels for synthesis even when both units are modeled separately. There are two 
steps for the model training stage. The first step is the modeling of facial expres-
sion parameters. In this study, we use Microsoft Kinect v2 to capture the facial 
video data. The facial expression parameters, called animation units (AUs), are  
extracted using Microsoft Face Tracking SDK2. The details of the expression pa-
rameters are explained in Section 3.2. Then, the expression parameter sequences 
are modeled by HMMs with context-dependent labels. We only use triphone 
context in this study. The second step is to train the mapping from expression 
parameters to facial pixel images where DNNs are used to achieve the non-linear  
 

 
Figure 1. Overview of the proposed system. 

 

 

2The Microsoft face tracking software development kit for Kinect for Windows. 
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mapping. For the training of HMMs, dynamic features are used to capture the 
dynamic property of the expression parameters between frames. 

In the synthesis stage, the input text is converted to the context-dependent la-
bel sequence using text analysis. The context-dependent HMMs are concate-
nated aligned with the label sequence, and an optimal expression parameter se-
quence is estimated using the parameter generation algorithm based on maxi-
mum likelihood [31], which is described in Section 3.4. In the estimation, both 
the static and dynamic features are taken into account. Finally, the generated 
expression parameters are converted to the facial pixel images. 

3.2. Animation Units for Facial Expression Parameters  

In the conventional PCA-based synthesis, the PCA coefficients obtained from 
the training pixel images can be viewed as an intermediate representation. Al-
though the PCA efficiently reduces the number of dimensions of the images, the 
obtained coefficients include the characteristics of the whole images. This means 
that the representation is sensitive not only to the lip movement but also to the 
face movement even though the degree is small. As a result, it is difficult to ac-
curately model the facial parts using HMMs with context labels, and hence the 
applicable region is restricted only to around the lip [5] [28]. 

Instead of the conventional PCA coefficients, we use animation units (AUs) 
for the facial expression parameters as intermediate features in the modeling. 
AUs are seventeen parameters that represent the position and shape of the face 
and are expressed as a numeric weight as shown in Table 1. Three of the para-
meters, Jaw Slide Right, Right Eyebrow Lowerer, and Left Eyebrow Lowerer,  
 
Table 1. Definition of animation unit parameter. 

Number Parameter 

AU 0 Jaw Open 

AU 1 Lip Pucker 

AU 2 Jaw Slide Right 

AU 3 Lip Stretcher Right 

AU 4 Lip Stretcher Left 

AU 5 Lip Corner Puller Left 

AU 6 Lip Corner Puller Right 

AU 7 Lip Corner Depressor Left 

AU 8 Lip Corner Depressor Right 

AU 9 Left cheek Puff 

AU 10 Right cheek Puff 

AU 11 Left eye Closed 

AU 12 Right eye Closed 

AU 13 Right eyebrow Lowerer 

AU 14 Left eyebrow Lowerer 

AU 15 Lower lip Depressor Left 

AU 16 Lower lip Depressor Right 
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vary between −1.0 and 1.0, and the others vary between 0.0 and 1.0. Since these 
parameters are calculated using color and depth information with the Kinect 
sensor [32], there is no need to label the face images manually. The advantage of 
the AUs over PCA coefficients is that the AUs capture the state of the respective 
facial parts independently and are not affected by each other. 

The idea of our approach is similar to the study for the emotional speech syn-
thesis based on a three-layered model using a dimensional approach [33] in 
contrast to the categorical approach [34]. Similarly to the case of this study, the 
speech features are sometimes difficult to be predicted directly from the emotion 
dimensions. They used seventeen semantic primitives as an intermediate repre-
sentation and improved the accuracy of acoustic feature estimation to synthesize 
affective speech more similar to that intended in the dimensional emotion space. 

3.3. Modeling Facial Expression Parameter Sequences Using  
HMMs  

Since expression parameter sequences generally have continuity in time domain, 
we use HMMs to model the continuity of the parameter sequences in a similar 
way to the HMM-based speech synthesis [19]. For the model training, we use a 
phone as the synthesis unit. The phone labels with phone boundary information 
are the same as those for the speech modeling. The parameter sequences of the 
respective phone segments are modeled using context-dependent HMMs. Hid-
den semi-Markov models (HSMMs) [35] are used for explicit modeling of state 
duration distribution [36]. State-based decision trees are constructed, and para-
meter tying using context clustering is performed to reduce the number of mod-
el parameters. The stopping criterion based on minimum description length 
(MDL) [37] is used for the decision tree construction in this study. Dynamic 
features are used as well as static features to model the dynamic property among 
multiple frames [38], which is used also in the very low bit-rate coding of spec-
tral [39] and F0 [40] features of speech. 

3.4. Facial Expression Parameter Generation from HMMs  

In the synthesis stage of a face animation, a given text is converted to a con-
text-dependent label sequence using text analysis. The model parameters of the 
facial expression parameters for unseen context labels are estimated using deci-
sion trees constructed during the model training. The context-dependent 
HSMMs are aligned with the label sequence, and a single sentence HSMM is 
created. A sequence of facial expression parameters is generated from HMMs 
using a maximum likelihood parameter generation algorithm [41]. In the para-
meter generation, both static and dynamic features are taken into account, and 
consequently, a smooth parameter sequence is obtained. Figure 2 shows the ef-
fect of the dynamic features in the parameter generation. From Figure 2(b), we 
see that the trajectory of the generated parameter sequence is not smooth when 
only the static feature is used. There is undesirable fluctuations between frames 
compared to the trajectory of the original parameter sequence. On the other  
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Figure 2. Example of facial expression parameter sequences generated 
with and without dynamic features. (a) Original; (b) without dynamic 
features; (c) with dynamic features. 

 
hand, the smooth trajectory is obtained when the dynamic features are taken in-
to account. As a result, the trajectory becomes close to that of the original para-
meters. 

3.5. Mapping Facial Expression Parameters to Face Image Using  
DNNs  

Finally, the facial expression parameters generated from HMMs are converted to 
the facial pixel image of the target speaker using DNN-based non-linear map-
ping. The same idea was used in our previous study for the conversion of speak-
er’s face images [24]. Since both the 2D face image and expression parameters, 
i.e., AUs, are simultaneously obtained using Kinect, there is a good correspon-
dence between them. The variation of the shape of lips and other parts is smaller 
than that of speech parameters such as spectral and F0 features. Therefore, using 
whole training data, typically several tens minutes or more, is not necessary for 
the face image. We randomly choose frames from the training data in the similar 
manner to the case of PCA of the previous study [5]. The HSV space is used for 
the color representation on the basis of the report that the HSV space was better 
than the RGB space in the extraction of the lip region [42]. 

4. Experiments  

In this section, we conducted objective evaluations to examine the appropriate 
setting for the model training in the proposed talking face synthesis technique. 
We also compared the proposed technique with the conventional PCA-based 
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synthesis using objective and subjective evaluation tests to show the effectiveness 
of introducing the intermediate features, i.e., facial expression parameters, into 
the model training. 

4.1. Experimental Conditions  

For the model training, we recorded color video samples of a male speaker who 
uttered 103 sentences using Kinect v2. The sentences were selected from the 
subsets A and J of 503 phonetically balanced sentences of the ATR Japanese 
speech database set B [43]. The size of the images was 400 × 400 pixels. The 
speech and timestamp data were also recorded as well as the video data. The 
built-in microphone in Kinect was used for the speech recording. We used all 17 
AUs as the facial expression parameters. The head position of the speaker was 
fixed using a headrest to suppress the face movement during the recording. The 
frame rate was set to 30 fps in the recording. However, since there were some 
dropped frames that could not capture the AUs, the frame rate of AUs was con-
verted to 60 fps using cubic spline interpolation with the recorded timestamps. 
The facial regions were cut out from the recorded images using template match-
ing and were resized to 200 × 200 pixels. In the template matching, a single face 
image of closed mouth, which was chosen in advance, was applied to the first 
fame of each utterance. Then the face region was cut out and the image was used 
as a new template for the next frame to improve the matching accuracy. This 
template update was performed frame by frame. 

From the 103 sentences, 48 sentences were chosen for the candidates of the 
model training for HMM/DNN, 25 sentences were chosen for the validation data 
to obtain the optimal number of hidden layers and the number of units for 
DNNs, and 30 sentences were chosen for the evaluation tests. The AUs and their 
delta and delta-delta parameters were used as the static and dynamic features. 
The formulations of the dynamic features were the same as those in the HMM- 
based speech synthesis [19]. As a result, the total number of dimensions of the 
feature vector for facial expression parameters was 51. Three state left-to-right 
triphone HSMMs were used for the modeling of facial expression parameters. 
We assumed that the probability density functions in the all decision-tree leaf 
nodes were Gaussian with diagonal covariance matrices, which is a typical im-
plementation in HMM-based speech synthesis. We used standard feed-forward 
DNNs for the parameter mapping. The conditions for the training of DNNs are 
listed in Table 2, which were the same conditions as [24]. 

4.2. Required Amount of Training Data  

It is important to know the amount of training data that is sufficient for the 
model training. In this section, we objectively examined the amount of data re-
quired for the training of HMMs and DNNs. Root mean square errors (RMSEs) 
between the original and synthetic features were used as an objective distortion 
measure. In the evaluation of HMMs, the training data was changed from 4 to 48  
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Table 2. Structure of DNNs. 

Number of units for input layer 17 

Number of units for output layer 120,000 

Optimizer Adam [44] 

Activation function tanh 

Batch size 100 

Number of epochs 100 

Dropout rate 0.5 

 
sentences with an increment of 4 sentences. The sentences were randomly cho-
sen from the all 48 sentences. Since the performance depends on the choice of 
the sentence set, we made five sets of training data for each target number of 
sentences. Then, the average value of RMSEs of the five sets was calculated and 
was used as a final RMSE, which alleviates the dependency to the choice of the 
sentences. The RMSE was calculated between original and generated AUs where 
the frames were aligned using the durations of the original speech. Figure 3 
shows the result. From the figure, we found that there was not a large variation 
of the RMSEs when the number of sentences was over ten. The smallest RMSE 
was given by the condition that the number of sentences was set to 44 in this ex-
periment. This result indicates that the sufficient amount of training data to 
model the facial expression parameters using HMMs is around 50 sentences 
when the phonetically balanced ATR sentences are used for the training. 

In the evaluation of DNNs, we randomly chose the frames for training DNNs 
as is described in Section 3.5. The target number of the frames was doubled from 
128 frames up to 4096 frames. As was the case with the evaluation of HMMs, we 
made five sets of training data and used the average value of RMSEs for the five 
sets as the final RMSE. For the optimization of DNN structure, the candidate 
numbers of hidden layers were 1, 2, and 3, and the candidate numbers of hidden 
units in one layer were 512, 1024, and 2048. Totally, there were nine combina-
tions of the conditions. For each condition, we calculated the RMSEs for the va-
lidation set, and finally the best combination, which gave the smallest RMSE, 
was chosen as the structure in each amount of training data. For the validation 
and test data, the RMSE was calculated between the original and generated val-
ues of pixels in the HSV color space. The frames were aligned using the dura-
tions of the original speech. Figure 4 shows the result. From the figure, it is seen 
that the variation of RMSE became small when the target number of frames was 
set to 512 or more. 

When comparing the results of DNN and HMM, we found that the required 
amount of training data for DNNs was much smaller than HMMs. This is be-
cause the HMMs model the continuous sequence of facial expression parameters 
whereas no dynamic features are taken into account in the DNN-based feature 
mapping and the frame-independent mapping using randomly chosen frames is 
sufficient. 
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Figure 3. Variation of the objective distortions against the different amounts 
of training data for HMMs. 

 

 
Figure 4. Variation of the objective distortions against the different amounts 
of training data for DNNs. 

4.3. Comparison with the PCA-Based Synthesis  

Next, we compared the proposed two-step synthesis technique with the conven-
tional PCA-based synthesis technique [5] in an objective manner. In the conven-
tional technique, the PCA was applied to the training data and 100 PCA coeffi-
cients were obtained for each frame. The cumulative contribution ratio of the 
obtained eigen vectors was about 90% for the training data. We conducted a pre-
liminary experiment and confirmed that perceived degradation of the re-con- 
structed images by the PCA was small for the original images. The feature vec-
tors consisted of the PCA coefficients with their delta and delta-delta coeffi-
cients, and the total number of dimensions was 300. The feature vectors were 
used for the training of triphone HMMs whose conditions were the same as 
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those in the proposed technique. For the proposed technique, we used 48 sen-
tences and 4096 frames for the training of HMMs and DNNs, respectively. The 
structure of the DNNs was determined using the validation data in Section 4.2, 
and the optimal numbers of hidden layers and units were 3 and 512, respective-
ly, in this condition. The RMSEs of pixel data were calculated for the conven-
tional and proposed techniques. Table 3 shows the result. From the table, we see 
that the proposed technique using the two-step training can synthesize closer 
face images than the conventional PCA-based technique. 

Finally, we conducted a subjective preference test for the facial animations 
synthesized by the conventional and proposed techniques. The same samples as 
those in the objective evaluation were used for the preference test. In this test, 
the samples with the conventional and proposed techniques were displayed to 
each participant in random order. 10 sentences were randomly chosen from the 
48 sentences for each participant. The participants were asked to choose the 
sample whose naturalness was better than the other as a facial animation. Since 
the sample is a photo-realistic facial animation in this evaluation, it is natural 
that both animation and speech were presented to the participants. Therefore, 
we added the original speech to the animation of each sample. Note that the lip 
motion and speech were synchronized because the phone durations of original 
speech were used in the synthesis of the facial animations. The participants were 
twelve undergraduate and graduate students. 

Figure 5 shows the result of the preference test. The 95% confidence interval 
is also shown in the figure. From the figure, it is found that the proposed tech-
nique synthesized substantially better facial animations than the conventional 
PCA-based technique, which is consistent with the objective evaluation result. 
When seeing the synthetic samples of the conventional technique, we found that 
the motions of mouth open and close were almost not achieved and did not cor-
respond to the phonetic information. A possible reason is that the variation of 
the whole pixel image affected the PCA coefficients and the contribution of the 
mouth shape to the coefficients became lower. As a result, the images of the 
mouth open and close were clustered in the same leaf node in the decision- 
tree-based context clustering, which crucially made the lip motion unclear. In 
contrast, although the quality of the synthetic image of the entire face with the 
proposed technique was at the same level as the conventional one, the lip motion 
was synthesized because of the two-step modeling and synthesis. 

Figure 6 shows an example of the variation of the successive face images ex-
tracted from the facial animations of 1) original samples and synthetic samples 
with 2) conventional and 3) proposed techniques. In the figure of the original  

 
Table 3. Comparison of objective distortions (RMSEs) between the conventional and 
proposed synthesis techniques. 

PCA Proposed 

42.64 41.69 
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Figure 5. Result of the preference test. 

 

 
Figure 6. Comparison of the captured and synthesized frames. From left; captured, con-
ventional method, and proposal method. (a) Original; (b) PCA; (c) proposed. 
 
animation, the mouth was opened, closed, and opened again. However, we see 
no variation in the mouth region of the conventional technique. The proposed 
technique improves the problem and there is a difference between the frames of 
mouth open and close. 

5. Conclusion 

In this paper, we proposed a technique for synthesizing a 2D photo-realistic 
talking face animation using two-step synthesis with HMMs and DNNs. The key 
idea of the technique is the introduction of facial expression parameters as an 
intermediate representation that has a good correspondence both with the input 
contexts and the output pixel data of the face image. In the proposed technique, 
the facial expression parameters and pixel images are modeled using HMMs and 
DNNs, respectively. In the experiments, first we examined the required amount 
of the training data for HMMs and DNNs. The objective experimental results 
showed that about 50 phonetically balanced ATR sentences were sufficient for 
the modeling of facial expression parameters with HMMs. It was also found that 
the DNN training needed less amount of training data than the HMM training, 
which saves the computation time for the model preparation. The objective and 
subjective comparative experiments with the conventional PCA-based synthesis 
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both results in showing the superiority of the proposed technique. The remain-
ing work includes the synthesis of expressive facial animation and the increase of 
the contextual factors. 
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