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Abstract 
This paper presents an image-based mobile robot guidance system in an indoor 
space with installed artificial ceiling landmarks. The overall system, including an 
omni-directional mobile robot motion control, landmark image processing and im-
age recognition, is implemented on a single FPGA chip with one CMOS image sen-
sor. The proposed feature representation of the artificial ceiling landmarks is inva-
riant with respect to rotation and translation. One unique feature of the proposed 
ceiling landmark recognition system is that the feature points of landmarks are de-
termined by topological information from both the foreground and background. To 
enhance recognition accuracy, landmark classification is performed after the mobile 
robot is moved to a position such that the ceiling landmark is located in the upright- 
top corner position of the robot’s camera image. The accuracy of the proposed artifi-
cial ceiling landmark recognition system using the nearest neighbor classification is 
100% in our experiments. 
 

Keywords 
Mobile Robot Guidance System, Artificial Ceiling Landmark, Image Processing, 
NCC (Nearest Neighbor Classification), FPGA 

 

1. Introduction 

The basic functions of AGV and mobile robots are automated navigation to recognized 
sites to stop and perform tasks. Thus, navigation and guidance control are a couple of 
the most critical parts in mobile robot systems. An essential issue of mobile robot navi-
gation and ocalization focuses on the process for a robot to identify its position. A va-
riety of AGV and mobile robot navigation technologies have been used in the past, in-
cluding tape, electromagnetic (e.g. RFID), optical, laser, inertial, GPS, ultrasonic, vision 
and image recognition guidance [1]. The accuracy and limitations of these sensors are 
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quite different from one to another. Among these sensors, cameras, which are known 
for their lower prices, ease of use and ability to capture in abundance information, have 
been increasingly applied to vision-based mobile robot localization. Due to their flex-
ibility and setup without requirement for guidance paths, vision and image based rec-
ognition systems have become the trend in mobile robot guidance technology [2] [3]. 

The simultaneous localization and mapping (SLAM) algorithm approach has drawn 
great attention among researchers in the mobile robotics field [3]. The SLAM algorithm 
assists autonomous robots navigation in large environments where precise maps are 
not available. In SLAM, a map of an unknown environment is built from a sequence of 
landmark measurements performed by a moving robot. SIFT/SURF algorithms have 
successfully extracted feature information from an unknown environment and created 
the environmental map based on the feature points [4] [5]. Most SLAM algorithms rely 
on unique environmental features or use artificial landmarks captured in camera im-
ages. The extracted features of landmarks are used to increase the accuracy of the esti-
mated position of the robot. Robot position is calibrated through the following steps: 
artificial landmark recognition, current position calculation, navigation towards the 
landmark until directly underneath, and calibration of the robot pose using informa-
tion from the landmark. 

Artificial landmarks may carry additional information about the environment and 
may be used to assist a robot in localization and navigation. Artificial landmarks are 
commonly used for navigation and map building in indoor environments. Compared 
with natural landmarks, artificial landmarks are designed with particular colors and 
shapes to greatly reduce identification difficulty. This approach may increase the accu-
racy in localization and positioning for vision based mobile robot guidance systems. 
Landmark recognition is of great significance to robotic autonomous navigation or task 
execution. One commonly used artificial landmark is a visually printed landmark, such 
as a QR code. There are several ways to detect a QR code in an image. The detection 
quality turns out to be very sensitive to the distance and the angle between the camera 
and QR code plane [6]. Robot navigation control scheme based on dead-reckoning lo-
calization and refined by artificial ceiling landmarks setup in the environment for in-
door positioning and navigation has been reported in [7]. Robot localization could be 
refined using fixed/static artificial QR-code landmarks setup in the environment for 
indoor positioning and navigation [8]. Since it is difficult to position the robot precisely 
perpendicularly to the artificial landmark using a single camera, the system has position 
localization error. A visual odometer technique based on artificial landmarks is de-
scribed in [9]; however, it is still subject to accumulated error. 

To overcome some difficulties of previous works in [6]-[9], this paper presents an 
image-based mobile robot localization and guidance system in an indoor space with in-
stalled artificial ceiling landmarks. Most previous approaches on artificial landmark 
pattern matching focus only on foreground information. In the contrary, the proposed 
ceiling landmark recognition system is that the feature points of landmarks are deter-
mined by topological information from both foreground and background. This work 
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focuses on an entirely FPGA based mobile robot guidance control system with only one 
CMOS image sensor. To enhance recognition accuracy, landmark recognition/classifi- 
cation is performed after the mobile robot has moved to a position such that the ceiling 
landmark is located in the upright-top position of the robot’s camera image. The pro-
posed system achieved recognition accuracy of 100% for 36 digit and upper case alpha-
bet ceiling landmarks using the nearest neighbor classification. One requirement of the 
system is that one of the ceiling landmarks on the (route) map is visible to the robot’s 
camera at power up for localization. 

The contributions of this work are as follows: 1) Only one CMOS image camera is 
required for the proposed mobile robot guidance control system. 2) The proposed fo-
reground/background feature representation of the artificial ceiling landmarks is inva-
riant with respect to rotation and translation. 3) The overall system, including omni- 
directional mobile robot motion control and landmark image processing and recogni-
tion, is implemented on a single FPGA chip. 

2. Omni-Directional Mobile Robot System 

The mobile robot system coordinate systems, as shown in Figure 1, include the world 
coordinate frame ( ),w wx y , robot coordinate frame ( ),r rx y , camera pixel coordinate 
frame (c, r), and landmark coordinate Frame (u, v). Let ( ), ,x y θ  be the position and 
orientation of the robot frame with respect to the world coordinate. The camera system 
has a pixel resolution of 800 480×  with 1.225 mm per pixel. The origin of robot coor-
dinate is located at the center of the LCD image screen, pixel coordinate (400, 240). The 
transformation from robot coordinate to world coordinate is 

cos sin
sin cos

w r

w r

x x x
y y y

θ θ
θ θ

−      
= +      
     

                     (1) 

and the transformation from camera coordinate to robot coordinate is 

1 0 400
0 1 240

r

r

x c
y r

−       
= +       −      

                        (2) 

 

 
Figure 1. Coordinate systems of an image-based omni-directional mobile robot and ceiling land- 
marks. 
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The mobile robot consists of three omni-directional driving wheels with radius R, 
and its body platform is circular with radius W. Let iθ , 1, 2,3i = , be the angular speed 
of each driving wheel, the velocity kinematic equation of the mobile robot is 

1

2

3

1 2 1
3 3 3

1 10
3 3
1 1 1

3 3 3

r

r

x
y R

W W W

θ
θ

θ θ

 − − 
    
    = −     
        − − −  









 

                    (3) 

and the inverse velocity kinematic equation is 
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The velocity kinematics between the world frame and robot frame is 

cos sin 0
sin cos 0

0 0 1

r
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x x
y y

θ θ
θ θ

θ θ

−     
     =     
          

 

 

 

                     (5) 

3. Ceiling Landmark Feature Points 

A ceiling landmark is an artificial character symbol that consists of blue foreground and 
yellow background as Shown in Figure 2. Let F and B denote the center of foreground 
(blue) and background (yellow) pixels respectively; it is assumed that F B≠ . The ori-
gin of the landmark (u, v) frame is located at the center of the line from F to B, the 
u-axis points from F to B, and the v-axis is perpendicular to the u-axis in 90  rotation. 
There are 4 feature points { }1 1 2 2, , ,F B F B  used to encode each ceiling landmark. 1F  
 

 
Figure 2. Landmark feature points in the object frame. 
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and 1B  are centers of the foreground and background pixels respectively of the land-
mark in the first and fourth quarters of the (u, v) frame. 2F  and 2B  are centers of 
foreground and background pixels respectively of the landmark in the second and third 
quarters of the (u, v) frame. 

The computation of feature points in the landmark frame is straight forward as fol-
lows. First, ceiling landmark foreground and background centers { },R RF B  in the ro-
bot frame,  

FR

F

x
F

y
 

=  
 

 and BR

B

x
B

y
 

=  
 

, 

and its feature points { }1 1 2 2, , ,R R R RF B F B  (also in the robot coordinate frame),  

1
1

1

R x
F

y
 

=  
 

, 2
1

2

R x
B

y
 

=  
 

, 3
2

3

R x
F

y
 

=  
 

 and 4
2

4

R x
B

y
 

=  
 

, 

are obtained from the camera image processing system. The origin and orientation of 
the landmark frame with respect to the robot coordinate can then be expressed by 

1 1
2 2

c F B

c F B

x x x
y y y
     

= +     
    

                         (6) 

and 

( )atan2 ,B F B Fy y x xα = − −                        (7) 

The feature points { }1 1 2 2, , ,O O O OF B F B  in (u, v) coordinate can then be computed 
by 

cos sin
sin cos

i i c

i i c

u x x
v y y

α α
α α

−    
=     −−    

, 1, 2,3, 4i =                (8) 

where 1
1

1

O u
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=  
 

, 2
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2

O u
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=  
 

, 3
2

3
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F

v
 

=  
 

 and 4
2

4

O u
B

v
 

=  
 

. 

The procedure of building the landmark feature template table is as follows. Navigate 
the mobile robot underneath each ceiling landmark, such that the robot frame origin is 
at the center of each landmark's foreground/background center points, F and B. Rotate 
the mobile robot in place so that the robot frame’s x-axis is alignment with the world 
frame's x-axis. Record landmark’s orientation angle ( )atan2 ,k B F B Fy y x xφ = − −  and 
feature points { }1 1 2 2, , ,O O O OF B F B , for 1, 2,3,k =  . Repeat the above procedure for 
each landmark. These landmark feature points are not only used for identifying land-
marks, but also for calibrating the robot frame's orientation with respect to the world 
frame. 

Figure 3 shows 36 experimental ceiling landmarks including digits 0 - 9 and alpha-
bets A~Z. Figure 4 shows the feature points of each ceiling landmark in Figure 3. Ta-
ble 1 shows the nearest neighbor for each landmark and the 1-norm distance of the 
difference between each landmark’s and its nearest neighbor’s feature points, where 
1-norm distance is the sum of absolute values. It is noted that the feature points of a 
landmark depend on both foreground and back ground shape patterns. Therefore, it is  
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Figure 3. Experimental ceiling landmarks, digits 0 - 9 and alphabets A~Z. 

 

 

Figure 4. Feature points { }1 1 2 2, , ,F B F B  of 36 ceiling landmarks in Figure 3, small circles denote 1F . 

 
Table 1. The nearest neighbor (NN) and distance of digits 0 - 9 and alphabets A~Z. 

Landmark 0 1 2 3 4 5 6 7 8 9 A B 
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not surprising that the digit 0 and alphabet O (or digit 3 and digit 8) have distinct fea-
ture points. 

4. Image-Based Guidance Control 

A robot road map is a deterministic orientation (angle) table for guiding the mobile 
robot from a current landmark to a target landmark. To illustrate, a simple example of 
a robot road map is presented in Figure 5 and Table 2. The mobile robot landmark 
guidance control procedure is as follows (Figure 6): 

Step 1: Wait for new target landmark command. 
Step 2: Move toward next landmark. 
Step 3: Arrive at the next landmark. 
Step 4: If current landmark is the target landmark then go to Step 1; otherwise, go to 

Step 2. 
 

 
Figure 5. A simple example of a robot road map, where each arrow line shows a landmark’s 
orientation angle φ . 
 

 
Figure 6. Landmark-based mobile robot guidance control state diagram. 
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Table 2. (a) Robot route map (Figure 5); (b) Route map landmark orientation. 

(a) 

Table index Current landmark Target landmarks Next landmark Motion direction gθ  

1 1 2 2 169  
2 1 6, 7 6 65  

3 1 9 9 10  

4 2 1, 6, 7, 9 1 349  

5 6 7 7 75  

6 6 1, 2, 9 1 245  

7 7 1, 6, 2, 9 6 255  

8 9 1, 6, 2, 7 1 190  

(b) 

Landmark 1 2 6 7 9 

Orientation iφ  207  335  272  293  117  

4.1. Move toward Next Landmark 

Assume that the mobile robot is located directly underneath landmark i. Robot frame 
orientation to world frame (landmark map) is  

iθ φ α= −  

where ( )atan2 ,B F B Fy y x xα = − − . When the mobile robot move to the next landmark 
along a linear trajectory with a constant linear speed V, 

cos
sin

g

g

x
V

y
θ
θ

  
=   

   





                            (9) 

and the angular speeds of driving wheels are planned as 

( )
1

2

3

2cos π
3

cos

2cos π
3

g

g

g

V
R

θ θ
θ
θ θ θ
θ

θ θ

  − −         = −         − +  
  







                     (10) 

The current landmark leaves the camera image when 
1

RF  is increasing and 

1

R Rd F B= −  is zero, where 
1⋅  stands for vector 1-norm (sum of absolute values). 

4.2. Arrive at the Next Landmark 

If new feature points show up and 
1

RF  is decreasing, then the mobile robot is ap-

proaching the next landmark. If 
1

R Rd F B= −  maintains a constant finite value, then 

a new landmark is detected. At the time, the mobile robot moves under image-based 
guidance control to the center position of the next landmark,  
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1 1
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The mobile robot translates a relative movement ( ),r rx y∆ ∆  with a constant linear 
speed V, the driving wheels incremental angles are 
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The angular speeds of the driving wheels are planned as 

1 1

2 2

3 3

1
T

θ θ
θ θ
θ θ

  ∆ 
   = ∆   
   ∆  







, 
{ }1 2 3max , ,

0
R

t T
V

θ θ θ∆ ∆ ∆
< < =             (13) 

After time T the next landmark is located directly above the mobile robot, and then 
landmark recognition is performed. The identified landmark based on nearest neighbor 
classification is the landmark (in Figure 3) which has the minimum value of  

1 1 1 1 2 2 2 21 1 1 1

O O O OF F B B F F B Bδ = − + − + − + − , for landmark feature-point sets 

{ }1 1 2 2, , ,F B F B . 

5. System Implementation and Experiments 

The proposed image-based guidance control mobile robot system, as shown in Figure 
7, is built on the Altera DE2-115 FPGA development board running at a system clock 
rate of 50 Mhz. A LCD display with a camera module (VEEK_MT) is connected to the 
DE2-115 and mounted on the top of the mobile robot. All FPGA modules are imple-
mented using the Verilog HDL and synthesized by the Altera Quartus II EDA tool. 
 

 
Figure 7. Experimental finger-tip writing and recognition process. 
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5.1. Ceiling Landmark Recognition 

The landmark detection image processing module captures real-time images with a 
CMOS image sensor. Figure 8 shows the functional block diagram of the image 
processing module. The processing pipeline includes color space transformation, histo-
gram equalization, color detection, filtering, object tracking and recording. 

The proposed ceiling landmark recognition system is implemented as a dedicated 
logic circuit on a FPGA chip. Real-time image input is fed to the FPGA chip line by 
line. Up to 5 rows of an image are stored in line-buffers (FIFO) in a pipelined fashion. 
The image processing clock is 96 MHz. Raw image data is captured by a color camera 
with 800 480×  resolution and a frame rate of 7 fps (frames per second). The raw im-
age is converted to a 800 480×  24-bit RGB image (by a local neighborhood of every 
four scanned pixels). The detected landmark position is recorded and tracked at a fre-
quency of 7 times per seconds corresponding. Figure 9 shows an example experimental  
 

 
Figure 8. The image processing of landmark detection. 

 

    
(a)                             (b) 

Figure 9. Experimental ceiling landmark example and landmark detection and classification re-
sult. (a) ceiling landmark “7”; (b) result of landmark classification. 
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ceiling landmark and the image processing result for landmark detection and classifica-
tion, landmark identification accuracy is 100% under experiments. We had tested each 
landmark 10 times from different orientations (a total of 360 landmarks), and no rec-
ognition error occurred. 

5.2. Mobile Robot Speed Control 

The mobile robot consists of 3 omni-directional driving wheels actuated respectively by 
3 BLDC servo motors, each with gear trains of ratio 246:1. The radius of the robot plat-
form is W = 22.746 cm and the radius of wheels are R = 5.093 cm. The motor drive is 
under pulse-type motor position control with 100 steps per cycle, 24600/360 = 68.33 
step/deg. The maximum position pulse command rate is max 7872f =  steps per second 
and 360 * 7872/24600 = 115.2 deg/sec, resulting in a robot rotational speed of 25.8 deg/ 
sec (Ω) and translational speed of 10.24 cm/sec (V). 

A simple rectangular velocity profile PTP (point-to-point) motion control is applied 
to each servo motor to achieve the desired mobile robot motion trajectory. The design 
goal of the digital rectangular velocity profile for each servo motor is to exactly generate 
a train of iS  position pulses of duty cycle 50% in N input inf  clock cycles with a  

constant output frequency outif , i
outi in

Sf f
N

= , where the frequency of the input clock  

max2inf f= . Since the output frequency is a fraction of input frequency, this method is 
also called the frequency divider method. 

Figure 10 shows a finite-state machine approach for the implementation of the fre-
quency divider method. 

5.3. User Command Interface and Experiment 

The user command interface for the experimental mobile robot guidance system, as 
shown in Figure 11, is a vision-based fingertip-writing character recognition system, 
proposed by the same authors in [10]. In the beginning, the mobile robot is located di-
rectly underneath a landmark, for instance, landmark “2” of the route map in Figure 5, 
and waiting for a command to move to a new target landmark location. The user orders 
the mobile robot to move to the target landmark “7” by writing digit “7” as shown in 
Figure 12. Figure 13 shows the recorded path of the mobile robot moving from Land-
mark “2” to Landmark “7”, following the route map in Table 2. 
 

 
Figure 10. Finite-state machine implementation of the frequency divider. 
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Figure 11. Experimental mobile robot ceiling landmark guidance control system. 
 

 
Figure 12. User input target landmark location. 
 

  
(a) 

     
(b)                     (c)                      (d) 

     
(e)                     (f)                      (g) 

     
(h)                      (i)                      (j) 

  
(k) 

Figure 13. Robot moves from Landmark "2" to Landmark "7" (route map in Table 2). (a) start 
location: Landmark “2”; (b) leaves “2”; (c) moves from “2” to “1”; (d) arrives “1”; (e) leaves “1”; (f) 
moves from “1” to “6”; (g) arrives “6”; (h) leaves “6”; (i) moves from “6” to “7”; (j) arrives “7”; (k) 
final location: LandSmark “7”. 

fingertip-writing
recognition system

AGV landmark 
guidance control 

system

bluetooth rs232

ceiling landmarksfingertip 
blue-cover



C.-L. Shih, Y.-T. Ku 
 

13 

6. Conclusion 

We have presented a simple but effective vision-based artificial ceiling landmark recog-
nition and mobile robot indoor guidance and localization system. The feature points of 
ceiling landmarks are characterized by topological information from both foreground 
and background. The landmark identification accuracy by the nearest neighbor classi-
fication is 100% in our tests. One requirement of the proposed mobile robot guidance 
control system is that one of the ceiling landmarks on the route map is visible to the 
robot’s camera in the beginning. The contributions of this work are as follows: 1) Only 
one CMOS image camera is required for the proposed mobile robot guidance control 
system. 2) The proposed foreground/background feature representation of the artificial 
ceiling landmarks is invariant with respect to rotation and translation. 3) The overall 
system, including omni-directional mobile robot motion control and landmark image 
processing and recognition, is implemented on a single FPGA chip. In future work, we 
would like to install odometer and compass sensors to the mobile robot and to build the 
route map automatically. 
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