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Abstract 
Although distributed model predictive control has caused significant attention and received many 
good results, the results are mostly under the assumption that the system states can be observed. 
However, the states are difficult to be observed in practice. In this paper, a novel distributed mod-
el predictive control is proposed based on state observer for a kind of linear discrete-time systems 
where states are not measured. Firstly, an output feedback control law is designed based on Lya-
punov function and state observer. And the stability domain is described. Furthermore, the stabil-
ity domain as a terminal constraint is added into the constraint conditions of the algorithm to 
make systems stable outside the stability domain. The simulation results show the effectiveness of 
the proposed method. 
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1. Introduction 
In industrial processes, there exists a class of hybrid systems which are comprised of some subsystems which 
couple each other through energy, quality, etc. For example, urban drainage network system, transportation 
system, energy power, Net system and irrigation system. These systems have many components, wide space dis- 
tribution, many constraints and many targets. We can obtain good control performance if the centralized control 
is used to control this kind of systems. But its flexibility and fault tolerance are relatively weak. If the distributed 
control is adopted, its flexibility and fault tolerance are better [1] [2]. So, the problem of distributed control for 
these hybrid systems has become an important research project [3] [4]. 

Model predictive control (MPC) is receding horizon control which can deal with the constraints of systems 
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states and inputs during the design of optimization control [5]. It adopts the strategies such as feedback correc-
tion, rolling optimization [6] and has strong ability to deal with constraints and good dynamic performance [7]. 
Therefore, it can be more effective to solve the optimal control problem for distributed systems. That is distri-
buted model predictive control [8]. 

In recent years, the research on the distributed predictive control method has developed greatly. There have 
been many beneficial results about it. In Literature [9], based on the research about the Nash optimal distributed 
predictive control, a networked predictive control strategy is proposed for series connection structure systems 
with network information mode whose subsystems are coupled each other. In Literature [10], for a class of li-
near systems with input-output constraints, a design method of stabilization distributed predictive control is 
given. But every subsystem’s controller can only optimize this subsystem’s performance index. The optimiza-
tion method for the whole system’s performance index is not given. In Literature [11], an iterative algorithm of 
stabilization controller with constrained input is designed. This method can optimize the overall performance of 
the system. However, it is necessary to obtain global information, which greatly reduces the flexibility and fault 
tolerance of the system. Literature [12] proposes a new distributed predictive coordinated control strategy to im-
prove the performance of the whole system without increasing the connectivity degree. These references are ob-
tained on the assumption that the system states can be measured. 

However, in the actual application, the limitation of measuring equipment in economy makes the state feed-
back hard to realize. In reference [13], a distributed predictive control algorithm is designed in the case of the 
states not being measured. But this method can only optimize the performance of each subsystem, not the over-
all performance of the system. 

In this paper, a distributed predictive control method based on Lyapunov function and state observer is de-
signed to optimize the overall system’s performance. This algorithm adds the quadratic function of the decoy 
system's input variables to the performance index of the subsystem, expands the coordination degree, and opti-
mizes the performance of the system. 

This paper is arranged as follows. In the second section, the control problem for distributed system under 
network mode is described in detail. The output feedback controller based on Lyapunov functions and state ob-
servers is designed in the third section, and the stability domain is given. The fourth section designs distributed 
predictive controller. In the fifth section, the distributed prediction controllers performance is analyzed, and the 
steps of the algorithm design are given. The simulation results verify the effectiveness of the method proposed 
in this paper in the sixth section. Conclusion is given in Section 7. 

2. Problem Formulation 
Consider the distributed system S which is comprised of m related subsystems iS . The state space description 
of iS  can be expressed as 

( ) ( ) ( )
( )

( )
( )

( )
1 1

1
m m

i ii i ii i ij j ij j
j j i j j i

x k A x k B u k A x k B u k
= ≠ = ≠

+ = + + +∑ ∑                    (1) 

( ) ( )
( )

( )
1

1, ,
m

i ii i ij j
j j i

y k C x k C x k i m
= ≠

= + =∑ 
                              (2) 

where ( ) xin
ix k ∈R  denotes the state variable of subsystem iS , ( ) uin

iu k ∈R  denotes the input variable and  
satisfies ( ) maxi iu k u≤ , and ( ) yin

iy k ∈R  denotes the measurable output variable. , , ,ii ii ij ijA B A B  are con-  

stant matrices with corresponding dimension, respectively. The distributed structure of the system under the 
network mode is shown in Figure 1. 

Synthesizing all subsystems, we can get the system model as: 

( ) ( ) ( )1x k Ax k Bu k+ = +                                      (3) 

( ) ( )y k Cx k=                                                (4) 

where, 
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Figure 1. Distributed schematic diagram of the system under network pattern.          
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( ) ( ) ( ) ( )
TT T T

1 2 mx k x k x k x k =    

( ) ( ) ( ) ( )
TT T T

1 2 mu k u k u k u k =    

( ) ( ) ( ) ( )
TT T T

1 2 my k y k y k y k =    

The control objective is to design an output feedback control law for the linear discrete-time distributed 
system (3) (4) based on Lyapunov function and state observer under the premise that network connectivity and 
fault tolerance of the system are not added. And then the stability domain is described. Furthermore, taking the 
stability domain as a terminal constraint to design output feedback model predictive controller in order to make 
the system stable outside the stability domain. Make sure that under the premise of initial feasibility, the system 
is successive feasible. 

3. Output Feedback Control Based on Lypunov Function and State Observer 
This section shows the controller design based on Lypunov function under the states are available at first to get 
the stability domain description. Then it shows the output feedback controller design under the states are not 
available. 

3.1. The State-Feedback Controller Design Based on Lypunov Function 
Consider the subsystem (1) (2), and structure the state feedback controller as follows: 

( ) ( )i i iu k K x k=  

where iK  is the state feedback gain. Give the following assumption: 
Assumption (i). For the subsystem i , there exists feedback law ( ) ( )i i iu k K x k=  so that the eigenvalues 

of 
id ii ii iA A B K= +  are always in the unit circle, and the system ( ) ( )1 cx k A x k+ =  is asymptotically stable, 

where cA A BK= + , { }1 2diag , , , mK K K K=  . 
Define the following matrices: 

{ }1 2diag , , ,d d d dmA A A A=   
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o c dA A A= −  

satisfy: 

T T T
ˆ

2o o o d d o
QA PA A PA A PA+ + <  

where 
Tˆ 0Q Q K RK= + >  

and 
T ˆ
d dA PA P Q− = −  

where , ,Q P R  are positive diagonal matrices, and { }1 2diag , , , mQ Q Q Q=  , { }1 2diag , , , mP P P P=  , 
{ }1 2diag , , , mR R R R=   

Lemma 1. If the Assumption (i) is satisfied, there exists a non-empty set  
( ) ( ) ( ){ }T

1 1 1: , 0c x X x k Px k c cΩ = ∈ ≤ >  as a invariant set of the system ( ) ( )1 cx k A x k+ = , and the system 
is stable under the state feedback control law ( ) ( )u k Kx k= , where 1c  is the biggest to make sure  

( )21 T
1 maxc KP K u− ≤ . 
proof. Select a Lyapunov function candidate ( ) ( )TV x k Px k= . 
The difference of ( )V k  along the trajectories of the closed-loop system ( ) ( )1 cx k A x k+ =  is given by 

( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

( ) ( )

T T

T T

T T T T T

T

1

1 1

1 ˆ
2

c c

d d o o o d d o

V k V k V k

x k Px k x k Px k

x k A PA P x k

x k A PA P A PA A PA A PA x k

x k Qx k

∆ = + −

= + + −

= −

= − + + +

< −

 

Since ˆ 0Q > , so ( ) 0V k∆ < . 

Since the input constraint ( ) maxu k u≤ , we have ( ) 2 2
maxu k u≤ . 

And since ( ) ( )u k Kx k= , so 21 T
1 maxc KP K u− ≤ . 

The proof is completed, and the set Ω  is the invariant set of the system. 
Therefore, all states from ( )1cΩ  can always keep in ( )1cΩ  and asymptotically stable at the origin. That is 

to say for the given positive real number d, if ( ) ( )10x c∈Ω , we have ( ) ( )1x k c∈Ω , and 

( )lim sup
k

x k d
→∞

≤  

Thus, the stability domain of the subsystem i  is defined as follows: 

( ) ( ) ( ){ }T
1 1 1: , 0i i i i i ic x X x k Px k c cΩ = ∈ ≤ >  

Suppose that at 0k , all states of the subsystem satisfy ( ) ( )0 1i ix k c∈Ω , and the subsystems i  use control 
law i iK x , so the system is asymptotically stable based on Lemma 1. 

3.2. Output Feedback Controller Design Based on the State Estimation 
Design the state observer as follows [14]: 

( ) ( ) ( ) ( ) ( )( )ˆ ˆ ˆ1x k Ax k Bu k F y k Cx k+ = + + −                            (5) 

( ) ( )ˆ ˆu k Kx k=                                                      (6) 

where ( )x̂ k  is the observer state of the system, F is the state observer gain to be identified. We can get the 
error dynamic equation based on Equation (3) and (5) as 
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( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( )

ˆ1 1 1

ˆ ˆ

e k x k x k

Ax k Bu k Ax k Bu k F Cx k Cx k

A FC e k

+ = + − +

= + − − − −

= −

                   (7) 

Therefore, the error dynamic equation of the state observer is regarded as a new autonomous system. That is 
to say if the new system (7) is stable, the estimation states can track the real states well. 

Define a quadratic function on the observe error as follows: 

( )( ) ( ) ( )TE e k e k Pe k=  

where, T 0P P= > . 
Theorem 1. Consider the error dynamic equation of the state observer (7), if there exist matrices T 0P P= >  

and Y PF= , and the inequality 

( )T2

0P L PA YC

PA YC P

ξ − −
> 

 − 
                                  (8) 

is satisfied, then the inequality 

( )( ) ( )( ) ( ) ( )T21E e k l E e k l e k l Le k lξ+ + − + < − + +                        (9) 

is satisfied, where 1, 2,3,l =  , ( )0,1ξ ∈  are decay factors, L is positive definite symmetric matrix, and 
satisfies 2 0P Lξ − > . So there exists 0T > , such that if the inequality above is satisfied, then ( ) 0e k → . In 
other words, the observer state ( )x̂ k  converges to the real state ( )x k . 

Proof. By the Schur complement lemma, the inequality (8) is equivalent to 

( ) ( ) ( )T2 1 0P L PA YC P PA YCξ −− − − − >  

Substituting Y PF=  into the above formula, we derive 

( ) ( )T2 0P L A FC P A FCξ − − − − >  

Multiply ( )Te k l+  and ( )e k l+ , 1, 2,l =   in the both side of the above formula at the same time, we 
have 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )T T T T2 0e k l Pe k l e k l Le k l e k l A FC P A FC e k lξ + + − + + − + − − + >  

By (8), we have 

( ) ( ) ( ) ( ) ( ) ( )T T T2 1 1 0e k l Pe k l e k l Le k l e k l Pe k lξ + + − + + − + + + + >  

the inequality is satisfied. 
Therefore, ( )( )E e k  is regarded as the Lyapunov function of zero input dynamic error system, and satisfies 

the stability constraints (9), then the autonomous system (7) is asymptotically stable. In other words, there 
always exists 0T > , when k T> , ( ) 0e k → , and observer state ( )x̂ k  ultimately converge to the real state 
( )x k . 
Remark 1. By Theorem 1, the state observer gain F can be computed off line through the feasibility of the 

linear matrix inequality (8). 
Thus, for the given ( )1cΩ , if ( ) ( )10x c∈Ω , and ( ) ( )Tˆ 0 0x Px c≤ , then the closed loop system is asympto-  

tically stable at the origin. There exists 0d > , such that ( )lim supt x t d→∞ ≤  . Also, for the given positive  

real number ê , there exists 0T > , such that for any k T≥ , we have ( ) ( )ˆ ˆx k x k e− ≤ . 
Lemma 2 [15]. For the given any real number 1c , there exist positive real number *e  and set  

( ) ( ) ( ){ }Tˆ ˆ:xnc x R x k Px k cΩ = ∈ ≤ , where 1ĉ c< , such that if ( ) ( )ˆ ˆx k x k e− ≤ , with ( *ˆ 0,e e ∈  , then  

( ) ( ) ( ) ( )1ˆ ˆx k c x k c∈Ω ⇒ ∈Ω . 
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4. Distributed Output Feedback Model Predictive Control 
This section studies the design of model predictive controller when states are not measured. Since the input 
constraint is related to the observer states, states constraint is constraints of the real states, and there are some 
errors between real states and observer states, the observer errors have influence on the future input and states. 
So the observer states are used in the performance index directly to design the controller. In order to keep the 
system stable, we adopt infinite horizon model predictive control strategy. Therefore, the optimization problem 
at time k is as follows: 

( ) ( ) ( )( )2 2

0
ˆ ˆmin min | |

Q R
l

J k x k l k u k l k
∞

=

= + + +∑                                (10) 

( ) ( ) ( ) ( ) ( )( )ˆ ˆ ˆ. . 1 | | | |s t x k l Ax k l k Bu k l k F y k l k Cx k l k+ + = + + + + + − +            (11) 

( ) ( )ˆ| |u k l k Kx k l k U+ = + ∈                                                (12) 

( )x k l X+ ∈                                                              (13) 

where ( )ˆ |x k l k+  is state predictive value. ( )ˆ |u k l k+  is input predictive value, 0l ≥ . T 0Q Q= ≥  and 
T 0R R= ≥  are weight coefficient matrices. 

The optimization problem decomposes into two parts as 

( ) ( ) ( )( ) ( ) ( )
1 2 2

1
0

ˆ ˆ| | . . 11 ~ 13
N

Q R
l

J k x k l k u k l k s t
−

=

= + + +∑                 (14) 

( ) ( ) ( )( ) ( ) ( )2 2
2 ˆ ˆ| | . . 11 ~ 13

Q R
l N

J k x k l k u k l k s t
∞

=

= + + +∑                 (15) 

Suppose the Lyapunov function 

( )( ) ( ) ( ) ( ) 2Tˆ ˆ ˆ ˆ ˆ| | | |
P

V x k l k x k l k Px k l k x k l k+ = + + = +  

satisfies the stability constraint 

( )( ) ( )( ) ( ) ( )( )2 2ˆ ˆˆ ˆ ˆ ˆ1 | | | |
Q R

V x k l k V x k l k x k l k u k l k+ + − + ≤ − + + +              (16) 

When the closed loop system is stable, 

( ) ( )( )ˆˆ ˆ| 0, | 0x k V x k∞ = ∞ =  

Superpose (16) from l N=  to l = ∞ , we get 

( )( ) ( )( ) ( ) ( )( )2 2ˆ ˆˆ ˆ ˆ ˆ| | | |
Q R

l N
V x k N k V x k x k l k u k l k

∞

=

− + + ∞ ≤ − + + +∑  

That is to say 

( ) ( )( )2
ˆ ˆ |J k V x k N k≤ +  

Therefore, the optimization problem (15) transforms into minimizing ( )( )ˆ ˆ |V x k N k+ , and then the 
performance (10) transforms into the following performance 

( ) ( ) ( )( ) ( )
1 2 2 2

0
ˆ ˆ ˆ| | |

N

Q R P
l

J k x k l k u k l k x k N k
−

=

= + + + + +∑  

We have the following predictive model based on state observer of the subsystem 
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( ) ( )
( ) ( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )
1 1

ˆ | |
ˆ ˆ ˆ1 | 1 | 1 |

ˆ 1 | 1 | 1 |

ˆ ˆ1 | 1 |

ˆ ˆ 1 |

i i

ii i ii i ij j
j i

ij j i ii i ij j
j i j i

ii i ij j
j i

l l
l l h l h
ii i ii ii i ii

h j i h

x k l k f k l k

A x k l k B u k l k A x k l k

B u k l k F C x k l k C x k l k

C x k l k C x k l k

A x k A B u k h k A

≠

≠ ≠

≠

− −

= ≠ =

+ = +

= + − + + − + + −


+ + − + + − + + −




− + − − + − 


= + + − +

∑

∑ ∑

∑

∑ ∑∑ ( )

( ) ( )

( )

1 1

1

ˆ 1 | 1

ˆ 1 | 1 | 1

1| 1

ij j

l l
l h l h
ii ij j ii i ii i

j i h h

l
l h
ii i ij j

j i h

A x k l k

A B u k l k A FC e k h k

A FC e k l k

− −

≠ = =

−

≠ =

+ − −

+ + − + + − −

+ + − −

∑∑ ∑

∑∑

 

Its partial derivative is 

( )
( )

( )
( )

( )
( )

( )
( )1

1
1 1

1 1

ˆ || | |
ˆ ˆ ˆ ˆ1 | | 1 | 1 |

l
ji i i

hj j j j

l l
l h l h
ii ij jj ii ij

h h

x k h kf k l k f k l k f k l k
u k h k x k h k u k h k u k h k

A A B A B

=

−
− − − −

= =

∂ +∂ + ∂ + ∂ +
= +

∂ + − ∂ + ∂ + − ∂ + −

= +

∑

∑ ∑
 

Because the control law of the subsystem affects not only the performance of its own subsystem, but also that 
of its downstream subsystem, controller i  optimizes the performance of its own subsystem i  and down- 
stream subsystem ( )j j i≠ . Here, input and state sequences got at 1k −  are made as state sequences esti- 
mations ( )ˆ |jx k l k+  of upstream subsystem. Therefore, define the performance of subsystem i  as 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1 22 2

0

22

ˆ ˆ ˆ| | | 1 |

ˆ ˆ| | 1 |

i i j

i j

N

i i i j i jiQ R Q
l j i

i j i jiP P
j i

J k x k l k u k l k x k l k W k l k

x k N k x k l k W k l k

ω

ω

−

= ≠

≠

 
= + + + + + − + + 

 

+ + + + − + +

∑ ∑

∑
 

where 

( ) ( ) ( )( )1 ˆ ˆ| | | 1l h
ji jj ji ji i iW k l k A A B u k l k u k l k− −+ = + − + −  

And in order to improve the convergence of optimization problem, the weighting coefficients are added. 
Next, the model predictive control optimization problem of all subsystems in the distributed model predictive 

control algorithm is shown as: 
Problem 1. For subsystem i , ĉ  satisfies Lemma 1 and 2. ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ, , 1 | 1 , | 1i i i ix k x k u k l k x k l k− ++ − − + −  

and ( )ˆ | 1ix k l k− + − , 1, 2, ,l N=   are known. Seek control sequence ( )ˆ : 1 |iu k k l k+ −  to minimize perfor- 
mance: 

( )
( )

: 1|
min

i
iu k k l k

J k
+ −

                                        (17) 

s.t. 

( ) ( )
2

0 1

ˆˆ ˆ| | 1 1, 2, , 1
2

l

l s i i
s

cx k s k x k s k l N
m

ξκα −
=

+ − + − ≤ = −∑                  (18) 

( ) ( ) ˆˆ ˆ| | 1
2i

i i P

cx k N k x k N k κ
+ − + − ≤                                      (19) 

( ) ( ) ˆˆˆ | | 1, 2, ,
i i

i iP P

cx k l k x k l k l N
Nµ

+ − + ≤ =
                         (20) 
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( )ˆ 1 |i iu k l k U+ − ∈                                         (21) 

( ) ˆˆ |
2i i
cx k N k  + ∈Ω  

 
                                      (22) 

where, 

{ }1 max number of elements in 0ii
m = ≠  

( )
1

T
2

maxmax max 0,1, , 1l l
l i ij j i iji j

A A P A A l Nα λ
  = = − 
  

  

i  is the neighbouring subsystem of the subsystem i , and 0 1κ< < , 0 1ξ< ≤ , 0µ >  are the design 
parameters. ( )ˆ |ix k l k+  is the state track under the action of ( )ˆ 1 | 1iu k l k+ − − ,  
( ) ( )ˆ ˆ1 | 1 |i i iu k N k K x k N k+ − = + −  and ( )ˆ 1: 1 | 1jx k k N k+ + − − , j i≠ , 1, 2, , 1l N= − . Let  

( ) ( )ˆ ˆ| 1 1 | 1i di ix k N k A x k N k+ − = + − − , i iiA A= . In order to guarantee the feasibility, we define the terminal  

constraint set as 1̂

2i
c Ω  

 
, not ( )1̂i cΩ . 

Give the following assumption: 
Assumption (ii). At initial moment 0k , there always exists a feasible control law ( )0 0ˆ |i iu k l k U+ ∈ ,  

1, 2, , 1l N= −  of all subsyetems i  to make observer states ( )0 0
ˆˆ |
2i i
cx N k k  + ∈Ω  

 
, and ( )0iJ k   

bounded. 

5. Performance Analysis 
The distributed model predictive controller based on Lyapunov function and state observer is designed on the 
condition of initial feasibility, so the main content in this section is to ensure successive feasibility and stability. 

5.1. Successive Feasibility 
This part mainly studies: if the system is feasible at time ( )1 1k k− > , then  
( ) ( )ˆ ˆ: 1 | : 1 | 1i iu k k N k u k k N k+ − = + − −  is the feasible solution of the optimal problem (17)-(22) at time k.  

( )ˆ : 1 |iu k k N k+ −  and ( )ˆ 1: |iu k k N k+ +  satisfy the constraint conditions of the problem. 
By ( ) ( )ˆ ˆ: 1 | : 1 | 1i iu k k N k u k k N k+ − = + − − , we get 

( ) ( )ˆˆ | | 0
i i

i iP P
x k l k x k l k+ − + =  

which satisfies the stability condition (20). 
Lemma 3. If the Assumption (i) and (ii) are satisfied, and the problem (17)-(22) have feasible solution at any 

time 1k −  and satisfy 

( ) ˆˆ 1 | 2
2i i
cx k N k  + − − ∈Ω  

 
 

( )T
maxi di diA Aρ λ= , then when 

( ) ( )2max 1ii
ρ κ≤ −  

we have 

( ) ( ) ˆ1
ˆ | 1

2i i
c

x k N k
κ− 

+ − ∈Ω  
 

 

Proof. Since the problem (17)-(22) have feasible solution at any time 1k − , so 
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( ) ( )

( ) ( )

ˆ ˆ1 | 1 1| 2

ˆˆ ˆ1 | 1 1| 2
2

i i

i

i iP P

i i P

x k N k x k N k

cx k N k x k N k κ

+ − − − + − −

≤ + − − − + − − ≤
 

Therefore, 

( ) ( ) ˆˆ ˆ1 | 1 1| 2
2i i

i iP P

cx k N k x k N k κ
+ − − ≤ + − − +  

From ( ) ( )ˆ ˆ| 1 1 | 1i di ix k N k A x k N k+ − = + − − , we derive 
( ) ( )

( )

( ) ( )

( ) ( )

T

T
max

2

ˆ ˆ| 1 1 | 1

ˆ 1 | 1

ˆˆ 1 | 2
2

ˆ1ˆ ˆ
1

2 2 2

i i

i

i

i di iP P

di di i P

di di i P

x k N k A x k N k

A A x k N k

cA A x k N k

cc c

κλ

κκκ

+ − = + − −

= + − −

 ≤ + − − +  
− ≤ − + ≤ 

 

 

thus 

( ) ( ) ˆ1
ˆ | 1

2i i
c

x k N k
κ− 

+ − ∈Ω  
 

 

Lemma 4. If the Assumption (i) and (ii) are satisfied, and the problem (17)-(22) have feasible solution at any 
time 1k −  and satisfy 

( )
1

0min

1
l

l h
h

m
P

α
λ −

=

≤∑  

then for all 1, 2, ,l N=  , we have 

( ) ( ) ˆˆ ˆ| | 1
2i

i i P

cx k l k x k l k κ
+ − + − ≤                             (23) 

and ( )ˆ : 1 | 1ix k k N k+ − −  satisfies (18) (19). 
Proof. When 1, 2, , 1l N= − , since ( ) ( )ˆ ˆ: 1 | : 1 | 1i iu k k N k u k k N k+ − = + − − , so from the predictive 

model, we derive 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

1

1 1

1

ˆ ˆ ˆ ˆ ˆ| 1 1 1 1

ˆ1 1 1| 1

ˆ ˆ1 | 1 1| 1

l
i ii ii i ii i ij j ij j

j i j i

l
l h

i ii i ij j ii ii i
j i h

l l
l h l h
ii ij j ii ij j

j i h j i h

l
l h
ii

h

x k l k A A x k B u k A x k B u k

F C e k C e k A B u k h k

A A x k h k A B u k h k

A F

≠ ≠

−

≠ =

− −

≠ = ≠ =

−

=


+ = − + − + − + −


 

+ − + − + + − − 
 

+ + − − + + − −

+

∑ ∑

∑ ∑

∑∑ ∑∑

∑



( ) ( )
1

1 | 1 1| 1
l

l h
i ii i ii i ij j

j i h
C e k h k A FC e k h k−

≠ =

+ − − + + − −∑∑

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

1

1 1

1

ˆ ˆ ˆ ˆ ˆ| 1 1 1 1| 2 1

ˆ1 1| 2 1| 1

ˆ ˆ1 | 2 1| 1

l
i ii ii i ii i ij j ij j

j i j i

l
l h

i ii i ij j ii ii i
j i h

l l
l h l h
ii ij j ii ij j

j i h j i h

h

x k l k A A x k B u k A x k k B u k

F C e k C e k k A B u k h k

A A x k h k A B u k h k

≠ ≠

−

≠ =

− −

≠ = ≠ =

=


+ − = − + − + − − + −


 

+ − + − − + + − − 
 

+ + − − + + − −

+

∑ ∑

∑ ∑

∑∑ ∑∑

( ) ( )
1

1 | 1 1| 2
l l

l h l h
ii i ii i ii i ij j

j i h
A FC e k h k A FC e k h k− −

≠ =

+ − − + + − −∑ ∑∑
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The above two formulas subtract, we have 

( ) ( )

( ) ( )( )

( ) ( )( )
0

0

ˆ ˆ| | 1

ˆ ˆ1 | 1 1| 2

1| 1 1| 2

i i

l
l h
ii ij j j

j i h

l
l h
ii i ij j j

j i h

x k l k x k l k

A A x k h k x k h k

A FC e k h k e k h k

−

≠ =

−

≠ =

+ − + −

= + − − − + − −

+ + − − − + − −

∑∑

∑∑



 

By Theorem 1, there always exists a 0T > , when k T> , we have ( ) 0e k → , and the observer state ( )x̂ k  
eventually converges to ( )x k . Therefore, 

( ) ( )

( ) ( )( )

( ) ( )( )

( ) ( ) ( )

( )

0

0

1
T

2
1 max 2

0

1
0

ˆ ˆ| | 1

ˆ ˆ1 | 1 1| 2

1| 1 1| 2

ˆ ˆ1 | 1 1| 2

ˆ 1 | 1

i

i

i

i i P

l
l h
ii ij j j

j i h P

l
l h
ii i ij j j

j i h P

l
l h l h
ii ij i ii ij j j

h
l

l h j
h

x k l k x k l k

A A x k h k x k h k

A F C e k h k e k h k

m A A P A A x k h k x k h k

m x k h k

λ

α

−

≠ =

−

≠ =

− −

=

−
=

+ − + −

≤ + − − − + − −

+ + − − − + − −

≤ + − − − + − −

≤ + − − −

∑∑

∑∑

∑

∑



( )
2

ˆˆ 1 | 2
2j
cx k h k κ

+ − − ≤

 

Obviously, (23) is satisfied. 
Furthermore, 

( ) ( )

( ) ( ) ( )

( )

2
0

0min

0min 1

ˆ ˆ| | 1

1 ˆ ˆ| | 1

ˆ ˆ1
2 2

i

l

l h i i
h

l

l h i i P
hi

l

l h
hi

x k h k x k h k

x k h k x k h k
P

c c
P m

α

α
λ

κ ξκα
λ

−
=

−
=

−
=

+ − + −

≤ + − + −

≤ ≤

∑

∑

∑

 

where, 
( )
1

0
min

l
l hh

i

m
P

ξ α
λ −=

= ∑ , 0 1ξ< ≤ . 

Therefore, ( )ˆ |ix k l k+  satisfies the constraint (18). 
When l N= , 

( ) ( ) ( ) ( )

( ) ( )

ˆ ˆ ˆ ˆ| 1 | 1 | 1 1| 1

1| 1 1| 1

i di i ij j ij j
j i j i

i ii i ij j
j i

x k N k A x k N k A x k N k B u k N k

F C e k N k C e k N k

≠ ≠

≠

+ = + − + + − − + + − −

 
+ + − − + + − − 

 

∑ ∑

∑

 

 

( ) ( ) ( ) ( )

( ) ( )

ˆ ˆ ˆ ˆ| 1 1 | 1 1| 1 1| 1

1| 1 1| 1

i di i ij j ij j
j i j i

i ii i ij j
j i

x k N k A x k N k A x k N k B u k N k

F C e k N k C e k N k

≠ ≠

≠

+ − = + − − + + − − + + − −

 
+ + − − + + − − 

 

∑ ∑

∑
 

The above two formulas subtract, we have 

( ) ( ) ( ) ( )( )ˆ ˆˆ ˆ| | 1 1 | 1 | 1i i di i ix k N k x k N k A x k N k x k N k+ − + − = + − − + − −   

Therefore, (23) is satisfied. 



B. L. Su et al. 
 

 
1158 

Next we can derive that ( )ˆ |ix k N k+  satisfies (19). 
Lemma 5. If the Assumption (i) and (ii) are satisfied, and the problem (17)-(22) has feasible solution at any 

time 1k − , then ( )ˆ 1 | 1i iu k l k U+ − − ∈ , 1, 2, ,l N=  . 
Proof. Since the problem (17)~ (22) has feasible solution at any time 1k − , so 

( )ˆ 1 | 1i iu k l k U+ − − ∈  

1, 2, , 1l N= − . Then we only need to proof that when l N= , we have ( )ˆ 1 | 1i iu k l k U+ − − ∈ . By Lemma 
3 and 4, and triangle inequality, we derive 

( )

( ) ( ) ( )

( )

ˆ 1 |

ˆ ˆ ˆ1 | 1 | 1 1| 1

ˆ1ˆ ˆ
2 2

i

ii

i P

i i i PP

x k N k

x k N k x k N k x k N k

cc c
κκ

+ −

≤ + − − + − − + + − −

−
≤ + <



  

then, ( ) ( )ˆ ˆ1 |i ix k N k c+ − ∈Ω . 
Therefore, ( ) ( )ˆ ˆ1 | 1 1|i i i iu k N k K x k N k U+ − − = + − ∈ . 
Lemma 6. If the Assumption (i) and (ii) are satisfied, and the problem (17)-(22) has feasible solution at any  

time 1k − , then ( ) ˆˆ |
2i i
cx k N k  + ∈Ω  

 
 . 

Proof. By triangle inequality, we have 

( )

( ) ( ) ( )

ˆ |

ˆ ˆ ˆ| | 1 | 1

ˆ ˆ ˆ(1 )
2 2 2

i

ii

i P

i i i PP

x k N k

x k N k x k N k x k N k

c c cκ κ

+

≤ + − + − + + −

−
≤ + ≤



  

then, ( ) ˆˆ |
2i i
cx k N k  + ∈Ω  

 
 . 

Remark 2. According to Lemma 2 to 6, if the assumption (i) and (ii) are satisfied, then  
( ) ( )ˆˆ 1 | 1 , | , 1, 2, ,i iu k l k x k l k l N+ − − + =

  are feasible solution of (17)-(22). Since ( ) ( )ˆ ˆi ix k N c+ ∈Ω , so 
by Lemma ,we can derive that the closed loop system states satisfy ( ) ( )1i ix k N c+ ∈Ω . 

5.2. Stability 
Theorem 2. If the Assumption (i) and (ii) are satisfied, the control law satisfies the constraint condition (18)- 
(22), and design parameters ,κ µ  satisfy the following inequality 

( )1 1 1
2 2

N κ
µ

−
+ <  

then the system asymptotically stable at the origin. 
Proof. When ( )0x̂ k  gets into ( )ĉΩ , we adopt state feedback control to make system asymptotically stable. 

Next, we only need to prove that when ( ) ( )0ˆ ˆ\x k X c∈ Ω , the system asymptotically stable to the origin. 
Define 

( ) ( )
1

ˆ |
N

P
l

V k x k l k
=

= +∑  

By the constraint (20), we have 

( ) ( ) ˆˆˆ | |
P P

cx k l k x k l k
Nµ

+ − + ≤  

so 
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( ) ( )
1

ˆˆ |
N

Pl

cV k x k l k
µ=

≤ + +∑   

For ( )V k , we make difference as 

( ) ( ) ( ) ( )

( ) ( )

( ) ( )( )

1 1

1

1

ˆˆ ˆ1 | 1 | 1

ˆ ˆˆ | 1 |

ˆ ˆ| | 1

N N

PPl l

P P

N

PPl

cV k V k x k l k x k l k

cx k k x k N k

x k l k x k l k

µ

µ

= =

−

=

− − ≤ + + − + − −

≤ − − + + +

+ + − + −

∑ ∑

∑







                  (24) 

Since ( ) ( )ˆ ˆ\x k X c∈ Ω , so 

( )ˆ ˆ| 1
P

x k k c− >                                         (25) 

By Theorem 2, we have 

( ) ˆˆ |
2P

cx k N k+ ≤                                       (26) 

By Lemma 4, we have 

( ) ( )( ) ( )1

1

ˆ1ˆ ˆ| | 1
2

N

PPl

N c
x k l k x k l k

κ−

=

−
+ − + − ≤∑                             (27) 

Substitute (25)-(27) into (24), we derive 

( ) ( ) ( ) ( )ˆ1 1ˆ ˆ 1 1ˆ ˆ1
2 2 2 2

N c Nc cV k V k c c
κ κ

µ µ
− − 

− − < − + + + = + − 
 

 

therefore , when 

( )1 1 1
2 2

N κ
µ

−
+ <  

the system is asymptotically stable. 

5.3. Algorithm Steps 
We give the distributed model predictive control algorithm based on Lyapunov function and state observer. 

Algorithm Off-line part: 
1. Give decay coefficient ξ , stable matrix L; 
2. By Theorem 1, we obtain observer gain 1F P Y−= . 
On-line part: 
1. Choose the appropriate parameter , ,Q P R  and Lyapunov function ( ) ( )TV x k Px k= , and obtain the 

stability domain estimation by calculation (Here is only the form, since the states are unavailable, real to use is 
( ) ( ) ( ){ }Tˆ ˆ ˆ: , 0c x X x k Px k c cΩ = ∈ ≤ > ); 
2. Initialize ( )0x̂ k , ( )0 0ˆ |iu k l k+ , 1, 2, ,l N=  , to satisfy Assumption (ii). At 0k , If ( ) ( )0ˆ ˆx k c∈Ω , then 

for any 0k k≥ , adopt feedback control ( ) ( )ˆ ˆi i iu k K x k= , or calculate ( )0 0ˆ 1 |ix k l k+ + , then send to upstream 
and downstream subsystems; 

3. Receive ( )ˆix k , ( )ˆ | 1jx k l k+ − , i j≠ . If ( ) ( )ˆ ˆx k c∈Ω , choose the feedback control law ( )ˆiu k =  ( )ˆi iK x k , or solve the optimal problem, we get ( )ˆ : 1 |iu k k N k+ − , and then apply ( )ˆiu k  to the subsystem 
iS ; 
4. Let 1k k+ → , repeat step 2). 

6. Numerical Example 
Consider the distributed system under networked control as follows: 
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( ) ( ) ( )1x k Ax k Bu k+ = +  

( ) ( )y k Cx k=  
where: 

11 12 11 12 11 12

21 22 21 22 21 22

A A B B C C
A B C

A A B B C C
     

= = =     
     

 

that is this system has two subsystems. 
Subsystem 1: 

( ) ( ) ( ) ( ) ( )1 11 1 11 1 12 2 12 21x k A x k B u k A x k B u k+ = + + +  

( ) ( ) ( )1 11 1 12 2y k C x k C x k= +  
subsystem 2: 

( ) ( ) ( ) ( ) ( )2 22 2 22 2 21 1 21 11x k A x k B u k A x k B u k+ = + + +  

( ) ( ) ( )2 22 2 21 1y k C x k C x k= +  
where, 

11 12 21 22

2.74 1.27 0.97 0 0 0.5 0 0
2 0 0 0 0 0 0 0.37

A A A A
−       

= = = =       
       

 

[ ]11 22 12 21 11 12 21 22

0.25 0.5
1 0

0 0
B B B B C C C C   

= = = = = = = =   
   

 

Let the subsystem control constraint as { }1
1 2 : 10, 1, 2i iU U u u i= = ∈ ≤ = . 

We use the Matlab simulationtools to simulate the algorithm proposed in this paper: 
By the algorithm above, we can obtain that the stability domain of the subsystem 1 and 2 shown in Figure 2, 

Figure 3. Choose the initial states [ ] [ ]1 22, 2 , 2, 2x x= − = − , the states track of the subsystem 1 and 2 are shown 
in Figures 4-7, “-” and “*” are real states and estimation states, respectively. Figure 8, Figure 9 show the input 
track of all the subsystems. 

From the simulation results, we can see the algorithm can guarantee that estimation stats track the real states 
well, and asymptotically stable to the origin. We can also see that the control low satisfied the constraint and 
stable eventually. 

7. Conclusion 
For a kind of the distributed systems with input and state constraint and unavailable states under networked con- 
 

 
Figure 2. The stability domain of the subsystem 1.                                  
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Figure 3. The stability domain of the subsystem 2.                                     

 

 
Figure 4. The state components of the subsystem 1 11x  (“-” representatives 
the real state, “*” representatives the estimation state 11x̂ ).                            

 

 
Figure 5. The state components of the subsystem 1 12x  (“-” representatives 
the real state, “*” representatives the estimation state 12x̂ ).                             
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Figure 6. The state components of the subsystem 2 21x  (“-” representatives 
the real state, “*” representatives the estimation state 21x̂ ).                               

 

 
Figure 7. The state components of the subsystem 2 22x  (“-” representatives 
the real state, “*” representatives the estimation state 22x̂ ).                            

 

 
Figure 8. The control line of the subsystem 1.                                        
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Figure 9. The control line of the subsystem 2.                                         

 
trol patten, we consider the design and stability problem of the output feedback predictive controller based on 
Lyapunov function and state observer. The main idea is: For the considered system, use Lyapunov function and  
states reconstruction to design output feedback controller in order to get the stability domain. Furthermore, the 
stability domain as a terminal constraint, the distributed model predictive controller is designed. The controller 
is successive feasibility under the condition of initial feasibility. The simulation results verify the effectiveness 
of the method proposed in this paper. 
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