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ABSTRACT 
 
To design a multi-population adaptive genetic BP algorithm, crossover probability and mutation probability 
are self-adjusted according to the standard deviation of population fitness in this paper. Then a hybrid model 
combining Fuzzy Neural Network and multi-population adaptive genetic BP algorithm—Adaptive Genetic 
Fuzzy Neural Network (AGFNN) is proposed to overcome Neural Network’s drawbacks. Furthermore, the 
new model has been applied to financial distress prediction and the effectiveness of the proposed model is 
performed on the data collected from a set of Chinese listed corporations using cross validation approach. A 
comparative result indicates that the performance of AGFNN model is much better than the ones of other 
neural network models. 
 
Keywords: Multi-Population Adaptive Genetic BP Algorithm, Fuzzy Neural Network, Cross Validation,  

Financial Distress 

 

1.  Introduction 
 
In recent years, neural networks (NNs), especially 
back-propagation NNs (BPNN), are developed and ap-
plied quickly to financial distress prediction because of 
their excellent performances of treating non-linear data 
with learning capability [1-2]. However, the shortcom-
ing of neural networks is also significant due to a “black 
box” syndrome and the difficulty in dealing with qualita-
tive information, which limited its applications in prac-
tice [3]. Besides, the common NNs also suffer from rela-
tively slow convergence speed and occasionally involve 
in a local optimal solution. 

On the other hand, fuzzy logic as a rule-based devel-
opment in artificial intelligence can not only tolerate 
imprecise information, but also make a framework of 
approximate reasoning. Thus, a number of fuzzy neural 
networks have been developed to overcome the “black 
box” syndrome [4-5]. By the same token, genetic algo-
rithm as an effective non-linear modeling system in arti-
ficial intelligence not only searches optima speedily but 

also searches optima globally [6-9]. Therefore, it is pos-
sible that combining neural networks with fuzzy logic 
and genetic algorithm could merge their advantages and 
meanwhile overcome the disadvantages mentioned 
above. 

In this study, a new genetic algorithm combined with 
neural network, named as Adaptive Genetic Fuzzy Neu-
ral Network (AGFNN), is presented to predict financial 
distress on the data collected from a set of Chinese listed 
corporations, and the results indicate that the perform-
ance of AGFNN model is much better than the ones of 
other NN models. 

The rest of this paper is organized as follows. Section 
2 introduces the structure of the AGFNN model and as-
sociated algorithm. Section 3 describes the data source 
and methodology. In Section 4, the proposed model is 
predicted financial distress using the data from Chinese 
listed corporations, and its performances are compared 
with the other NN models. Finally, some concluding 
remarks are drawn from Section 5. 
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2.  Architecture of AGFNN and Its Algorithm 
 
2.1.  Architecture of AGFNN 
 
In this study, the proposed AGFNN model is based on 
the fuzzy neural networks [6]. A fuzzy neural network 
consists of a set of fuzzy if-then rules that describe the 
input-output mapping relationship of the network. The 
antecedents of fuzzy rules partition the input space into a 
number of linguistic term sets while the consequent con-
stituent can be chosen as a fuzzy membership function 
(Mamdani model), a singleton value, or a function of a 
linear combination of input variables (TSK model). 

For simplicity, the singleton consequent of fuzzy rules 
is adopted in this paper. The fuzzy rule with singleton 
consequent can be given in the following form: 

Rule k: if x1 is A and x2 is A … and xn is A , then k1 k2 nk

kby                       (1) 

where i is the input variable, y is the output variable, 
A ik is the linguistic term of the precondition part, k is 
the constant consequent part, and n is the number of in-
put variables. 

x
b

The structure of a fuzzy neural network is shown in 
Figure 1, where n and m are the number of input vari-
ables and the number of fuzzy sets respectively. It is a 

four layer network structure. We use , ，)(l
iI )(l

iO 4,3,2,1l  

denote the input and output of the ith node in layer L re-
spectively. The functions of the nodes in each layer are 
described as follows: 

Layer 1: The number of nodes is n in this layer. The 
nodes only transmit input values to layer 2: 

niIOxI iiii ,...,2,1,, )1()1()1(  ；          (2) 

Layer 2: Nodes in this layer correspond to one lin-
guistic label of the input variables in layer 1; that is, the 
membership value specifying the degree to which an 
input value belongs to a fuzzy set is calculated in this layer. 
 

 

Figure 1. Structure of AGFNN. 

The input and output in this layer are formulated as fol-
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where is fuzzy membership function, 

and

)( iij x

ijijm  are, respectively, the center and the width of 

the Gaussian membership function . ij

Layer 3: There are m nodes in this layer. The output 
of each node in this layer is determined by the fuzzy 
AND operation. Here, the product operation is utilized to 
determine the firing strength of each rule. The input and 
output in this layer are formulated as follows: 

nimj

IOOI jjijijj

,...,2,1,,...,2,1

,  , )3()3()2()3(



 
       (4) 

Layer 4: The single node in this layer computes the 
overall output as the sum of all incoming signals. The 
input and output in this layer are formulated as follows: 

)4()4(

1

)3()4(   , IOOwI
n

j
jj  



          (5) 

where the is the weight associated the j-th node in 

layer 3 with the single node in layer 4 (output layer). 
jw

 
2.2.  Algorithm of AGFNN 
 
In this study, a modified algorithm, multi-population 
adaptive genetic BP algorithm (MAGBPA), is proposed 
to optimize the parameters of this model included the 
weight, the center and the width of the membership func-
tion. In order to improve the performance of evolutionary 
algorithm, First, this paper employs a multi-population 
genetic algorithm where a large population is divided 
into smaller subpopulations and subpopulations cooper-
ate and compete with each other. Secondly, a adaptive 
genetic algorithm where crossover probability pc and 
mutation probability pm are self-adjusted according to 
the standard deviation of population fitness. pc and pm 
are defined as follows: 
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where and are the minimum and maximum 1cp 2cp

value of crossover probability set in advance respectively. 
and are the maximum and minimum value of 

mutation probability set in advance respectively. 
and are the maximum and minimum value of 

standard deviation of population fitness set in advance 
respectively. 

1mp

max

2mp

min

 is value of standard deviation of cur-
rently population fitness. 

However, while GA is very effective at global search 
can quickly isolate global minimum, it may be inefficient 
at actually finding that minimum. Therefore, back- 
propagation (BP) operator is introduced into GA. That is, 
BP is used for the fine-tuned search when the GA is used 
to isolate the global minimum. The detailed procedure of 
algorithm consists of the following steps: 

Step 1: Let t = 0 and randomly produce an initial 
population P(t) which divided into N (N > 1) subpopula-
tion averagely. In this study, the size of population is 
selected from 30-100. 

Step 2: Use real numbers to code values of the 
model’s parameters. The values of w are limited in the 
interval of [-100, 100]. The values of m and the values of 
σ are limited in the interval of [-2, 2] and interval of (0, 2] 
respectively. The initial parameter values are given ran-
domly in terns of distribution of . ||re

Step 3: Calculate the value of fitness for each indi-
vidual of each subpopulation. We use the reciprocal of 
SSE as the function of evaluation, that is:  f = 
1/

j j
.at same time, calculate 0 (the value of stan-

dard deviation of initial population fitness) and we can 
regard as the initial values of and . 

 E2





0 max min

Step 4: Execute Step 5 and Step 6 in each subpopula-
tion independently. 



Step 5: In each subpopulation, genetic operators are 
executed. Roulette-wheel is used in the selection and 
adaptive strategies are used in crossover and mutation. 
The selection of each individual depends on the prob-
ability that is proportional to its degree of fitness. 
Self-adjusted crossover probability pc and a seif-adjusted 
mutation probability pm are used in this study according 
to the Equation (6) and the Equation (7). 

Step 6: A number of individuals are distributed among 
subpopulations by means of migration operator after the 
subpopulations evolve independently for a certain num-
ber of generations (isolation time). A fixed migration rate 
pmr is employed, and the selection of individuals for mi-
gration is based on the value of fitness. The migration of 
topology is neighborhood topology that migration is 
made only between nearest neighbors. These exchanged 
individuals participate in the evolution process and pro-
duce new subpopulations. 

Step 7: Calculate the value of  when the new popu-
lation is produced. If  > , then =max max  ; if 

 < , then =min min  . 

Step 8: Once the new subpopulations are produced, 
use BP algorithm to make each individual learn from the 
data sample. Update the parameter values by using the 
follow formulas: 
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Step 9: Check the termination criterion. In this study, 
we use two measures that the mean squared error (MSE) 
and the maximal evolution generations. That is, if the 
MSE< ε or the number of maximal evolution generations 
is M, where ε and M are values set in advance, then stop 
algorithm, otherwise let t = t+1 and go to Step 3 until 
termination criterion is reached. 

The diagram of multi-population adaptive genetic BP 
algorithm is shown in Figure 2. 
 
3.  Data Source and Pretreatment 
 
The data of samples used in this study are selected from 
the listed corporations of China. Those sample co- rpora-
tions can be divided into two categories: ST (special 
treatment) corporations and the normal corporations. The 
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main reason that listed corporations become ST corpora-
tions is due to the bad financial status. So, the ST corpo-
rations denote the corporations in financial distress and 

the normal corporations denote the corporations in finan-
ial non-distress in this study. c 

 

Figure 2. Diagram of multi-population adaptive genetic BP algorithm. 

 
Jain and Nag (1997) observed that classification accu-

racy based on balanced samples represent a poor metric 
for assessing the effectiveness of NNs in predicting fi-
nancial distress and bankruptcy. Because the proportion 
of financial failures among publicly traded entities is 

very small, it is mathematically possible for a model to 
have a predictive accuracy that exceeds 50% (better than 
a decision rule based on a fair coin test) and still perform 
very poorly when faced with real-world data. So they 
suggested that NN models should be validated with an 
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unbalanced sample that includes a realistically small 
proportion of failed companies [10]. According to this 
suggestion, this paper selects 188 observations which 
include 47 ST and 141 normal corporations from 2004 to 

 

Table 1. Number of selected corporations. 

ST Periods 2004 2005 Sum 
ST-corp 26 21 47 

Normal-corp 78 63 141 
Total：     188 

 
2005. The detail of the number of selected corporations 
is shown in Table 1. 

The data set is divided into two subsets: one is a train-
ing sample set with 120 corporations including 30 ST 
corporations and 90 normal corporations, used to design 
the common NNs model and the GFNN model; another 
is a test sample set with 68 corporations including 17 ST 
and 51 normal corporations to test the performance of 
models. 

In this study, 10 financial variables are selected in this 
data according to the prior studies [4-5], which include: 
net profit to total assets (X1), ratio of main business 
profit (X2), return on equity (X3), total liabilities to total 
assets (X4), quick ratio (X5), interest coverage ratio (X6), 
working cash to total liability (X7), turnover of total as-
sets (X8), turnover of accounts receivable (X9) and 
growth ratio of main business income (X10). 

Function 1
)min(max

)min(2






xx

xX
Y  is used to treat input 

data, where X is input matrix, max x and min x, respec-
tively, denote the maximum element and minimum ele-
ment of matrix X. So, the number of input layer nodes is 
10. The value of parameter m is set to 3. The number of 
layer 2 nodes and the number of layer 3 nodes are 30 and 
3 respectively. The output variable is a single variable y, 
that is, output layer has one node. y = 1 denotes the cor-
poration is in distress, y = 0 denotes the corporation is 
normal in this study. The actual structure of AGFNN is a 
10-30-3-1 network model. 
 
4.  Empirical Results 
 
In order to minimize the possible bias associated with the 
random sampling of the training and testing samples, 
researchers tend to use n-fold cross-validation scheme in 
evaluating the classification capability of the built model. 
In n-fold cross-validation, the entire dataset is randomly 
split into n mutually exclusively subsets (also called 
folds) of approximately equal size with respect to the 
ratios of different populations. The classification model 
will then be trained and tested n times. Each time the 
model is built using (n-1) folds as the training sample 
and the remaining single fold is retained for testing. The 

parameters while the retained holdout sample is used to 
test the generalization capability of the built model. The 
overall classification accuracy of the built model is then 
just the simple average of the n individual accuracy 
measures [11]. As cross-validation is the preferred pro-
cedure in testing the out-of-sample classification capabil-
ity when the dataset size is small and the size of bad 
credit corporations is only 47, the four-fold cross-vali-
dation will be adopted in this study. Therefore there are 
47 corporations in each fold of the dataset. 

In this study, suppose that the populatio

training sample is used to estimate the credit risk model’s 

n size is 80, 
the number of subpopulations is 4, initial crossover 
probability is 0.75, initial mutation probability is 0.025, 

1cp and 2cp are set 0.7 and 0.9 respectively; 1mp and 

2 are set 0.05 and 0.001 respectively; migration rate is 

isolation time is 20 generations, the number of 
learning with BP algorithm in each generation is 5 times 
and the learning rate

mp

0.4, 

 is 0.06. 

Termination criteri n of samo ple learning as follows: 
(1) 001.0 or (2) the maximum number of genetic 

ge tions = 2
population adaptive genetic BP al-

go

rks credit risk models were built and the 
cl

meanwhile, two models, a BPNN model (em-
pl

ults of AGFNN. 

nera 000. 
The built-in multi-
rithm based fuzzy neural networks program attached 

in the toolbox of MATLAB is used for data processing in 
this study. 

Four netwo
assification results of the corresponding testing sam-

ples were summarized in Table 2. From the results in 
Table 2, we can observe that the average correct classi-
fication rates for the four folds are 93.62, 89.36, 91.49 
and 93.62%, respectively, with the mean equals to 
92.02%. 

In the 
oy BP algorithm) and a classic model-ANFIS (adaptive 

network-based fuzzy inference system) model, are de-
signed for comparison in this study*. 

Table 2. Cross-validation testing res

Financial distress prediction results 
Folder 

(1-
rect number 1) (2-2) 

Average cor
classification rate

1 
94.29% 

 
91.67%  

（ （  （33/35） 11/12） 
93.62% 
44/47）

2 
（ （  （  

3 
（ （  （  

4 
（ （  （  

Mean 
（ （  （  

91.43% 
32/35）

83.33% 
10/12）

89.36% 
42/47）

94.29% 
33/35）

83.33% 
10/12）

91.49% 
43/47）

94.44% 
34/36）

90.91% 
10/11）

93.62% 
44/47）

93.62% 
132/141）

87.23% 
41/47）

92.02% 
173/188）

Her las is orpor cial 
no

e a C s 1 corporation  defined as a c ation with finan
n-distress while a Class 2 corporation is the one with financial dis-

tress. 

*See the Literature 12 and 13 for a more detailed design of the BPNN 
and ANFIS models..
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PNN. Table 3. Cross-validation testing results of B

Financial distress prediction results 
Folder 

(1-1) (2-2) 
rrect number Average co

classification rate

1 
77.14% 

（  （ （27/35）
75%  
9/12） 

76.6%  
36/47） 

2 
（  （  

3 
（  （

4 
（  （  

Mean 
（ （  （   

82.86% 
29/35）

66.67%  
（8/12） 

78.72% 
37/47）

80%  
28/35）

66.67%  
（8/12） 

76.6%  
36/47） 

80.56%
29/36）

80.14%  

72.73% 
（8/11） 

78.72% 
37/47）

113/141）  
70.21% 
33/47）

77.66% 
146/188）

 
Table 4. Cross-validation testing results of ANFIS. 

Financial distress prediction results 
Folder 

(1-1) (2-2) 
rrect number Average co

classification rate

1 
82.86% 

（  
83.33%  

（ （29/35） 10/12） 
82.98%  
39/47） 

2 
（  （ （  

3 
（ （ （

4 
（  （ （  

Mean 
（  （  （  

88.57% 
31/35）

75%  
9/12） 

85.11% 
40/47）

85.71%  
30/35） 

75%  
9/12） 

82.98%  
39/47） 

86.11% 
31/36）

81.82% 
9/11） 

85.11% 
40/47）

85.82% 
121/141）

78.72% 
37/47）

84.04% 
158/188）

 
Table 5. Summarized testing results of the three  

F ction results 

constructed models 

inancial distress predi
Credit 

(1-1) (2-2) 
ect model Average corr

classification rate

BPNN 
80.14%  

（

70.21% 
（  （   113/141）  33/47）

77.66% 
146/188）

ANFIS 
（ ） （  （  

AGFNN 
（ （  （   

85.82%
121/141

95.04%  

78.72%
37/47）

82.98% 

84.04% 
158/188）

134/141）  39/47）
92.02% 
173/188）

The testin t BP  
be summarized in Table 3. From the results in Table 3, 
we can conclude that the average correct classification 

rat

els. Table 
5 

d method for the financial dis-
een proposed. This method, namely 

ybrid model, combines fuzzy neural network and 

e National Science Founda-
0371029. 

g results of the four buil NN models can

es for the four folds are 76.6, 78.72, 76.6 and 78.72%, 
respectively, with the mean equals to 77.66%. Similarly, 
the prediction results of the four built ANFIS models are 
summarized in Table 4. From the results in Table 4, we 
can conclude that the average correct classification rates 
for the four folds are 82.98, 85.11, 82.98 and 85.11%, 
respectively, with the mean equals to 84.04%. 

In order to evaluate the effectiveness of the proposed 
AGFNN model, the classification results are also com-
pared with those using BPNN and ANFIS mod

summarizes the average classifications results of 
BPNN, ANFIS and AGFNN models. As shown on the 
Table 5, AGFNN model outperforms BPNN and ANFIS 
models whether on identifying financial normal corpora-
tions or identifying financial distress corporations. More- 
over, we can see that the average correct classification 
rate of BPNN and ANFIS models are 77.66% and 
84.04% respectively, while the average correct classifi-
cation rate of AGFNN model is 92.02% on Table 5. So, 
it can be conclude that the AGFNN model has the best 
financial distress prediction capability in terms of the 
correct classification rate from Table 5. 
 
5.  Conclusions 
 
In this paper, an improve
tress prediction has b
h
multi-population adaptive genetic back-propagation al-
gorithm, named as Adaptive Genetic Fuzzy Neural Net-
work (AGFNN). In this model, a modified learning algo-
rithm, multi-population adaptive genetic BP algorithm 
(MAGBPA), is proposed to adjust the parameters for the 
desired outputs. In the MAGBPA method, multi- popula-
tion adaptive genetic algorithm is used to obtain a rough 
solution quickly and avoid local optimal solution, and 
then BP algorithm is used to fine-tune the results. In the 
end of this study, we investigate the performances of the 
BPNN model, ANFIS model and AGFNN model on fi-
nancial distress prediction using the cross-validation ap-
proach, based on a set of financial data selected from 
China listed corporations from 2004 to 2005. The em-
pirical results are shown on a series of tables (from Table 
2 to Table 5). The results indicate that the performance 
of AGFNN is much better than the BPNN and ANFIS 
models and show that the proposed AGFNN model is 
promising in financial distress prediction. 
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