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Abstract 
Collision detection mechanisms in Wireless Sensor Networks (WSNs) have largely been revolving 
around direct demodulation and decoding of received packets and deciding on a collision based 
on some form of a frame error detection mechanism, such as a CRC check. The obvious drawback 
of full detection of a received packet is the need to expend a significant amount of energy and 
processing complexity in order to fully decode a packet, only to discover the packet is illegible due 
to a collision. In this paper, we propose a suite of novel, yet simple and power-efficient algorithms 
to detect a collision without the need for full-decoding of the received packet. Our novel algo-
rithms aim at detecting collision through fast examination of the signal statistics of a short snippet 
of the received packet via a relatively small number of computations over a small number of re-
ceived IQ samples. Hence, the proposed algorithms operate directly at the output of the receiver's 
analog-to-digital converter and eliminate the need to pass the signal through the entire. In addition, 
we present a complexity and power-saving comparison between our novel algorithms and con-
ventional full-decoding (for select coding schemes) to demonstrate the significant power and 
complexity saving advantage of our algorithms. 
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1. Introduction 
Most research activities in WSNs focus on maximizing the network lifetime and minimizing the power con-
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sumption since they are powered by using finite energy sources (e.g., batteries). In this regard, some efforts deal 
with the routing schemes in order to rout a packet through most energy efficient links from a source node to a 
destination ([1]-[3]), while other researches extensively explore MAC schemes ([4]-[6]) which efficiently reduce 
packets collisions. However, MAC layer schemes intrinsically cannot eliminate all kind of collisions, because of 
hidden nodes problems, as well as collisions when multiple nodes sense the medium free at the same time fol-
lowed by transmitting their packets. Hence the collision may occur at the receiver where it is difficult to distin-
guish between desirable and interferers signals. 

Authors in [7], investigate the effect of interference signals on decoding power. They suggest adapting the 
decoder power based on the communication range. That is the decoder power needed to be increased, while 
transmitter power needs to be decreased for short rang communication systems. Authors in [8], design LDPC 
decoder architecture for low power WSNs. They suggest different LDPC codes and analyze the energy saving 
for encoded communication system. Their analysis shows how the decoder power levels affect the Bit Error 
Rate (BER). Author in [9], investigate the trade-off between the transmission power and decoding power in 
WSNs by employing convolutional codes with a specific ECC complexity in order to extend the network life-
time. In [10], the authors studied the relationship between the number of received bits and the decoder power 
consumption using LDPC codes in WSNs. Their analysis shows a large improvement in the network lifetime up 
to four times with LDPC codes which is more efficient than the convolutional and block codes. A power man-
agement technique at the receiver side in WSNs has been presented in [11]. Authors used rateless codes to mi-
nimize the power consumption, and their analytical results showed up to 80% of energy that is saved in compar-
ison with IEEE 802.15.4 physical layer standard. Some efforts (e.g. [12]) focused on the actual design of LDPC 
decoder where early stopping methods are proposed in order to reduce the number of unnecessary iterations 
when decoding received packets. Such method is efficient in low SNR but it has a limitation when SNR is high.  

Error correction schemes in wireless communication systems increase the reliability between a transmitter and 
receiver by reducing the probability of error. Reducing the probability of error can be achieved by increasing the 
transmit power or using a complex decoder that consume too much power to decode every received packet cor-
rectly. However, in limited power recourses networks such as WSNs, such increase in the transmit power as 
well as decoding power are not efficient since it contradicts with the design objective of WSNs which aims at 
energy-efficient solutions. Hence, in WSNs a fundamental trade-off exists between the transmitter and receiver 
power that should be considered to enhance the network lifetime. 

One of the main sources of overhead power consumption in WSNs is collision detection. When multiple sen-
sors transmit at the same time, their transmitted packets collide at the central node (the receiver) [13]. Authors in 
[14] use out of band control channel to indicate the transmission status (i.e. active state) for sensors which have 
packets ready to be transmitted. Sensors sense the control channel to detect collision. However, such technique 
is not accurate to detect collisions that may occur at the receiver. In addition, current collision detection me-
chanisms have largely been revolving around direct demodulation and decoding of received packets and decid-
ing on a collision based on some form of a frame error detection mechanism, such as a CRC check [15]. The 
obvious drawback of full decoding of a received packet is the need to expend a significant amount of energy and 
processing complexity in order to fully-decode a packet, only to discover the packet is invalid and corrupted due 
to collision. So, decoding of corrupted packets becomes useless and provides the main cause of unnecessary 
power consumption. 

In this paper we pose the following questions: Can we propose a power-efficient technique to detect packets’ 
collisions at the receiver side of WSNs without the need for full-decoding of received packets? Further, can we 
eliminate the need to pass corrupted packets through the entire demodulator/decoder? From the perspective of 
achieving an efficient collision detection scheme at the receiver-side of WSNs we propose a suite of novel, yet 
simple and power-efficient algorithms to detect a collision without the need for full-decoding of the received 
packet. Our novel approach aims at detecting collision through fast examination of the signal statistics of a short 
snippet of the received packet via a relatively small number of computations over a small number of received IQ 
samples. Hence, operating directly at the output of the receiver’s analog-to-digital-converter (ADC) and elimi-
nating the need to pass the signal through the entire demodulator/decoder line-up. Figure 1 illustrates where we 
apply our proposed scheme. In addition, we present a complexity and power-saving comparison between our 
novel Statistical Discrimination (SD) algorithms and conventional Full-Decoding (FD) algorithm (i.e. Soft Out-
put Viterbi Algorithm) to demonstrate the significant power and complexity saving advantage of our scheme. 
Accordingly, our novel SD scheme has the following advantages:  
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Figure 1. Block diagram for a receiver’s line-up.                                                                        

 
• The SD scheme not only reduces processing complexity and hence power consumption, but it also reduces 

the latency incurred to detect a collision since it operates on only a small number of samples-that may be 
chosen to be in the beginning of a received packet-instead of having to buffer and process the entire packet 
as is the case with a Full-Decoding (FD) algorithms. 

• The SD scheme does not require any special pilot or training patterns. It operates directly on the (random) 
data, i.e., the received packet as is. 

• With a relatively short measurement period, the SD scheme can achieve low False-Alarm and Miss probabil-
ities. It achieves a reliable collision-detection mechanism at the receiver-side of WSNs in order to minimize 
the receiption power consumption. 

• The SD scheme can be turned over various design parameters in order to allow a system designer multiple 
degrees of freedom for design trade-offs and optimization. 

The remainder of this paper is organized as follows. Section 2 describes our system. In section 3, we explain 
the proposed algorithms and show how to select a system threshold level. In section 4, we evaluate the power sav-
ing based on our proposed algorithms. In addition, we compare the computational complexity of our algorithms 
against commonly used decoding techniques (e.g., Soft Output Viterbi Algorithm, or SOVA). In section 5, we pro-
vide analysis and numerical empirical characterization to provide some quantitative theoretical framework and 
shed some light on the behavior of the various system factors and parameters involved in our proposed algorithms. 
In section 6, we present performance results, and finally in section 7 we provide the conclusion for this paper. 

2. System Description  
Figure 2 depicts an example of a WSN where a number of intermediate sensors are deployed arbitrarily to per-
form certain functionalities including sensing and/or collecting data and then communicating such information 
to a central sensor node (a receiver). The central node may process and relay the aggregate information to a 
backbone network. 

As seen in Figure 2, there are N wireless sensors that communicate to the central node, where at any point in 
time, multiple packets may accidentally arrive simultaneously and cause a collision. Without loss of generality, 
we shall assume for the sake of argument that one sensor is denoted a “desirable” sensor, while the rest of the  
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Figure 2. Wireless Sensor Network (WSN) with one desirable sensor, multiple interferer sensors and a 
central sensor (a receiver).                                                                            

 
colliding sensors become “interferers”. We assume the maximum number of sensors i.e., N = 30. This number 
can be tuned as required is order to meet designers’ requirements. 

A commonly accepted model for packet arrivals, i.e., a packet is available at a sensor and ready to be trans-
mitted, is the well-known Bernoulli-trial-based arrival model, where at any point in time, the probability that a 
sensor has a packet ready to transmit is α. 

Upon the receipt of a packet, the central node processes and evaluates the received packet and makes a deci-
sion on whether the packet is a collision-free (good) or has suffered a collision (bad). In this paper, we propose a 
suite of fast collision detection algorithms where the central node evaluates the statistics of the received signal’s 
IQ samples at the output of the receiver’s ADC directly using a simple SD scheme (as will be explained in more 
detail in the following sections), saving the need to expend power and time on the complex modem line-up 
processing (e.g., demodulation and decoding). If the packet passes the SD test, it is deemed collision-free and 
undergoes all the necessary modem processing to demodulate and decode the data. Otherwise, the packet is 
deemed to have suffered a collision, which in turn triggers the central node to issue a NACK message per the 
mechanism and rules mandated by the specific multiple-access scheme employed in the network. 

It is noted that the actual design details and choice of the multiple access mechanism, e.g., slotted or un-slot- 
ted Aloha, are beyond the scope of this paper and irrelevant to the specifics of the technique proposed herein. 

3. Algorithm Description  
As mentioned earlier, our proposed algorithms are based upon evaluating the statistics of the received signal at 
the receiver ADC output via the use of a simple statistical discrimination metrics calculation that are performed 
on a relatively small portion of the received IQ packet samples. The resulting metrics values are then compared 
with a pre-specified threshold level to determine if the statistics of the samples of received signals reflect an ac-
ceptable signal-to-interference-plus-noise ratio (SINR) from the decoding mechanism perspective. If so, the 
packed is deemed collision-free and qualifies for further decoding. Otherwise, the packet is deemed to have suf-
fered a collision with other interferer(s) and is rejected without expending any further processing/decoding 
energy. A repeat request may then be issued so the transmitting sensors to re-try depending on the MAC scheme. 
In other words, the idea is to use a fast and simple calculation to determine if the received signal strength (RSS) 
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is indeed due to a single transmitting sensor that is strong enough to achieve an acceptable SINR at the central 
node’s receiver, or the RSS is rather due to the superposition of the powers of multiple colliding packets, hence 
the associated SINR is less than acceptable to the decoding mechanism.  

Let’s define the kth received signal (complex-valued) IQ sample at the access node as: 
1
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Is the kth IQ sample component contributed by the mth interfering (colliding) sensor? Finally, , ,k k I k Qn n jn= +  
Is a complex-valued Additive-White-Gaussian Noise (AWGN) quantity (e.g., thermal noise).  
We propose three time-averaging statistical discrimination (SD) metrics that are applied to the envelope value,
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The computed statistical discrimination metric is then compared with a pre-specified threshold value that is 
set based on a desired signal-to-interference-plus-noise ratio (SINR) cut-off assumption2, _cut offSINR . That is 
(and as will be described in more detail later in this paper), a system designer pre-evaluates the appropriate 
threshold value that corresponds to the desired _cut offSINR . If the SD metric value is higher than the threshold 
value, then the SD metric value reflects a SINR that is less than _cut offSINR  and the packet is deemed not usable, 
and vice-versa. Accordingly, a “False-Alarm” event occurs if the received SINR is higher than _cut offSINR  but 
the SD algorithm erroneously deems the received SINR to be less than _cut offSINR . On the other hand, if the SD 
algorithm deems the SINR to be higher than _cut offSINR  while it is actually less than _cut offSINR , a “Miss” 
event is encountered. Miss and False-Alarm probabilities directly impact the overall system performance as will 
be discussed in the following sections. Therefore, it is desired to minimize such probabilities as much as possi-
ble. 

Threshold Selection  
The decision threshold is chosen based on evaluating the False-Alarm and Miss probabilities and choosing the 
threshold values that satisfy the designer’s requirements of such quantities. For example, we generate, say, a 
100,000 Monte-Carlo simulated snapshots of interfering sensors (e.g., 1 - 30 sensors with random received 
powers to simulate various path loss amounts) where for each snapshot we compute the statistical discrimination 

 

 

1We have found that odd-valued moment ranks (t) give better discrimination. Clearly, the second moment cannot be used as it represents the 
received signal power. Hence, it does not really bear any statistical discrimination information. 
2In order to have a threshold setting that is independent of the absolute level of the received signal power (hence independent of path loss, 
receiver gain …etc.) the collected IQ samples of the measurement period may first be normalized to unity power. 
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value for the received SINR and compare it with various threshold levels, determine if there is a corresponding 
False-Alarm or Miss event and record the counts of such events. At the end of the simulations the False-Alarm 
and Miss probabilities are computed and plotted versus the range of evaluated threshold values, which in-turn, 
enables the designer to determine a satisfactory set point for the threshold. 

4. Power Saving Analysis 
To analyze the power saving of our proposed SD system we introduce the following computational complexity 
metrics: 

B missF P FS= +                                        (4) 

( )1G FA FSF P−= +                                      (5) 

In above formulas, S is the number of computational operations incurred in our proposed scheme, while F is the 
number of computational operations incurred in a full-decoding scheme, missP  and FAP  are the probabilities of 
Miss and False-Alarm events respectively. Hence, BF  represents the computational complexity for the case 
where the central node (the receiver) makes a wrong decision to fully-decode the received packet (i.e., declared as 
a collision-free packets) while the packet should has been rejected (i.e., due to collision). On the other hand, GF  
is the computational complexity for the case where the central node makes a correct decision to fully decode re-
ceived packet. 

In addition, and for the comparison purposes, we introduce the following formulae in order to compare the 
computational complexity saving achieved by our proposed SD approach (i.e., SDT ) over the FD approach (i.e., 

FDT ): 

_SD B collision G no collosionT F P F P= +                                 (6) 

FDT F=                                          (7) 

In above formulae, collisionP  and _no collosionP  are the probabilities of collision and no-collision events respec-
tively. collisionP  and _no collosionP  have been obtained via Monte-Carlo simulation as follows: A random number of 
interfering sensors (maximum of 30 sensors) is generated per a simulation snapshot, where each sensor is assumed 
to have a randomly received power level at the access node (to reflect a random path loss/location effect). The 
generation of the interfering sensors is based on a Bernoulli trial model where it is assume that the probability of a 
packet available for transmission at a sensor (hence the existence/generation of the sensor for the snapshot at hand) 
is equal to α . If the total SINR is found to be worse than the cut-off limit, a collision is assumed and vice-versa. 
For our numerical example in this section we used 0.3α =  and _ 5 dBcut offSINR = . Also, we typically gener-
ate more than 100,000 snapshots in order to achieve a reliable estimate of the collision probabilities. For the 
aforementioned choices of α  and _cut offSINR , we found the collision probabilities to be 0.3649collisionP =  
and _ 0.6351no collosionP = . 

Comparing with Full-Decoding Algorithms  
In order to assess the computational complexity of our SD scheme, we first quantize our metrics calculation in 
order to define fixed-point and bit-manipulation requirement of such calculations. We also assume a look-up ta-
ble (LUT) approach for the logarithm calculation. Note that the number of times the algorithm needs to access 
the LUT equals the number of IQ samples involved in the metric calculation. Thus, our algorithm only needs to 
perform addition operations as many times as the number of samples. Hence, if the number of bits per LUT 
word/entry is equal to M at the output of the LUT, our algorithm needs as many M-bit addition operations as the 
number of IQ samples involved in the metric calculation. 

As a case-study, we compare the complexity of our SD scheme with the complexity of a FD algorithm assuming 
a Soft Output Viterbi Algorithm (SOVA). SOVA has been an attractive choice for WSNs [16]. Authors in [17] 
measure the computational complexity of SOVA (per information bit of the decoded codeword) based on the size 
of the encoder memory. It has been shown in [17] that for a memory length of λ , the total computational com-
plexity per information bit can be estimated as: 

( )SOVA 3 2 9 1 16F λ λ= × + + +                                    (8) 
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In contrast, our SD system does not incur such complexity related to the size of the encoder memory. In addition, 
our SD system avoids other complexities required by a full decoding such as time and frequency synchroniza-
tion, Doppler shift correction, fading and channel estimation, etc., since our SD scheme operates directly at the 
IQ samples at the output of the ADC “as is”. Finally, the FD approach requires buffering and processing of the 
entire packet/codeword while our SD scheme needs only to operate on a short portion of the received packet. 

Now let’s compute the computational complexity for our SD approach using the logarithmic (entropy) metric. 
Let’s assume that the IQ ADCs each is D bits. Also, let’s assume a ( )2⋅  operation is done through a LUT ap-
proach to save multiplication operations. In addition, let’s also assume that the square-root, ⋅ , is also done 
through a LUT approach. Hence, each of the 2I  and 2Q  operations consume of the order of D bit-comparison 
operations to address the ( )2⋅  LUT. Then, if the output of the LUT is G bits, it follows that we need about G bit 
additions for an 2 2I Q+  operation. Let’s assume that the ⋅  LUT has G bits for input addressing and K output 
bits. Then, we need about G+1 bit-comparison operations to address the ⋅  LUT. Let’s assume a  

( )log ⋅  is also done through a K-bit-input/L-bit-output LUT. Hence, a ( )2 2log I Q+  costs about K bit-com-  

parison operations to address the ( )log ⋅  LUT. Finally, for simplicity, let’s assume that a bit comparison opera-
tion costs as much as a bit addition operation3. Accordingly, the total number of operations needed to compute 
the ( )log ⋅  for one IQ sample is: 

( )2 1 2 2 1D G G K D G K+ + + + = + + +                              (9) 

If we assume the IQ over-sampling rate (OSR) to be Z (i.e., we have Z samples per information symbol), then 
we need about Z L×  bit additions to add the ( )logZ ⋅  values for every information symbol. Hence, for one 
information symbol, we need a total of: 

( ) ( )2 2 1 2 2 1D G K Z Z L D G K L Z+ + + × + × = + + + +                      (10) 

Now if we assume an M-ary modulation (i.e., ( )2log M  information bits are mapped to one symbol), then 
the computational complexity per information bit can be computed as: 

( )
( )2

2 2 1
/ Info Bit

log
D G K L Z

S
M

+ + + +
=                             (11) 

For example, in order to show the complexity saving of our SD algorithm, let’s assume a QPSK modulation 
scheme (M = 4). Also, let’s assume Z = 2 (2 samples per symbol), and D = G = K = L = 10 bits, which represents 
a good bit resolution. Also, let’s assume a memory size of 6λ =  for the SOVA decoder. Using the formulae 
(8), it follows the SOVA FD algorithm costs 271 operations per an information bit while our Entropy (Loga-
rithmic) SD algorithm based on formula (11) costs only 61 operations per an information bit, which represents a 
77% saving on the computational complexity. 

In addition, in a no-collision event, the SD algorithm check would represent a processing overhead. Nonethe-
less, our SD scheme still provides a significant complexity saving over the FD scheme as demonstrated by the 
following example. Table 1 in Appendix A shows the probability of Miss and False-Alarm to be 0.0762 and 
0.0684, respectively for QPSK and a 50 bits measurement period4. Now, based on formulae (4) and (5), BF  
and GF  (per information bit) for our SD algorithm will equal: 

61 0.0762 271 82 Operations Info BitB missF PS F= + = + × =  

( ) ( )61 1 0.0684 271 314 Operations Info1  BitG FAS FF P−= + = + − × =   

For the comparison purposes between our SD algorithm and SOVA FD algorithm, formulae (6) and (7) are 
used to find the computational complexity when no-collision is detected: 

_

82 36.49% 314 63.51%
230 Operations Info Bit

SD B collosion G no collosionT F P F P= +

= × + ×
=

 

 

 

3Similar assumptions were made in [17]. 
4The measurement period is 50 bits and the modulation scheme is QPSK, so the number of symbols is 25. 
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271 Operations Info BitFD FT = =  

Hence, the complexity savings (in number of operations per information bit) becomes: 

( ) ( )% 271 1230 271 5.12%SD FD SD FDT T T∆ == − −=  

Note that the above complexity saving calculation, in fact, represents a lower bound on the saving since the 
above calculation did not take into account the modem line-up operational complexity in order to demodulate 
and receive the bits in their final binary format properly (i.e., synchronization, channels estimation, etc.). 

The performance of our algorithms can be tuned as desired by a system designer. Appendix A provides per-
formance comparisons for various examples where the system designer may choose to reduce the measurement 
period (e.g., to 25 or 50 bits) at the expense of increasing the Miss and False-Alarm probabilities, or may increase 
the throughput by using a longer estimation period in order to improve the accuracy of the statistical discriminator 
performance and reduce the Miss and False-Alarm probabilities (i.e. our system throughput ( )δ  is defined as 

( )1 FA SDPδ −= ; Where FAP  denotes the False-Alarm probability). 

5. Empirical Characterization  
In this section, we attempt at empirically characterizing the statistics of various key quantities considered and 
encountered in this work, in an attempt to shed some light onto the behavior of such quantities and pave the way 
for some analytic mathematical tractability. 

5.1. Statistics of the IQ Signal Envelope 
In order to obtain reliable statistics, we have simulated different scenarios that reflect reasonably realistic as-
sumptions5. For example, in our simulations, we assume that packets are generated at the various sensors using a 
Bernoulli trial model. That is, the probability of a packet available for transmission at a sensor is equal to α. We 
also generate random number of sensors per a network snapshot that are placed at random locations and distances 
from the central node in order to reflect various/random path loss situations6. The individual received sensor and 
noise components at the access node, as well as the total received signal (the superposition of the sensor received 
signals plus AWGN) are always normalized properly to reflect the correct SINR assumption. 

In general, the parameters covered in this investigation include: 
• Number of sensors7. 
• cut offSINR −  level. For our simulations, we typically assumed 5 dBcut offSINR − = 8. 
• Sensitivity (tolerance) around the cut offSINR − . That is, if the received SINR is within, for example, 1 dB, 1.5 

dB, −2 dB, −10 dB or etc. around cut offSINR −  (5 dB), we denote such SINR tolerance level as SINR∆ . 
• Probability of transmission per sensor. 
• Modulation scheme. 
• Measurement duration. 
• SD metric choice. 

As seen from the above simulation setting list, the simulations are always run assuming a fixed SINR value, in 
order to enforce a collision, or a no-collision event for the entire simulation session. Accordingly, the statistical 
analysis and characterization in this section are evaluated conditional on a collision or no-collision event in or-
der to isolate the statistical characteristics of the metrics from the collision statistics, which can be dependent 
upon the MAC mechanism and other system parameters such as the specifics of the path loss distributions en-
countered by the sensors, which would affect the level of the received SINR …etc. 

In general, we have found that the Normal (Gaussian) distribution has the closest fit to the actual (simulated) 
PDF of received signal envelope when SINR ≥ 0 dB. For SINR < 0 dB, however, the Rayleigh distribution seems 
to be a better fit. We qualify the fitting accuracy of a distribution using the least-mean-square error (LMSE) cri-
terion. Accordingly, the Normal and Rayleigh distributions have exhibited the minimum LMSE in comparison 
with other distributions as seen in Figure 3 and Figure 4 (such as 5th degree polynomial fit, the Weibull  

 

 

5We simulate 100,000 - 1,000,000 snapshots per case. 
6We simulate the random path-loss effect by simply generating random received power levels from the various sensors at the access node. 
7In our analysis, we limit the maximum number of sensors in a simulation snapshot to 30 sensors. 
8A 5 dB SINR seems a reasonable assumption based on typical coding requirements in wireless systems [18]. 
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Figure 3. A curve-fitting comparison of various statistical distributions overlaid on the actual 
PDF for the IQ signal envelope as obtained from Monte-Carlo simulations: Logarithmic metric, 
SINR = 4 dB.                                                                              

 

 
Figure 4. A curve-fitting comparison of various statistical distributions overlaid on the actual 
PDF for the IQ signal envelope as obtained from Monte-Carlo simulation: Logarithmic metric, 
SINR = −6 dB.                                                                                

0.5 1 1.5 2 2.5
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

x

pd
f

Curve Fitting For The Reference PDF- All Snapshoots

 

 
Data Samples
fit 1: Normal
fit 3: 5_Polynomial
fit 3: Weibull
fit 4: Rayleigh
fit 5: Lognormal

0.5 1 1.5 2 2.5 3 3.5
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

x

pd
f

Curve Fitting For The Reference PDF- All Snapshoots

 

 
Data Samples
fit 1: Normal
fit 3: 5_Polynomial
fit 3: Weibull
fit 4: Rayleigh
fit 5: Lognormal



F. Alassery et al. 
 

 
52 

distribution and the Log-normal distribution). 
For example, in Figure 3, the normal distribution with mean ( )0.9223µ = , variance ( )2 1.047σ =  resulted 

in a LMSE = 0.0024 and exhibited the closest fit to the actual (simulated) PDF of the received signal envelope. 
The choice of parameters for this example has been as follows: 
• Maximum number of sensors is 30 (i.e., the number of simultaneous sensors existing in the network per a 

simulation snapshot is between 2 and 30 sensors). 
• 5 dBcut offSINR − = , SINR = 4 dB ( )1 dBSINR∆ = − . 
• Probability of a packet available for transmission at a sensor is 0.3 (i.e., theBernoullitrial model probability 

is 0.3α = ). 
• Modulation scheme is 8PSK. 
• Measurement period is equal to 50 information bits. 
• Logarithmic (entropy) metric.   

In Figure 4, the Rayleigh distribution achieved a LMSE = 0.0032 and exhibited the closest fit to the PDF of 
received signal envelop. Again, the choice of parameters in this figure is assumed as follows:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR = −6 dB ( )11 dBSINR∆ = − . 
• 0.3α = . 
• Modulation scheme is 8 PSK. 
• Measurement period is equal to 50 information bits. 
• Logarithmic (entropy) metric. 

Figure 5 and Figure 6 show similar examples for a 3rd moment SD metric. Figure 5 shows how the Normal 
distribution continues to have the closest fit and achieves a LMSE = 0.0036, while in Figure 6 the Rayleigh dis-
tribution has the best fit with LMSE = 0.0041. The choice of parameters follows: 

 

 
Figure 5. A curve-fitting comparison of various statistical distributions overlaid on the actual PDF for the 
IQ signal envelope as obtained from Monte-Carlo simulations: 3rd moment metric, SINR = 3 dB.                     
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Figure 6. A curve-fitting comparison of various statistical distributions overlaid on the actual 
PDF for the IQ signal envelope as obtained from Monte-Carlo simulation: 3rd moment metric, 
SINR = −4 dB.                                                                             

 
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR = 3 dB ( )2 dBSINR∆ = −  for Figure 5, while 5 dBcut offSINR − = , SINR = −4 dB 

( )9 dBSINR∆ = −  for Figure 6.  
• 0.2α = . 
• Modulation scheme is QPSK. 
• Measurement period is 200 information bits. 
• 3rd moment metric. 

Figure 7 and Figure 8 show corresponding examples for the MAX-MIN based metric. Again, the Normal and 
Rayleigh distributions have best fits with LMSE = 0.0039 and LMSE = 0.0220, respectively. Our choice of pa-
rameters follows:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR= 3 dB ( )2 dBSINR∆ = −  for Figure 7, while 5 dBcut offSINR − = , SINR = −5 dB 

( )10 dBSINR∆ = −  for Figure 8.  
• 0.4α = . 
• Modulation scheme is 16 PSK. 
• Measurement period is 1000 information bits. 

MAX-MIN based metric. 

5.2. Statistics of the SD Metrics 
In general, the ensemble (overall) average (mean) of the first moment of the IQ envelope of the received signal, 
as well as the second moment (i.e., the power of received signal) is a function of the received SINR. In the fol-
lowing, we plot the ensemble averages of the first and second moments (in Figure 9 and Figure 10 respectively) 
of the IQ envelope quantity viruses the corresponding first and second moment values that correspond to the 
best fitting distribution (i.e., Normal and Rayleigh PDFs as pointed out above). The parameters in Figure 9 and  
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Figure 7. A curve-fitting comparison of various statistical distributions overlaid on the 
actual PDF for the IQ signal envelope as obtained from Monte-Carlo simulations: MAX- 
MIN based metric, SINR = 3 dB.                                                    

 

 
Figure 8. A curve-fitting comparison of various statistical distributions overlaid on the 
actual PDF for the IQ signal envelope as obtained from Monte-Carlo simulations: MAX- 
MIN based metric, SINR = −5 dB.                                                        
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Figure 9. The mean μ for the received signal envelope for the simulation data samples & 
curve fitting distribution vs. SINR.                                                           

 

 
Figure 10. The second moment for the received signal power for the simulation data samples 
& curve fitting distribution vs. SINR.                                                        

 
Figure 10 are assumed as follows:  
• Maximum number of sensors is 30. 
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• 5 dBcut offSINR − = , SINR = [−8 dB, 8 dB], i.e., the interval between −8 dB and 8 dB.  
• 0.3α = . 
• Modulation scheme is 8 PSK. 
• Measurement period is 200 information bits. 

Logarithmic metric. 
In addition, we have found that the normal distribution has the best fit to the simulated PDFs for the Loga-

rithmic, Moment and MAX-MIN based metrics9. The corresponding normal curve fittings are shown in Figures 
11-13 for logarithmic, moment and MAX-MIN based metrics respectively.  

Based on the normal PDF fit [19], one can calculate the False-Alarm and Miss probabilities as follows: If we 
assume a pre-defined threshold level ( )γ , then it can be shown that:  
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It should be noted that direction of the metric threshold-crossing versus SINR, i.e., whether the metric being 
greater than or less than the threshold is an indicative of SINR being greater than or less than the cut-off SINR 
(i.e., a collision or not event) is easily seen by inspecting the numerical behavior of the metric, which has been 
strictly consistent. Also, it should be noted that as indicated by Equations (12) and (13) above, the means (and 
variances) of the curve-fitting Gaussian PDFs used in approximating the False-Alarm probability versus the 
Miss probability are of generally different values that are functions of the operating SINR10 since these PDFs are 
computed under disjoint conditions (i.e., SINR greater than or less than the cut-off), as demonstrated, for example, 

 

 
Figure 11. The PDF (simulation versus fitted) of the metric value, when treated as 
a random variable (over snapshots): Logarithmic metric.                                 
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9It is worth noting that the definitions of the logarithmic and the moment metrics (see Equation (1) and (2)) as sums of many random va-
riables (i.e., the IQ sample envelope log or moment values), which more or less have the same variance levels, indicates that by the cen-
tral-limit theorem, one should expect the PDFs of these metrics to converge asymptotically to the Gaussian distribution, as the number of 
summed samples (terms) increases. 
10As noted earlier in this section, the statistical analysis and characterization have been defined conditional on the collision or no-collision 
state. 
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Figure 12. The PDF (simulation versus fitted) of the metric value, when treated as 
a random variable (over snapshots): 3rd moment metric.                                  

 

 
Figure 13. The PDF (simulation versus fitted) of the metric value, when treated as 
a random variable (over snapshots): MAX-MIN based metric.                            

 
in Figure 9 and Figure 10. Clearly, FAP  and MissP  are not complimentary (i.e., do not necessarily add up to 
unity). 

Figures 14-19 compare the simulated versus the empirically derived mathematical results for the False-Alarm 
and the Miss probabilities, for the Logarithmic, Moment and MAX-MIN based metrics. Our choice of parame-
ters in these figures is as follows: 

For Figure 14:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR = 6.5 dB ( )1.5 dBSINR∆ = . 
• 0.3α = . 
• Modulation scheme is QPSK. 
• Measurement period is 50 information bits. 
• Logarithmic metric.  
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Figure 14. Comparison of False-Alarm probabilities for simulation and mathematical calcula-
tions: Logarithmic metric.                                                                  

 

 
Figure 15. Comparison of Miss probabilities for simulation and mathematical calculations: 
Logarithmic metric.                                                                       
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Figure 16. Comparison of False-Alarm probabilities for simulation and mathematical calcula-
tions: 3rd moment metric.                                                                  

 

 
Figure 17. Comparison of Miss probabilities for simulation and mathematical calculations: 
3rd moment metric.                                                                       
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Figure 18. Comparison of False-Alarm probabilities for simulation and mathematical calcula-
tions: MAX-MIN based metric.                                                            

 

 
Figure 19. Comparison of Miss probabilities for simulation and mathematical calculations: 
MAX-MIN based metric.                                                                   
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For Figure 15:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR = 3.5 dB ( )1.5 dBSINR∆ = − . 
• 0.25α = . 
• Modulation scheme is QPSK.  
• Measurement period is 25 information bits 
• Logarithmic metric.  

For Figure 16:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR= 6 dB ( )1 dBSINR∆ = . 
• 0.2α = . 
• Modulation scheme is 8PSK. 
• Measurement period is 25 information bits. 
• 3rd moment metric. 

For Figure 17:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR = 4 dB ( )1 dBSINR∆ = − . 
• 0.25α = . 
• Modulation scheme is QPSK. 
• Measurement period is 50 information bits. 
• 3rd moment metric. 

For Figure 18:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR= 6.5 dB ( )1.5 dBSINR∆ = .  
• 0.4α = . 
• Modulation scheme is 16 PSK. 
• Measurement period is 500 information bits. 
• MAX-MIN based metric. 

For Figure 19:  
• Maximum number of sensors is 30. 
• 5 dBcut offSINR − = , SINR= 3.5 dB ( )1.5 dBSINR∆ = − . 
• 0.4α = . 
• Modulation scheme is 16 PSK. 
• Measurement period is 500 information bits. 

MAX-MIN based metric. 

6. Performance Evaluation 
In this section we provide numerical performance evaluation of our proposed statistical discrimination algo-
rithms for various system design scenarios and parameter choices. We also consider three modulation schemes, 
namely, QPSK, 8 PSK and 16 PSK. As pointed out in previous sections, without loss of generality and for the 
sake of a case study, we assume that a typical error correcting decoding scheme can successfully decode a pack-
et with a satisfactory bit-error rate (BER) as long as the received signal-to-interference-plus-noise ratio (SINR) is 
higher than 5 dB (i.e., 5 dBcut offSINR − = ), since a 5 dB SINR seems a reasonable assumption based on typical 
coding requirements in wireless systems [18]. Although the majority of the numerical results presented in this 
section are focused on the example of 5 dBcut offSINR − = , we also show some example results for  

7 dBcut offSINR − =  (Figure 20) and 10 dBcut offSINR − =  (Figure 21), to demonstrate the ability of our tech-
nique to work reliably with various SINR requirements. 

We also evaluate the sensitivity of our proposed discriminators to the SINR deviation from the 5 dB cut-off 
point. That is, since the thresholds designed for the discriminators are pre-set based on studying (e.g., simulating) 
the statistics of the IQ signal envelope assuming “cut-off” SINR of 5 dB, it is important to investigate if the al-
gorithm would still work reliably if the signal’s SINR is offset by a dB±∆  (e.g. 1.5 dBSINR∆ = ±  means the 
SINR = 6.5 dB for calculating False-Alarm probabilities, and the SINR = 3.5 dB for calculating Miss probabilities 
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Figure 20. Miss probability = 1.01% (red) vs. False-Alarm probability = 0.93% (green) vs. 
threshold = 11.5, 1.5 dBSINR∆ = ± , 7 dBcut offSINR − = , logarithmic metric, 16PSK, measure-
ment period = 250 bits.                                                                     

 

 
Figure 21. Miss probability = 10.00% (red) vs. False-Alarm probability = 10.00% (green) vs. 
threshold = 107.4, 1 dBSINR∆ = ± , 10 dBcut offSINR − = , 3rd moment metric, 8PSK, measure-
ment period = 100 bits.                                                                    

 
when cut offSINR −  is 5 dB). In addition, we evaluate various measurement periods (number of information bits 
and number of samples per symbol, i.e., over-sampling rate), as well as various levels of quantization of the SD 
metric computation to evaluate the performance of our algorithms in fixed-point implementation. 

We typically generate 100,000 simulation snapshots where each snapshot generates a random number of in-
terferers up to 30 sensors with random power assignments. Figure 22 shows a flowchart for our simulation se-
tup and procedure. 

Figures 23-25 show the Miss (red points) and False-Alarm (green points) probabilities versus the choice of 
the metric comparison threshold level (i.e., above which we decide the packet is valid (collision-free) and vice- 
versa) for the entropy (logarithmic) metric, the 3rd moment metric, the MAX-MIN based metric, and for QPSK, 
8 PSK and 16 PSK modulation schemes, respectively (The choice of system parameters is defined in the caption 
of the corresponding figure). As shown in the figures, the intersection point of the red and green curves, can be a 
reasonable point to choose the threshold level in order to have a reasonable (or balanced) consideration of the 
Miss and False-Alarm probabilities, but certainly a designer can refer to Appendix A to choose an arbitrarily 
different point for a different criterion of choice. For example, Figure 26 shows how the throughput of our pro-
posed metrics may improve to 99.00% if a system designer sets the threshold at 15.2 or higher since this threshold 
results in a low False-Alarm probability of 0.01. Also, more results for logarithmic, moment, MAX-MIN based 
metrics are available in Appendix A. 

7. Conclusion 
In this paper we propose a novel simple power-efficient low-latency collision detection scheme for WSNs and  
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Figure 22. Flowchart for the simulation setup.                                         
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Figure 23. Miss probability = 17.33% (red) vs. False-Alarm probability = 18.36% (green) vs. 
threshold = 14.7, 1 dBSINR∆ = ± , 5 dBcut offSINR − = , logarithmic metric, QPSK, measurement 
period = 50 bits.                                                                         

 

 
Figure 24. Miss probability = 6.85% (red) vs. False-Alarm probability = 7.27% (green) vs. 
threshold = 116.5, 1 dBSINR∆ = ± , 5 dBcut offSINR − = , 3rd moment metric, 8 PSK, measurement 
period = 200 bits.                                                                          

 

 
Figure 25. Miss probability = 24.22% (red) vs. False-Alarm probability = 23.07% (green) vs. 
threshold = 1050, 1 dBSINR∆ = ± , 5 dBcut offSINR − = , MAX-MIN based metric, 16 PSK, mea-
surement period = 200 bits.                                                                  
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Figure 26. Improving the system throughput at threshold point 15.2, logarithmic metric, 
QPSK, measurement period = 200 bits.                                                       

 
analyze its performance. We propose three simple statistical discrimination metrics which are applied directly at 
the receiver’s IQ ADC output to determine if the received signal represents a valid collision-free packet. Hence, 
saving a significant amount of processing power and collision detection processing time delay compares with 
conventional full-decoding mechanisms, which also requires going through the entire complex receiver and 
modem processing. We also analyze and demonstrate the amount of power saving achieved by our scheme 
compared with the conventional full-decoding scheme and provide a mathematical empirical characterization of 
the statistics of various quantities encountered in our scheme. As demonstrated by the numerical results and 
performance analysis, our novel scheme offers much lower computational complexity and shorter measurement 
period compared with a full-decoding scheme, and minimal impact on throughput, which can also be arbitrarily 
minimized per the system designer’s choice of parameter setting and trade-offs. 
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Appendix A (Tables for Simulation Results)  
In this appendix, we provide more detailed performance results for our proposed scheme where 0.3α = . In the 
following tables, R is the measurement period in bits, B is the number of quantization levels for the received 
signal envelop, Z is the oversampling rate, SINR∆  is the tolerance level for the SINR (e.g. 1.5 dBSINR∆ = ±  
means the SINR = 6.5 dB for calculating False-Alarm probabilities and the SINR = 3.5 dB for calculating Miss 
probabilities when the cut-off SNR is 5 dB), γ  is the threshold level (in section II we explained how to select 
the threshold level. In logarithmic, 3rd moment and MAX-MIN based metrics we choose the intersection point 
between the False-Alarm and Miss probabilities curves in order to have a balanced consideration for such prob-
abilities) and V is number of samples per measurement period. For example, let’s assume our choice of parame-
ters is as follows: 
• Measurement period (R) = 25 bits 
• Oversampling rate (Z) = 2 
• Modulation scheme is 8PSK (i.e., M = 3). 
In order to show how many samples per measurement period (V) is used we use the following formula: 

252 16
3

samplesRV Z
M
   = × = × =      
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Table 1. Qpsk-Logarithmic based metric.                                                                                

V .γ missP FAP SINR∆ Z B R 

24 14.7 32.88% 33.33% ±1 2 4 25 

48 14.9 29.92% 29.44% ±1 4 6 25 

72 14.9 27.11% 26.90% ±1 6 8 25 

96 15.0 26.02% 24.98% ±1 8 10 25 

24 14.6 25.79% 26.47% ±1.5 2 4 25 

48 14.8 20.37% 21.11% ±1.5 4 6 25 

72 14.9 18.48% 18.41% ±1.5 6 8 25 

96 15.0 17.11% 16.27% ±1.5 8 10 25 

50 14.6 25.60% 24.72% ±1 2 4 50 

100 14.7 20.97% 19.71% ±1 4 6 50 

150 14.7 17.33% 18.36% ±1 6 8 50 

200 14.7 16.23% 15.97% ±1 8 10 50 

50 14.4 15.76% 16.24% ±1.5 2 4 50 

100 14.6 10.64% 9.99% ±1.5 4 6 50 

150 14.6 7.97% 8.12% ±1.5 6 8 50 

200 14.6 7.62% 6.84% ±1.5 8 10 50 

200 14.2 8.44% 9.10% ±1 2 4 200 

400 14.2 3.96% 4.61% ±1 4 6 200 

600 14.3 3.24% 3.03% ±1 6 8 200 

800 `14.3 2.06% 2.58% ±1 8 10 200 

200 14.1 2.02% 1.93% ±1.5 2 4 200 

400 14.2 0.56% 0.47% ±1.5 4 6 200 

600 14.3 0.26% 0.18% ±1.5 6 8 200 

800 14.2 0.14% 0.16% ±1.5 8 10 200 

500 14.1 1.99% 1.96% ±1 2 4 500 

1000 14.1 0.41% 0.56% ±1 4 6 500 

1500 14.2 0.26% 0.35% ±1 6 8 500 

2000 14.2 0.15% 0.20% ±1 8 10 500 

500 14.1 0.09% 0.11% ±1.5 2 4 500 

1000 14.2 0.00% 0.00% ±1.5 4 6 500 

1500 14.1 0.00% 0.00% ±1.5 6 8 500 

2000 14.2 0.00% 0.00% ±1.5 8 10 500 

1000 14.1 0.52% 0.25% ±1 2 4 1000 

2000 14.1 0.00% 0.00% ±1 4 6 1000 

3000 14.1 0.00% 0.00% ±1 6 8 1000 

4000 14.1 0.00% 0.00% ±1 8 10 1000 

1000 14.1 0.00% 0.00% ±1.5 2 4 1000 

2000 14.1 0.00% 0.00% ±1.5 4 6 1000 

3000 14.1 0.00% 0.00% ±1.5 6 8 1000 

4000 14.1 0.00% 0.00% ±1.5 8 10 1000 
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Table 2. 8 PSK-logarithmic based metric.                                                                              

V .γ missP FAP SINR∆ Z B R 

16 14.5 36.71% 36.77% ±1 2 4 25 

32 14.8 33.49% 33.62% ±1 4 6 25 

48 14.8 30.72% 31.94% ±1 6 8 25 

64 14.9 29.81% 29.56% ±1 8 10 25 

16 14.3 30.08% 30.90% ±1.5 2 4 25 

32 14.7 25.60% 25.62% ±1.5 4 6 25 

48 14.8 23.17% 23.53% ±1.5 6 8 25 

64 14.9 21.62% 22.52% ±1.5 8 10 25 

32 14.7 29.63% 28.72% ±1 2 4 50 

64 14.9 25.49% 24.87% ±1 4 6 50 

96 14.9 23.64% 23.38% ±1 6 8 50 

128 14.9 22.28% 22.25% ±1 8 10 50 

32 14.6 22.46% 22.23% ±1.5 2 4 50 

64 14.8 16.67% 16.39% ±1.5 4 6 50 

96 14.8 13.66% 13.37% ±1.5 6 8 50 

128 14.8 12.08% 12.38% ±1.5 8 10 50 

132 14.3 13.01% 12.60% ±1 2 4 200 

264 14.3 7.59% 7.62% ±1 4 6 200 

396 14.3 5.55% 6.18% ±1 6 8 200 

627 `14.4 5.65% 4.50% ±1 8 10 200 

132 14.1 4.54% 4.85% ±1.5 2 4 200 

264 14.2 1.67 % 1.76 % ±1.5 4 6 200 

396 14.3 0.97% 0.82 % ±1.5 6 8 200 

627 14.3 0.63% 0.77% ±1.5 8 10 200 

332 14.1 3.87% 4.00% ±1 2 4 500 

664 14.2 1.63% 1.04% ±1 4 6 500 

996 14.2 0.84% 0.69% ±1 6 8 500 

1328 14.2 0.53% 0.53% ±1 8 10 500 

332 13.9 0.36% 0.46% ±1.5 2 4 500 

664 14.0 0.05% 0.05% ±1.5 4 6 500 

996 14.2 0.00% 0.00% ±1.5 6 8 500 

1328 14.2 0.00% 0.00% ±1.5 8 10 500 

666 14.1 0.94% 0.74% ±1 2 4 1000 

1332 14.1 0.00% 0.00% ±1 4 6 1000 

1998 14.1 0.00% 0.00% ±1 6 8 1000 

2664 14.1 0.00% 0.00% ±1 8 10 1000 

666 14.0 0.00% 0.00% ±1.5 2 4 1000 

1332 14.0 0.00% 0.00% ±1.5 4 6 1000 

1998 14.0 0.00% 0.00% ±1.5 6 8 1000 

2664 14.0 0.00% 0.00% ±1.5 8 10 1000 
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Table 3. 16 PSK-logarithmic based metric.                                                                              

V .γ missP FAP SINR∆ Z B R 

12 13.9 39.45% 38.61% ±1 2 4 25 

24 14.3 35.49% 35.49% ±1 4 6 25 

36 14.4 33.84% 33.86% ±1 6 8 25 

48 14.4 31.33% 31.33% ±1 8 10 25 

12 13.8 32.76% 33.24% ±1.5 2 4 25 

24 14.3 29.25% 28.70 % ±1.5 4 6 25 

36 14.4 27.34% 23.04% ±1.5 6 8 25 

48 14.5 24.94% 24.58 % ±1.5 8 10 25 

24 14.7 33.04% 33.14% ±1 2 4 50 

48 15.0 30.06% 28.83% ±1 4 6 50 

72 15.0 27.51% 26..34% ±1 6 8 50 

96 14.9 24.54% 25.85% ±1 8 10 50 

24 14.6 25.80% 26.21% ±1.5 2 4 50 

48 14.8 20.65% 20.65% ±1.5 4 6 50 

72 14.9 18.43% 18.29% ±1.5 6 8 50 

96 14.9 15.71 % 16.77 % ±1.5 8 10 50 

100 14.3 16.86% 16.92% ±1 2 4 200 

200 14.3 10.11% 11.26% ±1 4 6 200 

300 14.4 8.44% 8.10% ±1 6 8 200 

400 `14.4 6.67% 7.68% ±1 8 10 200 

100 14.2 6.92% 7.10% ±1.5 2 4 200 

200 14.2 2.85% 3.35% ±1.5 4 6 200 

300 14.3 1.86% 2.00% ±1.5 6 8 200 

400 14.4 1.75% 1.43 ±1.5 8 10 200 

250 14.2 6.48% 5.27% ±1 2 4 500 

500 14.2 2.73% 2.25% ±1 4 6 500 

750 14.2 1.56% 1.71% ±1 6 8 500 

1000 14.3 1.39% 0.99% ±1 8 10 500 

250 14.0 1.22% 1.00% ±1.5 2 4 500 

500 14.1 0.24% 0.15% ±1.5 4 6 500 

750 14.2 0.11% 0.07% ±1.5 6 8 500 

1000 14.2 0.03% 0.05% ±1.5 8 10 500 

500 14.1 2.03% 1.44% ±1 2 4 1000 

1000 14.1 0.30% 0.38% ±1 4 6 1000 

1500 14.1 0.00% 0.00% ±1 6 8 1000 

2000 14.1 0.00% 0.00% ±1 8 10 1000 

500 14.0 0.00% 0.00% ±1.5 2 4 1000 

1000 14.0 0.00% 0.00% ±1.5 4 6 1000 

1500 14.0 0.00% 0.00% ±1.5 6 8 1000 

2000 14.0 0.00% 0.00% ±1.5 8 10 1000 
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Table 4. QPSK-3rd moment based metric.                                                                                

V .γ missP FAP SINR∆ Z B R 

24 116.4 34.10% 33.55% ±1 2 4 25 

48 116.9 30.01% 30.36% ±1 4 6 25 

72 117.0 28.04% 29.26% ±1 6 8 25 

96 117.0 26.86% 27.31% ±1 8 10 25 

24 116.2 26.99% 26.88% ±1.5 2 4 25 

48 116.8 22.62% 22.31% ±1.5 4 6 25 

72 117.0 20.94% 20.05% ±1.5 6 8 25 

96 117.1 18.86% 18.80% ±1.5 8 10 25 

50 116.7 27.77% 27.87% ±1 2 4 50 

100 117.0 24.08% 23.11% ±1 4 6 50 

150 116.9 22.67% 23.52% ±1 6 8 50 

200 117.0 20.97% 21.20% ±1 8 10 50 

50 116.5 19.16% 19.05% ±1.5 2 4 50 

100 116.9 14.35% 14.50% ±1.5 4 6 50 

150 117.0 12.16% 11.73% ±1.5 6 8 50 

200 117.1 10.97% 11.35% ±1.5 8 10 50 

200 116.0 10.91% 10.54% ±1 2 4 200 

400 116.1 6.88% 6.77% ±1 4 6 200 

600 116.1 5.50% 6.06% ±1 6 8 200 

800 116.2 5.29% 5.15% ±1 8 10 200 

200 115.8 3.57% 3.57% ±1.5 2 4 200 

400 116.0 1.83% 1.59% ±1.5 4 6 200 

600 115.9 1.35% 1.45% ±1.5 6 8 200 

800 116.0 1.36% 1.44% ±1.5 8 10 200 

500 115.6 3.33% 3.33% ±1 2 4 500 

1000 115.6 1.57% 1.47% ±1 4 6 500 

1500 115.6 1.24% 1.17% ±1 6 8 500 

2000 115.5 1.22% 1.12% ±1 8 10 500 

500 115.2 0.43% 0.48% ±1.5 2 4 500 

1000 115.3 0.15% 0.16% ±1.5 4 6 500 

1500 115.2 0,17% 0.15% ±1.5 6 8 500 

2000 115.1 0.16% 0.14% ±1.5 8 10 500 

1000 115.4 0.84% 0.78% ±1 2 4 1000 

2000 115.4 0.08% 0.07% ±1 4 6 1000 

3000 115.4 0.00% 0.00% ±1 6 8 1000 

4000 115.4 0.00% 0.00% ±1 8 10 1000 

1000 115.2 0.00% 0.00% ±1.5 2 4 1000 

2000 115.2 0.00% 0.00% ±1.5 4 6 1000 

3000 115.2 0.00% 0.00% ±1.5 6 8 1000 

4000 115.2 0.00% 0.00% ±1.5 8 10 1000 
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Table 5. 8 PSK-3rd moment based metric.                                                                               

V .γ missP FAP SINR∆ Z B R 

16 115.4 37.16% 37.16% ±1 2 4 25 

32 116.2 33.00% 33.49% ±1 4 6 25 

48 116.4 30.81% 30.89% ±1 6 8 25 

64 116.5 30.31% 29.80% ±1 8 10 25 

16 115.4 30.65% 30.30% ±1.5 2 4 25 

32 116.0 25.37% 26.42% ±1.5 4 6 25 

48 116.3 22.97% 22.60% ±1.5 6 8 25 

64 116.4 21.80% 22.37% ±1.5 8 10 25 

32 116.7 31.05% 31.76% ±1 2 4 50 

64 117.1 27.88% 27.97% ±1 4 6 50 

96 117.2 26.53% 25.81% ±1 6 8 50 

128 117.2 24.43% 24.91% ±1 8 10 50 

32 116.6 24.56% 24.06% ±1.5 2 4 50 

64 117.0 18.88% 19.39% ±1.5 4 6 50 

96 117.2 17.29% 17.20% ±1.5 6 8 50 

128 117.2 15.39% 15.74% ±1.5 8 10 50 

132 116.2 15.56% 16.30% ±1 2 4 200 

264 116.4 11.30% 11.25% ±1 4 6 200 

396 116.4 9.46% 9.22% ±1 6 8 200 

627 116.5 6.85% 7.27% ±1 8 10 200 

132 116.1 6.19% 6.10% ±1.5 2 4 200 

264 116.3 3.84% 4.01% ±1.5 4 6 200 

396 116.3 3.27% 3.48% ±1.5 6 8 200 

627 116.4 2.79% 3.04% ±1.5 8 10 200 

332 115.8 5.75% 5.57% ±1 2 4 500 

664 115.8 3.07% 3.26% ±1 4 6 500 

996 115.8 2.34% 2.44% ±1 6 8 500 

1328 115.8 2.27% 2.14% ±1 8 10 500 

332 115.6 1.15% 0.95% ±1.5 2 4 500 

664 115.5 0.53% 0.56% ±1.5 4 6 500 

996 115.6 0.45% 0.43% ±1.5 6 8 500 

1328 115.4 0.36% 0.41% ±1.5 8 10 500 

666 115.5 1.69% 1.69% ±1 2 4 1000 

1332 115.4 0.86% 0.79% ±1 4 6 1000 

1998 115.4 0.75% 0.64 % ±1 6 8 1000 

2664 115.4 0.56% 0.56% ±1 8 10 1000 

666 115.2 0.17% 0.19% ±1.5 2 4 1000 

1332 115.0 0.02% 0.05% ±1.5 4 6 1000 

1998 115.2 0.00% 0.00% ±1.5 6 8 1000 

2664 115.2 0.00% 0.00% ±1.5 8 10 1000 
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Table 6. 16 PSK-3rd moment based metric.                                                                              

V .γ missP FAP SINR∆ Z B R 

12 114.1 38.89% 38.37% ±1 2 4 25 

24 115.0 34.92 35.08% ±1 4 6 25 

36 115.3 33.37% 34.09% ±1 6 8 25 

48 115.6 31.92% 31.57% ±1 8 10 25 

12 114.0 33.38% 33.06% ±1.5 2 4 25 

24 114.9 28.58% 28.26% ±1.5 4 6 25 

36 115.3 25.75% 25.93% ±1.5 6 8 25 

48 115.4 24.44% 24.22% ±1.5 8 10 25 

24 116.6 34.13% 33.71% ±1 2 4 50 

48 117.0 30.80% 31.16% ±1 4 6 50 

72 117.0 28.07% 28.37% ±1 6 8 50 

96 117.1 26.89% 27.59% ±1 8 10 50 

24 116.3 27.58% 26.99% ±1.5 2 4 50 

48 116.9 21.99% 21.89% ±1.5 4 6 50 

72 117.1 20.01% 19.57% ±1.5 6 8 50 

96 117.2 19.28% 18.90% ±1.5 8 10 50 

100 116.4 19.78% 18.92% ±1 2 4 200 

200 116.5 14.55% 13.99% ±1 4 6 200 

300 116.6 12.73% 13.53% ±1 6 8 200 

400 116.7 12.14% 11.30% ±1 8 10 200 

100 116.3 9.59% 9.59% ±1.5 2 4 200 

200 116.5 6.40% 6.40% ±1.5 4 6 200 

300 116.5 4.91% 5.29% ±1.5 6 8 200 

400 116.6 4.22% 4.33% ±1.5 8 10 200 

250 115.9 8.51% 7.79% ±1 2 4 500 

500 116.0 5.12% 4.84% ±1 4 6 500 

750 116.0 4.30% 3.71% ±1 6 8 500 

1000 116.0 3.29% 3.48% ±1 8 10 500 

250 115.7 1.98% 1.98% ±1.5 2 4 500 

500 115.8 1.09% 1.01% ±1.5 4 6 500 

750 115.8 0.81% 0.94% ±1.5 6 8 500 

1000 115.8 0.78% 0.81% ±1.5 8 10 500 

500 115.6 3.08% 3.00% ±1 2 4 1000 

1000 115.6 1.50% 1.50% ±1 4 6 1000 

1500 115.5 1.10% 1.33% ±1 6 8 1000 

2000 115.5 1.17% 1.07% ±1 8 10 1000 

500 115.4 0.40% 0.37% ±1.5 2 4 1000 

1000 115.2 0.20% 0.24% ±1.5 4 6 1000 

1500 115.1 0.18% 0.21% ±1.5 6 8 1000 

2000 115.2 0.13% 0.11% ±1.5 8 10 1000 
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Table 7. QPSK-Maximum to minimum based metric.                                                                     

V .γ missP FAP SINR∆ Z B R 

24 550 35.23% 36.33% ±1 2 4 25 

48 750 33.92% 34.44% ±1 4 6 25 

72 950 30.11% 29.90% ±1 6 8 25 

96 1100 26.02% 24.98% ±1 8 10 25 

24 550 30.79% 31.47% ±1.5 2 4 25 

48 750 24.82% 27.11% ±1.5 4 6 25 

72 900 23.90% 25.41% ±1.5 6 8 25 

96 1050 22.11% 21.37% ±1.5 8 10 25 

50 800 34.60% 33.52% ±1 2 4 50 

100 1100 31.97% 29.30% ±1 4 6 50 

150 1300 30.33% 28.36% ±1 6 8 50 

200 1550 27.23% 26.97% ±1 8 10 50 

50 1350 28.76% 27.24% ±1.5 2 4 50 

100 1300 23.64% 24.74% ±1.5 4 6 50 

150 1100 22.65% 23.12% ±1.5 6 8 50 

200 1050 21.01% 20.14% ±1.5 8 10 50 

200 1450 27.44% 28.10% ±1 2 4 200 

400 1500 23.21% 25.34% ±1 4 6 200 

600 1500 22.01% 24.81% ±1 6 8 200 

800 `1550 18.93% 18.34% ±1 8 10 200 

200 1450 19.84% 17.34% ±1.5 2 4 200 

400 1500 17.83 % 15.73% ±1.5 4 6 200 

600 1500 15.34% 13.23% ±1.5 6 8 200 

800 1500 12.34% 11.54% ±1.5 8 10 200 

500 1550 23.43% 22.21% ±1 2 4 500 

1000 1550 19.34% 18.24% ±1 4 6 500 

1500 1600 15.34% 16.26% ±1 6 8 500 

2000 1600 12.15% 12.20% ±1 8 10 500 

500 1550 15.09% 14.65% ±1.5 2 4 500 

1000 1550 12.30% 12.00% ±1.5 4 6 500 

1500 1650 10.60% 10.40% ±1.5 6 8 500 

2000 1650 8.90% 8.34% ±1.5 8 10 500 

1000 1700 19.32% 20.65% ±1 2 4 1000 

2000 1750 17.89% 18.34% ±1 4 6 1000 

3000 1750 15.34% 15.55% ±1 6 8 1000 

4000 1750 11.34% 11.78% ±1 8 10 1000 

1000 1700 13.34% 12.32% ±1.5 2 4 1000 

2000 1800 9.10% 9.90% ±1.5 4 6 1000 

3000 1850 7.23% 7.45% ±1.5 6 8 1000 

4000 1850 5.55% 5.93% ±1.5 8 10 1000 
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Table 8. 8 PSK-Maximum to minimum based metric.                                                                     

V .γ missP FAP SINR∆ Z B R 

16 450 39.71% 39.07% ±1 2 4 25 

32 450 35.49% 36.62% ±1 4 6 25 

48 450 32.72% 33.94% ±1 6 8 25 

64 500 30.81% 30.46% ±1 8 10 25 

16 450 31.03% 32.70% ±1.5 2 4 25 

32 500 29.60% 29.62% ±1.5 4 6 25 

48 550 25.17% 27.53% ±1.5 6 8 25 

64 550 23.62% 24.52% ±1.5 8 10 25 

32 650 35.63% 34.72% ±1 2 4 50 

64 650 33.45% 30.87% ±1 4 6 50 

96 650 31.64% 29.38% ±1 6 8 50 

128 700 28.28% 28.25% ±1 8 10 50 

32 600 29.49% 29.33% ±1.5 2 4 50 

64 600 24.67% 25.39% ±1.5 4 6 50 

96 600 23.66% 24.37% ±1.5 6 8 50 

128 700 22.03% 23.34% ±1.5 8 10 50 

132 1200 29.01% 31.20% ±1 2 4 200 

264 1200 28.12% 30.01% ±1 4 6 200 

396 1200 26.12% 28.91% ±1 6 8 200 

627 `1250 24.66% 26.22% ±1 8 10 200 

132 1200 22.22% 21.01% ±1.5 2 4 200 

264 1200 19.10% 19.17% ±1.5 4 6 200 

396 1350 17.12% 17.33% ±1.5 6 8 200 

627 1350 15.74% 15.23% ±1.5 8 10 200 

332 1900 26.34% 25.37% ±1 2 4 500 

664 1900 24.15% 23.33% ±1 4 6 500 

996 1950 22.45% 21.91% ±1 6 8 500 

1328 1950 21.84% 20.17% ±1 8 10 500 

332 1800 19.12% 21.45% ±1.5 2 4 500 

664 1800 17.21% 18.26% ±1.5 4 6 500 

996 1800 14.22% 16.14% ±1.5 6 8 500 

1328 1850 11.67% 14.87% ±1.5 8 10 500 

666 2750 26.33% 27.23% ±1 2 4 1000 

1332 2700 23.32% 24.45 % ±1 4 6 1000 

1998 2700 22.34% 20.12% ±1 6 8 1000 

2664 2700 20.32% 19.65% ±1 8 10 1000 

666 2750 21.00% 21.00% ±1.5 2 4 1000 

1332 2750 15.45% 18.35% ±1.5 4 6 1000 

1998 2800 12.35% 14.76% ±1.5 6 8 1000 

2664 2800 9.38% 10.67% ±1.5 8 10 1000 
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Table 9. 16 PSK-Maximum to minimum based metric.                                                                   

V .γ missP FAP SINR∆ Z B R 

12 400 40.73% 41.07% ±1 2 4 25 

24 400 37.44% 39.62% ±1 4 6 25 

36 400 33.76% 35.92% ±1 6 8 25 

48 500 31.86% 31.49% ±1 8 10 25 

12 400 33.07% 35.71% ±1.5 2 4 25 

24 400 30.65% 30.62% ±1.5 4 6 25 

36 550 27.37% 29.03% ±1.5 6 8 25 

48 550 25.62% 26.50% ±1.5 8 10 25 

24 650 37.73% 36.02% ±1 2 4 50 

48 650 35.45% 33.82% ±1 4 6 50 

72 750 33.64% 32.36% ±1 6 8 50 

96 750 30.83% 31.21% ±1 8 10 50 

24 800 29.49% 30.36% ±1.5 2 4 50 

48 900 25.64% 27.29% ±1.5 4 6 50 

72 1000 24.66% 26.37% ±1.5 6 8 50 

96 1000 23.03% 25.34% ±1.5 8 10 50 

100 1000 30.01% 33.10% ±1 2 4 200 

200 1000 29.12% 31.01% ±1 4 6 200 

300 1000 27.12% 29.91% ±1 6 8 200 

400 `1000 26.69% 27.22% ±1 8 10 200 

100 1050 24.22% 23.07% ±1.5 2 4 200 

200 1150 20.30% 20.17% ±1.5 4 6 200 

300 1300 18.12% 19.33% ±1.5 6 8 200 

400 1350 16.79% 16.83% ±1.5 8 10 200 

250 1900 27.34% 27.37% ±1 2 4 500 

500 1950 26.85% 24.63% ±1 4 6 500 

750 1950 24.35% 23.91% ±1 6 8 500 

1000 1950 22.14% 21.07% ±1 8 10 500 

250 1800 20.12% 22.95% ±1.5 2 4 500 

500 1900 18.21% 19.20% ±1.5 4 6 500 

750 1900 16.81% 17.24% ±1.5 6 8 500 

1000 1950 13.67% 15.85% ±1.5 8 10 500 

500 2300 27.73% 28.20% ±1 2 4 1000 

1000 2300 25.31% 26.05% ±1 4 6 1000 

1500 2300 23.24% 22.42% ±1 6 8 1000 

2000 2350 21.32% 20.95% ±1 8 10 1000 

500 2300 23.00% 23.03% ±1.5 2 4 1000 

1000 2300 16.43% 19.38% ±1.5 4 6 1000 

1500 2350 13.35% 15.76% ±1.5 6 8 1000 

2000 2350 10.91% 11.61% ±1.5 8 10 1000 
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