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#### Abstract

In this article, we consider a new life test scheme called a progressively first-failure censoring scheme introduced by Wu and Kus [1]. Based on this type of censoring, the maximum likelihood, approximate maximum likelihood and the least squares method estimators for the unknown parameters of the inverse Weibull distribution are derived. A comparison between these estimators is provided by using extensive simulation and two criteria, namely, absolute bias and mean squared error. It is concluded that the estimators based on the least squares method are superior compared to the maximum likelihood and the approximate maximum likelihood estimators. Real life data example is provided to illustrate our proposed estimators.
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## 1. Introduction

Let $T$ follow $(\sim)$ a two-parameter Weibull distribution $(\alpha, \beta)$ with the probability density function (pdf)

$$
f(t ; \alpha, \beta)=\frac{\beta}{\alpha}\left(\frac{t}{\alpha}\right)^{\beta-1} \mathrm{e}^{-(\alpha / t)^{-\beta}}, \quad t>0
$$

[^0]then $X=\frac{1}{T}$ has an (IW) distribution with pdf
\[

$$
\begin{equation*}
f(x ; \alpha, \beta)=\alpha \beta(\alpha x)^{-\beta-1} \mathrm{e}^{-(\alpha x)^{-\beta}}, \quad x>0 \tag{1}
\end{equation*}
$$

\]

where $\alpha>0$ and $\beta>0$, are the scale and shape parameters, respectively.
If $X \sim \operatorname{IW}(\alpha, \beta)$, then the cumulative distribution function ( $c d f$ ) of $X$ is given by:

$$
\begin{equation*}
F(x ; \alpha, \beta)=\mathrm{e}^{-(\alpha x)^{-\beta}}, \quad x>0 . \tag{2}
\end{equation*}
$$

The IW distribution, also known as type 2 extreme value or the Frechet distribution (Johnson et al. [2]), has a long right tail compared to other known distributions. The hazard function of the IW distribution is similar to that of the log-normal and inverse gaussian distributions (Murthy et al. [3]). Carriere [4] used the IW distribution to model the mortality curve of a population. Keller and Kamath [5] suggested that this distribution was suitable to model the failure of the degradation phenomena of mechanical components of diesel engines such as pistons, crankshafts, and main bearings. Furthermore, Erto [6] showed that the IW distribution provided a good fit to several data such as the time to breakdown of an insulating fluid subjected to the action of a constant tension (Nelson [7]).

Several researches have been carried out on the IW distribution using classical and Bayesian approaches. For example, Calabria and Pulcini [8] obtained the maximum likelihood estimates (MLE) and least squares estimates of the parameters of the IW distribution. Calabria and Pulcini [9] considered the Bayesian approach to predict the ordered lifetimes in a future sample when those lifetimes are assumed to follow the IW distribution. Panaitescu et al. [10] developed the Bayesian and non-Bayesian analysis in the context of recording statistic values from a modified IW distribution. All these studies have been done based on a complete sample. However, there are many scenarios in life testing and reliability experiment when researchers can not obtain complete information on failure times for all the units in the experiment as in the case of accidental breakage of an experimental unit or if an individual under study drops out. Moreover, there are many situations in which the researcher intentionally removes units prior to their failure and this is due to the lack of funds and/or time constrains. Data obtained from such experiments are called censored data. Therefore, we consider estimation procedures based on censored samples.

The most common censoring schemes are type-I censoring in which the test ceases at a pre-fixed time, and type-II censoring that allows the experiment to be terminated at a predetermined number of failures. These methods do not allow the removal of active units during the experiment; therefore, the focus in the last few years has been on progressive censoring due to its flexibility that allows the experimenter to remove active units during the experiment. A progressively type-II censoring is a generalization of type-II censoring. Many authors have discussed inference under progressive censoring using various lifetime distributions, among others, Cohen [11], Mann [12], Wingo [13], Balakrishnan and Sandhu [14], Aggarwala and Balakrishnan [15], Balakrishnan and Asgharzadeh [16]. For a comprehensive recent review of progressive censoring, readers are referred to Balakrishnan [17].

Johnson [18] introduced the first-failure censoring plan where the experimenter could arrange $k$ items into $n$ sets, then all the $k \times n$ items were tested simultaneously until the first failure in each $n$ set occurred. However, in situations where the lifetime of a product is high and test facilities are limited but test material is cheap. Balasooriya [19] modified Johnson [18] approach by testing each set one after the other until the first failure in each set occurred. This modified approach can save time and money.

However, due to certain situations such as loss of contact with the individuals under study or loss of experiment units as mentioned above, it is desirable for researchers to be able to remove sets before the final termination point. This situation leads to the area of progressive censoring.

Wu and Kus [1] wanted to improve the efficiency of the test by developing a new life test scheme, progressively first-failure censoring scheme, by combining the concept of first failure censoring with the progressive censoring. In this scheme sets with no failures can be removed from the test before the end of the experiment. Based on this scheme, Wu and Kus [1] derived the MLEs and constructed exact and approximate confidence intervals for the parameters of the Weibull distribution. Wu and Huang [20] developed the reliability sampling plans for the Weibull distribution. Soliman et al. ([21] [22]) derived Bayes and frequentist estimators for the parameters of Gompertz and Burr type XII distributions respectively. Hong et al. [23] used the same
scheme to construct MLE for the lifetime performance index $C_{L}$ based on progressively first-failure censoring from Weibull distribution. Ahmadi et al. [24] developed a confidence interval and ML estimator for $C_{L}$ based on the progressive first-failure censored sample under the Weibull distribution when the shape parameter was known.

In this study and based on $m$ progressively first-failure censored sample from IW model, we consider the problem of estimating the parameters of the model using the maximum likelihood, the approximate maximum likelihood and the least square estimators (LSE). Balakrishnan et al. [25] conducted inference on progressive type-II censored data for extreme value distribution. They derived the MLE and approximate values for the maximum likelihood estimators (AMLE) using the Taylor expansion. They also concluded that the MLEs and AMLEs were almost identical in terms of bias and variance. Kim et al. [26] derived the maximum likelihood and the Bayes estimates for the three-parameter exponentiated Weibull distribution for type-II progressively censored sample. Gusmao et al. [27] studied the properties of a mixture of two generalized IW distribution and derived the maximum likelihood estimator of the parameters of this mixture based on censored data.

This article unfolds as follows: In Section 2 we describe the formulation of a progressive first-failure censoring scheme as described by Wu and Kus [1]. The MLEs, approximate MLEs, and LSE methods for estimating the unknown parameters based on the progressive first-failure censoring scheme are derived in Section 3, 4 and 5 respectively. Simulation studies, results and conclusion are presented in Section 6. All methods that are discussed in this article are illustrated in Section 7 through a real life data set coming from highways pavement projects in Amman-Jordan during 2012.

## 2. A Progressive First-Failure Censoring Scheme

The progressive first-failure censoring can be described as follows: Given $m \leq n$ and $\mathbf{R}=R_{1}, R_{2}, \cdots, R_{m}$ nonnegative integers such that $n=m+\sum_{i=1}^{m} R_{i}$. Let $n$ independent groups with $k$ items within each group be placed on a life testing experiment and only $m$ failures are completely observed. The censoring occurs progressively in $m$ stages. At the time of the first failure $X_{1: m: n: k}, R_{1}$ random groups and the group with the observed failure are randomly removed. Similarly, at the time of the second failure $X_{2: m: n: k}, \quad R_{2}$ random groups and the group with the observed failure are randomly removed and so on. Finally, at the time of the $m$-th failure all the remaining active groups $\left(R_{m}\right)$ and the group with the observed failure are removed. Then $X_{1: m: n: k}<X_{2: m: n: k}<\cdots<X_{m: m: n: k}$ is the progressive first-failure censored order statistics.

The main advantage of this scheme is that it reduces the time in which more items are used but only $m$ out of $k \times n$ items are observed. Moreover, it includes as special cases, the progressively type-II scheme (when $k=1$ ), first-failure scheme (when $\mathbf{R}=(0,0, \cdots, 0)$ ), conventional type II scheme (when $k=1$ and $\mathbf{R}=(0,0, \cdots, n-m$ ) and the complete sample (when $k=1, n=m$ and $\mathbf{R}=(0,0, \cdots, 0)$ ). Furthermore, the progressively firstfailure censored sample $X_{1: m: n: k}<X_{2: m: n: k}<\cdots<X_{m: m: n: k}$ can be considered as a progressively type-II censored sample from a population with distribution function $1-(1-F(x))^{k}$ (Wu and Kus [1]) which enables us to extend all the results on progressively type-II censored order statistics to progressively first-failure censored order statistics.

## 3. Maximum Likelihood Estimation

Suppose that $n$ independent units are placed on a test. The ordered $m$ failures are observed under the progressively first-failure.

Let $\mathbf{X}=\left(X_{1: m: n: k}, X_{2: m: n: k}, \cdots, X_{m: m: n: k}\right)$ with $X_{1: m: n: k}<\cdots<X_{m: m: n: k}$ denote the progressively first-failure censored ordered statistics with the progressive censoring scheme $\mathbf{R}$ from a population with $p d f$ and $c d f$ given in Equations (1) and (2), respectively. For notation simplicity, we will write $X_{i}$ for $X_{i: m: n: k}$. The likelihood function based on progressively first-failure censored sample (see Wu and Kus [1]) is given by:

$$
\begin{equation*}
L(\alpha, \beta ; \mathbf{X})=A k^{m} \prod_{i=1}^{m} f\left(x_{i} ; \alpha, \beta\right)\left[1-F\left(x_{i} ; \alpha, \beta\right)\right]^{k\left(R_{i}+1\right)-1} \tag{3}
\end{equation*}
$$

where,

$$
A=n\left(n-1-R_{1}\right)\left(n-2-R_{1}-R_{2}\right) \cdots\left(n-\sum_{i=1}^{m}\left(R_{i}+1\right)\right) .
$$

In accordance with (1), (2) and (3), the log-likelihood function of $\alpha$ and $\beta$ based on progressively firstfailure censored sample $\mathbf{X}$ becomes

$$
\begin{align*}
\ln L(\alpha, \beta ; \mathbf{X}) & =\text { constant }+m \ln (\alpha \beta)-(\beta+1) \sum_{i=1}^{m} \ln \left(\alpha x_{i}\right)  \tag{4}\\
& -\sum_{i=1}^{m}\left(\alpha x_{i}\right)^{-\beta}+\sum_{i=1}^{m}\left(k\left(R_{i}+1\right)-1\right) \ln \left(1-\mathrm{e}^{-\left(\alpha \alpha_{i}\right)^{-\beta}}\right) .
\end{align*}
$$

The MLEs of the parameters $\alpha$ and $\beta$ can be obtained by deriving (4) with respect to $\alpha$ and $\beta$ and equating the normal equations to 0 as follows:

$$
\begin{align*}
& \frac{\partial \ln L(\alpha, \beta ; \mathbf{X})}{\partial \alpha}=  \tag{5}\\
& \begin{aligned}
\frac{\partial \ln L(\alpha, \beta ; \mathbf{X})}{\partial \beta} & =\frac{m}{\beta}-\sum_{i=1}^{m}\left(\alpha x_{i}\right)^{-\beta}-\sum_{i=1}^{m} \frac{\left(k\left(R_{i}+1\right)-1\right)\left(\alpha x_{i}\right)^{-\beta} \mathrm{e}^{-\left(\alpha \alpha_{i}\right)^{-\beta}}}{\left.1-\mathrm{e}^{-\left(\alpha \alpha_{i}\right)^{-\beta}}\right)\left(1-\left(\alpha x_{i}\right)^{-\beta}\right)} \\
\alpha & \\
& -\sum_{i=1}^{m} \frac{\left(k\left(R_{i}+1\right)-1\right)\left(\alpha x_{i}\right)^{-\beta} \mathrm{e}^{-\left(\alpha x_{i}\right)^{-\beta}} \ln \left(\alpha x_{i}\right)}{1-\mathrm{e}^{-\left(\alpha x_{i}\right)^{-\beta}}}=0
\end{aligned}
\end{align*}
$$

The MLEs are exist and unique (see Calabria and Pulcini [8] and Marusic et al. [28]). Notice that there are no explicit solutions to (5) and (6). Hence, numerical methods are applied to solve the required equations. The maximum likelihood estimation method based on progressively censored data has been studied extensively, but traditionally, the Newton Raphson (NR) method was utilized to obtain the MLEs (Ng et al. [29]). However, the MLEs via the NR method are very sensitive to their initial parameters estimation value. In this article we propose using the Expectation-Maximization (EM) algorithm for computing the MLEs.

## 4. Approximate Maximum Likelihood Estimation

Since the MLE does not provide explicit estimators for the shape and scale parameters of the IW distribution as mentioned before, we derive approximate MLE (AMLE) for the parameters $\alpha$ and $\beta$.

Balakrishnan ([30]-[34]) and Balakrishnan and Vardan [35] developed the AMLE procedure. This procedure depends on the Taylor expansion of the likelihood function when the pdf under consideration belongs to the location-scale families. However, the IW distribution does not have the location-scale structure required for the AMLE procedure, but if we consider the transformation $Y=-\ln X$, then $Y \sim$ extreme value distribution and this distribution has this feature.
The $p d f$ and $c d f$ of $Y$ are given respectively by

$$
\begin{equation*}
h(y ; \mu, \sigma)=\frac{1}{\sigma} \mathrm{e}^{\frac{y-\mu}{\sigma}-\mathrm{e}-\mu}, \quad-\infty<y<\infty \tag{7}
\end{equation*}
$$

and,

$$
\begin{equation*}
H(y ; \mu, \sigma)=1-\mathrm{e}^{-\mathrm{e}^{\frac{y-\mu}{\sigma}}} \tag{8}
\end{equation*}
$$

where, $\mu=\ln \alpha$ and $\sigma=\frac{1}{\beta}$ are the location and scale parameters respectively.
Hence, the AMLE procedure can be used to estimate the parameters $\alpha$ and $\beta$ of the IW distribution.
Let $Y=\left(Y_{1}, Y_{2}, \cdots, Y_{m}\right)$ with $Y_{1}<Y_{2}<\cdots<Y_{m}$ denotes a progressively first-failure censored sample from (7) and (8). Then the joint $p d f$ based on the censored sample is given by:

$$
\begin{equation*}
L\left(y_{1}, y_{2}, \cdots, y_{m} ; \mu, \sigma\right)=\frac{c}{\sigma^{m}} \prod_{i=1}^{m} g\left(\frac{y_{i}-\mu}{\sigma}\right)\left(1-G\left(\frac{y_{i}-\mu}{\sigma}\right)\right)^{\left(k\left(R_{i}+1\right)-1\right)} \tag{9}
\end{equation*}
$$

where,

$$
c=n\left(n-R_{1}-1\right) \cdots\left(n-R_{1}-R_{2}-\cdots-R_{m-1}-m+1\right)
$$

If $z_{i}=\frac{y_{i}-\mu}{\sigma}$, then (9) can be written as

$$
\begin{equation*}
L\left(z_{1}, z_{2}, \cdots, z_{m} ; \mu, \sigma\right)=\frac{c}{\sigma^{m}} \prod_{i=1}^{m} g\left(z_{i}\right)\left(1-G\left(z_{i}\right)\right)^{\left(k\left(R_{i}+1\right)-1\right)} \tag{10}
\end{equation*}
$$

with log-likelihood equation

$$
\begin{equation*}
\ln L\left(z_{1}, \cdots, z_{m} ; \mu, \sigma\right)=c-m \ln \sigma+\sum_{i=1}^{m} \ln g\left(z_{i}\right)+\sum_{i=1}^{m}\left(k\left(R_{i}+1\right)-1\right) \ln \left(1-G\left(z_{i}\right)\right) \tag{11}
\end{equation*}
$$

Taking derivatives with respect to $\mu$ and $\sigma$ and equating them to zero, gives

$$
\begin{gather*}
\frac{\partial \ln L\left(z_{i} ; \mu, \sigma\right)}{\partial \sigma}=-\frac{m}{\sigma}-\sum_{i=1}^{m} \frac{g^{\prime}\left(z_{i}\right)}{g\left(z_{i}\right)} z_{i}+\sum_{i=1}^{m}\left(k\left(R_{i}+1\right)-1\right) z_{i} \frac{g\left(z_{i}\right)}{1-G\left(z_{i}\right)}=0  \tag{12}\\
\frac{\partial \ln L\left(z_{i} ; \mu, \sigma\right)}{\partial \mu}=-\sum_{i=1}^{m} \frac{g^{\prime}\left(z_{i}\right)}{g\left(z_{i}\right)}+\sum_{i=1}^{m}\left(k\left(R_{i}+1\right)-1\right) \frac{g\left(z_{i}\right)}{1-G\left(z_{i}\right)}=0 \tag{13}
\end{gather*}
$$

Because of the presence of the terms $\frac{g\left(z_{i}\right)}{1-G\left(z_{i}\right)}$ and $\frac{g^{\prime}\left(z_{i}\right)}{g\left(z_{i}\right)}$, Equations (12) and (13) do not have explicit solution. Hence, we consider a first-order Taylor approximation to $\Delta_{1}=\frac{g^{\prime}\left(z_{i}\right)}{g\left(z_{i}\right)}$ and $\Delta_{2}=\frac{g\left(z_{i}\right)}{1-G\left(z_{i}\right)}$ around $v_{i: m: n}=E\left[Z_{i: m: n}\right]$ (see Balakrishnan and Aggarwala [36]; for reasoning).

From Balakrishnan and Aggarwala [36], if $u_{i: m: n} \quad i=1,2, \cdots, m$ denote a progressively first-failure censored sample from Uniform $(0,1)$ with censoring scheme $\left(R_{1}, \cdots, R_{m}\right)$, then $V_{i}=\frac{1-U_{m-i+1: m: n}}{1-U_{m-i: m: n}}, i=1,2, \cdots, m$ are statistically independent random variables from Beta $\left(i+\sum_{l=m-j+1}^{m}\left(k\left(R_{l}+1\right)-1\right), 1\right)$ with

$$
\begin{equation*}
U_{i: m: n}=1-\prod_{l=m-i+1}^{m} V_{l}, \quad i=1,2, \cdots, m \tag{14}
\end{equation*}
$$

and,

$$
\begin{equation*}
E\left[U_{i: m: n}\right]=1-\prod_{j=m-i+1}^{m} E\left(V_{j}\right)=1-\prod_{j=m-i+1}^{m} \frac{j+\sum_{l=m-j+1}^{m}\left(k\left(R_{l}+1\right)-1\right)}{1+\sum_{l=m-j+1}^{m}\left(k\left(R_{l}+1\right)-1\right)} \tag{15}
\end{equation*}
$$

The approximation is around $v_{i: m: n}=\ln \left(-\ln \left(1-E\left[U_{i: m: n}\right]\right)\right)$ upon expanding $\Delta_{1}$ and $\Delta_{2}$ around the point $v_{i: m: n}$ and keeping only the first two terms, we get

$$
\begin{equation*}
\Delta_{1}\left(z_{i}\right) \cong \Delta_{1}\left(v_{i}\right)+\Delta_{1}^{\prime}\left(v_{i}\right)\left(z_{i}-v_{i}\right)=\varepsilon_{i}-\beta_{i} z_{i} \tag{16}
\end{equation*}
$$

where,

$$
\begin{aligned}
& \varepsilon_{i}=\Delta_{1}\left(v_{i}\right)-v_{i} \Delta_{1}^{\prime}\left(v_{i}\right)=\left(1-\mathrm{e}^{v_{i}}\right)+v_{i} \mathrm{e}^{v_{i}}, \\
& \beta_{i}=-\Delta_{1}^{\prime}\left(v_{i}\right)=\mathrm{e}^{v_{i}}, \quad i=1,2, \cdots, m
\end{aligned}
$$

and,

$$
\begin{equation*}
\Delta_{2}\left(z_{i}\right) \cong \Delta_{2}\left(v_{i}\right)+\Delta_{2}^{\prime}\left(v_{i}\right)\left(z_{i}-v_{i}\right)=\gamma_{i}+\delta_{i} z_{i} \tag{17}
\end{equation*}
$$

where,

$$
\begin{aligned}
& \gamma_{i}=\Delta_{2}\left(v_{i}\right)-v_{i} \Delta_{2}^{\prime}\left(v_{i}\right)=\mathrm{e}^{v_{i}}-v_{i} \mathrm{e}^{v_{i}}, \\
& \delta_{i}=\Delta_{2}^{\prime}\left(v_{i}\right)=\mathrm{e}^{v_{i}}, \quad i=1,2, \cdots, m .
\end{aligned}
$$

Plugging (16) and (17) in (12) and (13) we get

$$
\begin{align*}
\frac{\partial \ln L\left(z_{i} ; \mu, \sigma\right)}{\partial \sigma} & \cong-m-\sum_{i=1}^{m}\left(\varepsilon_{i}-\beta_{i} z_{i}\right) z_{i}+\sum_{i=1}^{m} R_{i}^{*} z_{i}\left(\gamma_{i}+\delta_{i} z_{i}\right)=0 \\
& =-m-\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right) z_{i}+\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right) z_{i}^{2}=0  \tag{18}\\
& =-m-\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right) \frac{y_{i}-\mu}{\sigma}+\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right) \frac{\left(y_{i}-\mu\right)^{2}}{\sigma^{2}}=0
\end{align*}
$$

and,

$$
\begin{align*}
\frac{\partial \ln L\left(z_{i} ; \mu, \sigma\right)}{\partial \mu} & \cong-\sum_{i=1}^{m}\left(\varepsilon_{i}-\beta_{i} z_{i}\right)+\sum_{i=1}^{m} R_{i}^{*}\left(\gamma_{i}+\delta_{i} z_{i}\right)=0 \\
& =-\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right)+\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right) z_{i}=0  \tag{19}\\
& =-\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right)+\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right) \frac{y_{i}-\mu}{\sigma}=0
\end{align*}
$$

where, $R_{i}^{*}=k\left(R_{i}+1\right)-1$. Equations (18) and (19) can be rewritten as

$$
\begin{align*}
& 0=m \sigma^{2}+A \sigma+B  \tag{20}\\
& \mu=D+C \sigma \tag{21}
\end{align*}
$$

where,

$$
\begin{array}{ll}
A=\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right)\left(y_{i}-D\right) ; & B=-\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right)\left(y_{i}-D\right)^{2} \leq 0 ; \\
C=\frac{-\sum_{i=1}^{m}\left(\varepsilon_{i}-R_{i}^{*} \gamma_{i}\right)}{\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right)} ; & D=\frac{\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right) y_{i}}{\sum_{i=1}^{m}\left(R_{i}^{*} \delta_{i}+\beta_{i}\right)} .
\end{array}
$$

The solutions to (20) and (21) yield the AMLEs

$$
\begin{equation*}
\hat{\sigma}_{\mathrm{AMLE}}=\frac{-A+\sqrt{(A)^{2}-4 m B}}{2 m}, \quad \hat{\mu}_{\mathrm{AMLE}}=D+C \hat{\sigma}_{\mathrm{AMLE}} . \tag{22}
\end{equation*}
$$

One of the drawbacks of the AMLEs is that they are biased. Moreover, the exact bias of $\hat{\mu}_{\text {AMLE }}$ and $\hat{\sigma}_{\text {AMLE }}$ can not be theoretically computed because of the intractability encountered of $\sqrt{B^{2}-4 A C}$. On the other hand, the AMLEs provide an excellent starting value for the iterative solution of the likelihood equations.

## 5. Least Squares Estimation Method

The LS method which is originally suggested by Swain et al. [37] is computationally easier to handle, it provides simple closed form solutions for estimates (Hossain and Zimmer [38]). In addition it can also be used quite effectively to estimate the shape and scale parameters of the IW distribution. Finally Marusic et al. [28] showed that the least squares estimators (LSE) for estimating the parameters of the IW distribution did exist.

In this section we will discuss the least squares method for estimating $\alpha$ and $\beta$ using the set up in Section 1; that is, $X_{1}<X_{2}<\cdots<X_{m}$ are progressively first-failure censored sample from the IW distribution with censoring scheme $\left(R_{1}, \cdots, R_{m}\right)$. The LS method is a combination of parametric $(F)$ and non-parametric $(\hat{F})$ distribution functions. It depends on the choice of $\hat{F}$ which should be as effective as possible. In our study we use $\hat{F}$ which is proposed by Montanari and Cacciari [39] as a non-parametric cdf for progressive type-II censored sample.

$$
\begin{equation*}
\hat{F}_{X_{i}}(x)=\frac{J_{i}-0.5}{n+0.25} \tag{23}
\end{equation*}
$$

where,

$$
J_{i}=J_{i-1}+\Delta, \quad i=1,2, \cdots, m \text { and } J_{0}=0
$$

and,

$$
\Delta=\frac{n+1-J_{i-1}}{1+\sum_{w=i}^{m} k\left(R_{w}+1\right)}
$$

For the parametric $c d f F(x)$, Balakrishnan and Aggarwala [36] and Kim and Han [40], proposed

$$
\begin{equation*}
F_{X_{j}}(x)=1-l_{j-1} \sum_{i=1}^{j} \frac{a_{i, j}}{r_{i}}\left(1-F^{*}(x)\right)^{r_{i}}, \quad j=1,2, \cdots, m \tag{24}
\end{equation*}
$$

where,

$$
\begin{array}{ll}
F^{*}(x)=1-(1-F(x))^{k}, & l_{j-1}=\prod_{w=1}^{j} r_{w}, \quad r_{i}=m-i+1+\sum_{w=1}^{m}\left(k\left(R_{w}+1\right)-1\right) \\
a_{i, j}=\prod_{\substack{w=1 \\
w \neq i}}^{j} \frac{1}{r_{w}-r_{i}}, & 1 \leq i \leq j \leq m .
\end{array}
$$

The procedure attempts to minimize the following function with respect to $\alpha$ and $\beta$

$$
\begin{equation*}
\sum_{j=1}^{m}\left(F_{X_{j}}(x)-\hat{F}_{X_{i}}(x)\right)^{2} . \tag{25}
\end{equation*}
$$

The LSE estimates of $\alpha$ and $\beta$ are denoted by $\hat{\alpha}_{\text {LSE }}$ and $\hat{\beta}_{\text {LSE }}$ respectively.

## 6. Simulation Study

The purpose of the simulation study is to compare the performance of the MLE, AMLE and LSE estimates based on progressively first-failure censored samples generated from the IW distribution with $(\alpha, \beta)=$ $(0.1,3.0),(0.5,3.0),(0.9,3.0),(1.5,2.5),(2.5,2.5),(4.0,4.0)$, using different combinations of $n, m, k$ and different censoring schemes $\mathbf{R}=\left(R_{1}, \cdots, R_{m}\right)$. The data are simulated using Balakrishnan and Aggarwala [36] algorithm based on the fact that progressively first-failure censored sample with distribution $F(x)$ can be viewed as a progressively type II censored sample from a population with distribution function $1-(1-F(x))^{k}$.

We obtain the MLEs of $\alpha$ and $\beta$ by solving the nonlinear Equations (5) and (6), in which the AMLEs are used as starting values of the MLE iterations. The AMLE and LSE are computed using (22) and (25) respectively. The criteria used for comparing all the above estimates are the absolute bias (ABias) and the mean squared error (MSE). Suppose $\hat{\theta}_{i}\left(=\alpha_{i}, \beta_{i}\right)$ is the estimate of $\theta(=\alpha, \beta)$ for the $i$-th simulated data set, then the ABias and MSE are computed as follows:

1) ABias $=\frac{1}{7000} \sum_{i=1}^{7000}\left|\hat{\theta}_{i}-\theta\right|$.
2) $\mathrm{MSE}=\frac{1}{7000} \sum_{i=1}^{7000}\left(\hat{\theta}_{i}-\theta\right)^{2}$.

### 6.1. Data Analysis and Comparison Study

Due to the large number of tables, only part of them is reported. Results are summarized in Tables 1-4 provided at the end of this section as follows:

- Table 1 and Table 2 provide the ABias and MSE values for the estimates of $\alpha$.
- Table 3 and Table 4 provide the ABias and MSE values for the estimates of $\beta$.

Throughout this section we will refer to $\mathbf{R}=(n-m, 0, \cdots, 0)$ by $L_{n-m}, \quad \mathbf{R}=(a, \cdots, a, 0, \cdots, 0)$ by $L_{a, \cdots, a}$ (where $\left.\sum a=n-m\right), \mathbf{R}=(0, \cdots, 0, n-m)$ by $\mathbf{R}_{n-m}^{*}, \quad \mathbf{R}=(0, \cdots, 0, a, \cdots, a)$ by $\mathbf{R}_{a, \cdots, a}^{*}$, $\mathbf{R}=(0, \cdots, 0, n-m, 0, \cdots, 0)$ by $C_{n-m}$, and finally $\mathbf{R}=(0, \cdots, 0, a, \cdots, a, 0, \cdots, 0)$ by $C_{a, \cdots, a}$. Moreover, we will refer to schemes $L_{n-m}, \mathbf{R}_{n-m}^{*}$, and $C_{n-m}$ by group-1, similarly we will refer to the schemes $L_{a, \cdots, a}, \mathbf{R}_{a, \cdots, a}^{*}$, and $C_{a, \cdots, a}$ by group-2. A summary of the results is provided below.

Table 1. Bias and MSE (parentheses) of $\hat{\alpha}_{(\cdot)}$ when $(\alpha, \beta)=(0.1,3)$.


Table 2. Bias and MSE (parentheses) of $\hat{\alpha}_{(\cdot)}$ when $(\alpha, \beta)=(1.5,2.5)$.

|  |  |  | $k=1$ |  |  | $k=3$ |  |  | $k=5$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $m$ | Scheme | MLE | AMLE | LSE | MLE | AMLE | LSE | MLE | AMLE | LSE |
| 20 | 5 | (15,0,0,0,0) | $\begin{gathered} 0.0148 \\ (\mathbf{0 . 0 3 4 1}) \end{gathered}$ | $\begin{gathered} 0.0619 \\ (\mathbf{0 . 0 3 5 5 )} \end{gathered}$ | $\begin{aligned} & 0.0253 \\ & (\mathbf{0 . 0 3 3 3}) \end{aligned}$ | $\begin{gathered} 0.0320 \\ (\mathbf{0 . 0 2 3 1}) \end{gathered}$ | $\begin{gathered} 0.0615 \\ (\mathbf{0 . 0 4 5 9}) \end{gathered}$ | $\begin{gathered} 0.0421 \\ (\mathbf{0 . 0 2 9 2}) \end{gathered}$ | $\begin{gathered} 0.0385 \\ (\mathbf{0 . 0 2 3 5}) \end{gathered}$ | $\begin{gathered} 0.0565 \\ (\mathbf{0 . 0 6 8 3}) \end{gathered}$ | $\begin{gathered} 0.1276 \\ (\mathbf{0 . 0 4 8 8}) \end{gathered}$ |
|  |  | (0,0,15, 0,0 ) | $\begin{gathered} 0.0164 \\ (\mathbf{0 . 0 2 7 6}) \end{gathered}$ | $\begin{gathered} 0.0662 \\ (\mathbf{0 . 0 3 4 0}) \end{gathered}$ | $\begin{gathered} 0.0465 \\ (\mathbf{0 . 0 3 1 9}) \end{gathered}$ | $\begin{gathered} 0.0414 \\ (\mathbf{0 . 0 2 4 5 )} \end{gathered}$ | $\begin{gathered} 0.0906 \\ (\mathbf{0 . 0 5 6 3}) \end{gathered}$ | $\begin{gathered} 0.0359 \\ (\mathbf{0 . 0 2 8 7}) \end{gathered}$ | $\begin{gathered} 0.0505 \\ (\mathbf{0 . 0 2 6 2}) \end{gathered}$ | $\begin{gathered} 0.0982 \\ (\mathbf{0 . 0 7 9 9}) \end{gathered}$ | $\begin{gathered} 0.1871 \\ (\mathbf{0 . 0 4 3 8}) \end{gathered}$ |
|  |  | (0,0,0,0,15) | $\begin{gathered} 0.0126 \\ (\mathbf{0 . 0 2 3 4 )} \end{gathered}$ | $\begin{gathered} 0.0476 \\ (\mathbf{0 . 0 3 2 0}) \end{gathered}$ | $\begin{gathered} 0.0091 \\ (\mathbf{0 . 0 2 4 9}) \end{gathered}$ | $\begin{gathered} 0.0473 \\ (\mathbf{0 . 0 2 4 4}) \end{gathered}$ | $\begin{gathered} 0.0714 \\ (\mathbf{0 . 1 1 3 9 )} \end{gathered}$ | $\begin{gathered} 0.0239 \\ (\mathbf{0 . 0 2 6 2}) \end{gathered}$ | $\begin{gathered} 0.0607 \\ (\mathbf{0 . 0 2 7 6}) \end{gathered}$ | $\begin{gathered} 0.0741 \\ (\mathbf{0 . 1 7 9 4}) \end{gathered}$ | $\begin{gathered} 0.0553 \\ (\mathbf{0 . 0 2 6 3}) \end{gathered}$ |
|  |  | (3,3,3,3,3) | $\begin{gathered} 0.0248 \\ (\mathbf{0 . 0 2 3 8}) \end{gathered}$ | $\begin{gathered} 0.0668 \\ (\mathbf{0 . 0 4 3 1}) \end{gathered}$ | $\begin{gathered} 0.0385 \\ \mathbf{( 0 . 0 2 5 4 )} \end{gathered}$ | $\begin{gathered} 0.0502 \\ (\mathbf{0 . 0 2 5 0}) \end{gathered}$ | $\begin{gathered} 0.0809 \\ (\mathbf{0 . 1 0 2 9}) \end{gathered}$ | $\begin{gathered} 0.0484 \\ (\mathbf{0 . 0 3 1 5}) \end{gathered}$ | $\begin{gathered} 0.0601 \\ (\mathbf{0 . 0 2 8 6}) \end{gathered}$ | $\begin{gathered} 0.0814 \\ (\mathbf{0 . 1 5 3 4}) \end{gathered}$ | $\begin{gathered} 0.0625 \\ (\mathbf{0 . 0 3 2 0}) \end{gathered}$ |
|  | 15 | $(5, \ldots, 0,0)$ | $\begin{gathered} 0.0014 \\ (\mathbf{0 . 0 2 5 1}) \end{gathered}$ | $\begin{gathered} 0.0355 \\ (\mathbf{0 . 0 2 4 9}) \end{gathered}$ | $\begin{gathered} 0.0168 \\ (\mathbf{0 . 0 2 4 5 )} \end{gathered}$ | $\begin{gathered} 0.0193 \\ (\mathbf{0 . 0 1 4 7 )} \end{gathered}$ | $\begin{gathered} 0.0446 \\ (\mathbf{0 . 0 3 0 3}) \end{gathered}$ | $\begin{gathered} 0.0381 \\ (\mathbf{0 . 0 1 7 3 )} \end{gathered}$ | $\begin{gathered} 0.0258 \\ (\mathbf{0 . 0 1 5 5}) \end{gathered}$ | $\begin{gathered} 0.0454 \\ (\mathbf{0 . 0 4 4 5 )} \end{gathered}$ | $\begin{gathered} 0.0420 \\ (\mathbf{0 . 0 1 9 0}) \end{gathered}$ |
|  |  | $(1,1,1,1,1,0, \ldots, 0)$ | $\begin{gathered} 0.0019 \\ (\mathbf{0 . 0 2 2 8}) \end{gathered}$ | $\begin{gathered} 0.0347 \\ (\mathbf{0 . 0 2 4 1}) \end{gathered}$ | $\begin{gathered} 0.0079 \\ (\mathbf{0 . 0 2 3 6}) \end{gathered}$ | $\begin{gathered} 0.0209 \\ \mathbf{( 0 . 0 1 4 9 )} \end{gathered}$ | $\begin{gathered} 0.0500 \\ (\mathbf{0 . 0 3 1 1 )} \end{gathered}$ | $\begin{gathered} 0.0391 \\ (\mathbf{0 . 0 1 7 6}) \end{gathered}$ | $\begin{gathered} 0.0277 \\ (\mathbf{0 . 0 1 5 8}) \end{gathered}$ | $\begin{gathered} 0.0539 \\ (\mathbf{0 . 0 4 4 9 )} \end{gathered}$ | $\begin{gathered} 0.0442 \\ (\mathbf{0 . 0 1 9 0}) \end{gathered}$ |
|  |  | (0,.., $0,5,0, \ldots, 0)$ | $\begin{gathered} 0.0014 \\ (\mathbf{0 . 0 2 1 2}) \end{gathered}$ | $\begin{gathered} 0.0350 \\ (\mathbf{0 . 0 2 3 4}) \end{gathered}$ | $\begin{gathered} 0.0181 \\ (\mathbf{0 . 0 2 1 6}) \end{gathered}$ | $\begin{gathered} 0.0226 \\ (\mathbf{0 . 0 1 5 6}) \end{gathered}$ | $\begin{gathered} 0.0572 \\ (\mathbf{0 . 0 4 2 2 )} \end{gathered}$ | $\begin{gathered} 0.0416 \\ (\mathbf{0 . 0 1 8 7}) \end{gathered}$ | $\begin{gathered} 0.0302 \\ (\mathbf{0 . 0 1 6 1}) \end{gathered}$ | $\begin{gathered} 0.0641 \\ (\mathbf{0 . 0 4 9 7}) \end{gathered}$ | $\begin{gathered} 0.0449 \\ (\mathbf{0 . 0 1 9 1}) \end{gathered}$ |
|  |  | $\left(0^{* 5}, 1^{* 5}, 0^{* 5}\right)$ | $\begin{gathered} 0.0013 \\ (\mathbf{0 . 0 2 1 1}) \end{gathered}$ | $\begin{gathered} 0.0352 \\ (\mathbf{0 . 0 2 3 4}) \end{gathered}$ | $\begin{gathered} 0.0184 \\ (\mathbf{0 . 0 2 1 4}) \end{gathered}$ | $\begin{gathered} 0.0227 \\ (\mathbf{0 . 0 1 5 5 )} \end{gathered}$ | $\begin{gathered} 0.0573 \\ (\mathbf{0 . 0 4 5 5 )} \end{gathered}$ | $\begin{gathered} 0.0419 \\ (\mathbf{0 . 0 1 8 6}) \end{gathered}$ | $\begin{gathered} 0.0303 \\ (\mathbf{0 . 0 1 6 1 )} \end{gathered}$ | $\begin{gathered} 0.0643 \\ (\mathbf{0 . 0 5 0 3}) \end{gathered}$ | $\begin{gathered} 0.0457 \\ (\mathbf{0 . 0 1 9 4}) \end{gathered}$ |
|  |  | (0,..., 0,5 ) | $\begin{gathered} 0.0003 \\ (\mathbf{0 . 0 2 0 1}) \end{gathered}$ | $\begin{gathered} 0.0247 \\ (\mathbf{0 . 0 2 3 2}) \end{gathered}$ | $\begin{gathered} 0.0010 \\ (\mathbf{0 . 0 2 0 2}) \end{gathered}$ | $\begin{gathered} 0.0221 \\ (\mathbf{0 . 0 1 5 1}) \end{gathered}$ | $\begin{gathered} 0.0456 \\ (\mathbf{0 . 0 3 1 4}) \end{gathered}$ | $\begin{gathered} 0.0212 \\ (\mathbf{0 . 0 1 5 9}) \end{gathered}$ | $\begin{gathered} 0.0322 \\ (\mathbf{0 . 0 1 5 8}) \end{gathered}$ | $\begin{gathered} 0.0505 \\ (\mathbf{0 . 0 4 4 7 )} \end{gathered}$ | $\begin{gathered} 0.0247 \\ (\mathbf{0 . 0 1 7 0}) \end{gathered}$ |
|  |  | (0, .., $0,1,1,1,1,1)$ | $\begin{gathered} 0.0008 \\ (\mathbf{0 . 0 2 0 3}) \end{gathered}$ | $\begin{gathered} 0.0296 \\ (\mathbf{0 . 0 2 3 3}) \end{gathered}$ | $\begin{gathered} 0.0112 \\ (\mathbf{0 . 0 2 0 2}) \end{gathered}$ | $\begin{gathered} 0.0223 \\ (\mathbf{0 . 0 1 5 2}) \end{gathered}$ | $\begin{gathered} 0.0523 \\ (\mathbf{0 . 0 3 1 8}) \end{gathered}$ | $\begin{gathered} 0.0299 \\ (\mathbf{0 . 0 1 6 0}) \end{gathered}$ | $\begin{gathered} 0.0318 \\ (\mathbf{0 . 0 1 5 9}) \end{gathered}$ | $\begin{gathered} 0.0584 \\ (\mathbf{0 . 0 4 4 9}) \end{gathered}$ | $\begin{gathered} 0.0270 \\ (\mathbf{0 . 0 1 7 6}) \end{gathered}$ |
| 50 | 20 | (30,0,...........,0) | $\begin{gathered} 0.0105 \\ (\mathbf{0 . 0 1 9 0}) \end{gathered}$ | $\begin{gathered} 0.0365 \\ (\mathbf{0 . 0 1 8 4}) \end{gathered}$ | $\begin{gathered} 0.0135 \\ (\mathbf{0 . 0 1 7 7 )} \end{gathered}$ | $\begin{gathered} 0.0154 \\ (\mathbf{0 . 0 1 2 2}) \end{gathered}$ | $\begin{gathered} 0.0283 \\ (\mathbf{0 . 0 2 3 3}) \end{gathered}$ | $\begin{gathered} 0.0230 \\ (\mathbf{0 . 0 1 5 1 )} \end{gathered}$ | $\begin{gathered} 0.0179 \\ (\mathbf{0 . 0 1 1 7}) \end{gathered}$ | $\begin{gathered} 0.0220 \\ (\mathbf{0 . 0 3 4 4}) \end{gathered}$ | $\begin{gathered} 0.0294 \\ (\mathbf{0 . 0 1 3 8}) \end{gathered}$ |
|  |  | (3,3,...,3,0...,0) | $\begin{gathered} 0.0112 \\ (\mathbf{0 . 0 1 4 3}) \end{gathered}$ | $\begin{gathered} 0.0373 \\ (\mathbf{0 . 0 1 7 4}) \end{gathered}$ | $\begin{gathered} 0.0232 \\ (\mathbf{0 . 0 1 5 5}) \end{gathered}$ | $\begin{gathered} 0.0205 \\ (\mathbf{0 . 0 1 2 5 )} \end{gathered}$ | $\begin{gathered} 0.0433 \\ (\mathbf{0 . 0 2 7 9}) \end{gathered}$ | $\begin{gathered} 0.0267 \\ (\mathbf{0 . 0 1 5 9}) \end{gathered}$ | $\begin{gathered} 0.0238 \\ (\mathbf{0 . 0 1 3 0}) \end{gathered}$ | $\begin{gathered} 0.0445 \\ (\mathbf{0 . 0 3 9 2}) \end{gathered}$ | $\begin{gathered} 0.0198 \\ (\mathbf{0 . 0 1 4 6}) \end{gathered}$ |
|  |  | $(0, \ldots .0,30,0, \ldots, 0)$ | $\begin{gathered} 0.0120 \\ (\mathbf{0 . 0 1 3 4}) \end{gathered}$ | $\begin{gathered} 0.0395 \\ (\mathbf{0 . 0 1 7 9}) \end{gathered}$ | $\begin{gathered} 0.0345 \\ (\mathbf{0 . 0 1 7 0}) \end{gathered}$ | $\begin{gathered} 0.0228 \\ (\mathbf{0 . 0 1 2 9}) \end{gathered}$ | $\begin{gathered} 0.0527 \\ \mathbf{( 0 . 0 3 1 2 )} \end{gathered}$ | $\begin{gathered} 0.0282 \\ (\mathbf{0 . 0 1 7 0}) \end{gathered}$ | $\begin{gathered} 0.0268 \\ (\mathbf{0 . 0 1 3 8}) \end{gathered}$ | $\begin{gathered} 0.0573 \\ (\mathbf{0 . 0 4 3 5}) \end{gathered}$ | $\begin{gathered} 0.0195 \\ (\mathbf{0 . 0 2 2 3}) \end{gathered}$ |
|  |  | $\left(0^{* 5}, 3^{* 10}, 0^{* 5}\right)$ | $\begin{gathered} 0.0115 \\ (\mathbf{0 . 0 1 2 7}) \end{gathered}$ | $\begin{gathered} 0.0428 \\ (\mathbf{0 . 0 1 8 6}) \end{gathered}$ | $\begin{gathered} 0.0423 \\ (\mathbf{0 . 0 1 7 0}) \end{gathered}$ | $\begin{gathered} 0.0236 \\ (\mathbf{0 . 0 1 2 8}) \end{gathered}$ | $\begin{gathered} 0.0572 \\ (\mathbf{0 . 0 3 5 8}) \end{gathered}$ | $\begin{gathered} 0.0300 \\ (\mathbf{0 . 0 1 8 0}) \end{gathered}$ | $\begin{gathered} 0.0281 \\ (\mathbf{0 . 0 1 4 0}) \end{gathered}$ | $\begin{gathered} 0.0620 \\ (\mathbf{0 . 0 5 0 8}) \end{gathered}$ | $\begin{gathered} 0.0221 \\ (\mathbf{0 . 0 2 1 1}) \end{gathered}$ |
|  |  | (0............,0,30) | $\begin{gathered} 0.0093 \\ (\mathbf{0 . 0 1 1 1}) \end{gathered}$ | $\begin{gathered} 0.0276 \\ (\mathbf{0 . 0 1 3 4}) \end{gathered}$ | $\begin{gathered} 0.0057 \\ (\mathbf{0 . 0 1 2 0}) \end{gathered}$ | $\begin{gathered} 0.0274 \\ (\mathbf{0 . 0 1 2 8}) \end{gathered}$ | $\begin{gathered} 0.0380 \\ (\mathbf{0 . 0 2 3 7}) \end{gathered}$ | $\begin{gathered} 0.0092 \\ (\mathbf{0 . 0 1 2 9}) \end{gathered}$ | $\begin{gathered} 0.0339 \\ (\mathbf{0 . 0 1 5 5}) \end{gathered}$ | $\begin{gathered} 0.0383 \\ (\mathbf{0 . 0 3 4 6}) \end{gathered}$ | $\begin{gathered} 0.0105 \\ (\mathbf{0 . 0 1 2 5 )} \end{gathered}$ |
|  |  | $(0, \ldots, 0,3,3, \ldots, 3)$ | $\begin{gathered} 0.0105 \\ (\mathbf{0 . 0 1 1 5}) \end{gathered}$ | $\begin{gathered} 0.0351 \\ \mathbf{( 0 . 0 1 3 7 )} \end{gathered}$ | $\begin{gathered} 0.0207 \\ (\mathbf{0 . 0 1 2 3}) \end{gathered}$ | $\begin{gathered} 0.0273 \\ (\mathbf{0 . 0 1 2 8}) \end{gathered}$ | $\begin{gathered} 0.0406 \\ (\mathbf{0 . 0 2 5 7}) \end{gathered}$ | $\begin{gathered} 0.0117 \\ (\mathbf{0 . 0 1 4 8}) \end{gathered}$ | $\begin{gathered} 0.0338 \\ (\mathbf{0 . 0 1 5 4}) \end{gathered}$ | $\begin{gathered} 0.0414 \\ (\mathbf{0 . 0 3 4 9}) \end{gathered}$ | $\begin{gathered} 0.0116 \\ (\mathbf{0 . 0 1 3 0}) \end{gathered}$ |
| 50 | 30 | $(20,0, \ldots \ldots . . . . . ., 0)$ | $\begin{gathered} 0.0018 \\ (\mathbf{0 . 0 1 2 4 )} \end{gathered}$ | $\begin{gathered} 0.0217 \\ (\mathbf{0 . 0 1 2 9}) \end{gathered}$ | $\begin{gathered} 0.0052 \\ (\mathbf{0 . 0 1 3 5}) \end{gathered}$ | $\begin{gathered} 0.0089 \\ (\mathbf{0 . 0 0 7 6}) \end{gathered}$ | $\begin{gathered} 0.0202 \\ (\mathbf{0 . 0 1 5 7}) \end{gathered}$ | $\begin{gathered} 0.0209 \\ \mathbf{( 0 . 0 0 8 7 )} \end{gathered}$ | $\begin{gathered} 0.0116 \\ (\mathbf{0 . 0 0 7 8}) \end{gathered}$ | $\begin{gathered} 0.0176 \\ (\mathbf{0 . 0 2 3 0}) \end{gathered}$ | $\begin{gathered} 0.0177 \\ (\mathbf{0 . 0 0 8 9}) \end{gathered}$ |
|  |  | (2,2,...,2,0...,0) | $\begin{gathered} 0.0028 \\ (\mathbf{0 . 0 1 1 0}) \end{gathered}$ | $\begin{gathered} 0.0202 \\ (\mathbf{0 . 0 1 2 1}) \end{gathered}$ | $\begin{gathered} 0.0057 \\ (\mathbf{0 . 0 1 1 5}) \end{gathered}$ | $\begin{gathered} 0.0108 \\ \mathbf{( 0 . 0 0 7 7 )} \end{gathered}$ | $\begin{gathered} 0.0267 \\ (\mathbf{0 . 0 1 6 6}) \end{gathered}$ | $\begin{gathered} 0.0218 \\ (\mathbf{0 . 0 0 9 1 )} \end{gathered}$ | $\begin{gathered} 0.0137 \\ (\mathbf{0 . 0 0 8 2}) \end{gathered}$ | $\begin{gathered} 0.0282 \\ (\mathbf{0 . 0 2 3 5}) \end{gathered}$ | $\begin{gathered} 0.0159 \\ (\mathbf{0 . 0 0 9 3}) \end{gathered}$ |
|  |  | (0,...0,20,0,...,0) | $\begin{gathered} 0.0030 \\ (\mathbf{0 . 0 0 9 9}) \end{gathered}$ | $\begin{gathered} 0.0214 \\ (\mathbf{0 . 0 1 2 7}) \end{gathered}$ | $\begin{gathered} 0.0155 \\ (\mathbf{0 . 0 1 0 6}) \end{gathered}$ | $\begin{gathered} 0.0124 \\ (\mathbf{0 . 0 0 8 1}) \end{gathered}$ | $\begin{gathered} 0.0329 \\ (\mathbf{0 . 0 1 9 1}) \end{gathered}$ | $\begin{gathered} 0.0240 \\ (\mathbf{0 . 0 1 0 1}) \end{gathered}$ | $\begin{gathered} 0.0158 \\ (\mathbf{0 . 0 0 8 6}) \end{gathered}$ | $\begin{gathered} 0.0369 \\ (\mathbf{0 . 0 2 7 4 )} \end{gathered}$ | $\begin{gathered} 0.0164 \\ (\mathbf{0 . 0 1 0 2 )} \end{gathered}$ |
|  |  | $\left(0^{* 10}, 2^{* 10}, 0^{* 10}\right)$ | $\begin{gathered} 0.0028 \\ (\mathbf{0 . 0 0 9 8}) \end{gathered}$ | $\begin{gathered} 0.0219 \\ (\mathbf{0 . 0 1 3 0}) \end{gathered}$ | $\begin{gathered} 0.0175 \\ (\mathbf{0 . 0 1 0 3}) \end{gathered}$ | $\begin{gathered} 0.0125 \\ (\mathbf{0 . 0 0 8 1}) \end{gathered}$ | $\begin{gathered} 0.0339 \\ (\mathbf{0 . 0 1 9 9}) \end{gathered}$ | $\begin{gathered} 0.0246 \\ (\mathbf{0 . 0 1 0 3}) \end{gathered}$ | $\begin{gathered} 0.0160 \\ (\mathbf{0 . 0 0 8 6}) \end{gathered}$ | $\begin{gathered} 0.0379 \\ (\mathbf{0 . 0 2 8 7}) \end{gathered}$ | $\begin{gathered} 0.0170 \\ (\mathbf{0 . 0 1 0 3}) \end{gathered}$ |
|  |  | (0............,0,20) | $\begin{gathered} 0.0015 \\ \mathbf{( 0 . 0 0 8 9 )} \end{gathered}$ | $\begin{gathered} 0.0136 \\ (\mathbf{0 . 0 1 1 9}) \end{gathered}$ | $\begin{gathered} 0.0038 \\ (\mathbf{0 . 0 0 9 1}) \end{gathered}$ | $\begin{gathered} 0.0134 \\ (\mathbf{0 . 0 0 8 1}) \end{gathered}$ | $\begin{gathered} 0.0236 \\ (\mathbf{0 . 0 1 5 8}) \end{gathered}$ | $\begin{gathered} 0.0026 \\ (\mathbf{0 . 0 0 8 0}) \end{gathered}$ | $\begin{gathered} 0.0179 \\ \mathbf{( 0 . 0 0 8 7 )} \end{gathered}$ | $\begin{gathered} 0.0255 \\ (\mathbf{0 . 0 2 3 7}) \end{gathered}$ | $\begin{gathered} 0.0026 \\ (\mathbf{0 . 0 0 8 2}) \end{gathered}$ |
|  |  | (0,...,0,2,2,..,2) | $\begin{gathered} 0.0018 \\ (\mathbf{0 . 0 0 9 0}) \end{gathered}$ | $\begin{gathered} 0.0158 \\ (\mathbf{0 . 0 1 1 9}) \end{gathered}$ | $\begin{gathered} 0.0043 \\ (\mathbf{0 . 0 0 9 2}) \end{gathered}$ | $\begin{gathered} 0.0132 \\ (\mathbf{0 . 0 0 8 2}) \end{gathered}$ | $\begin{gathered} 0.0295 \\ (\mathbf{0 . 0 1 6 0}) \end{gathered}$ | $\begin{gathered} 0.0062 \\ (\mathbf{0 . 0 0 8 6}) \end{gathered}$ | $\begin{gathered} 0.0176 \\ (\mathbf{0 . 0 0 8 6}) \end{gathered}$ | $\begin{gathered} 0.0325 \\ (\mathbf{0 . 0 2 3 9}) \end{gathered}$ | $\begin{gathered} 0.0046 \\ (\mathbf{0 . 0 1 0 4}) \end{gathered}$ |

A. Helu

Table 3. Bias and MSE (parentheses) of $\hat{\beta}_{(\cdot)}$ when $(\alpha, \beta)=(0.1,3.0)$.


Table 4. Bias and MSE (parentheses) of $\hat{\beta}_{(\cdot)}$ when $(\alpha, \beta)=(1.5,2.5)$.


### 6.1.1. Scale Parameter $\alpha$

- For progressively first-failure censoring $(k=3 \& 5)$ we can easily notice that $L_{n-m}$ is the most efficient scheme in terms of ABias and MSE values for MLE and AMLE, while scheme $\mathbf{R}_{n-m}^{*}$ is the most efficient scheme for LSE. On the other hand when $k=1$, that is the progressively type-II censoring, scheme $\mathbf{R}_{n-m}^{*}$ is the most efficient for all estimates namely MLE, AMLE and LSE.
- Notice that when $\alpha$ is small $(<1)$, the MSE values are almost identical for all the estimates regardless of the different schemes and the different values of $k$, this indicates that the estimates of $\alpha$ are sensitive to the choice of $\alpha$.
- In general, LSE and MLE have comparable ABias and MSE values, which makes LSE estimates very good competitors to the MLE estimates.


### 6.1.2. Shape Parameter $\beta$

- When $k=3 \& 5$ scheme $L_{n-m}$ is the most efficient scheme in terms of ABias and MSE values for MLE and LSE.
- For progressively type-II censoring $(k=1)$ scheme $L_{n-m}$ is the most efficient in terms of ABias and MSE values for MLE while scheme $\mathbf{R}_{n-m}^{*}$ is the most efficient for LSE.
- As for the AMLE estimates, we notice that the scheme $L_{n-m}$ is the most efficient in terms of ABias whereas scheme $L_{a, \cdots, a}$ is the most efficient in terms of MSE values for all values of $k$.
- In addition, $\hat{\beta}_{\text {LSE }}$ generally has the smallest ABias while $\hat{\beta}_{\text {MLE }}$ has the smallest MSE values.


### 6.2. Conclusions and Recommendations

In the past few years, progressive censoring has received a great attention by many researchers. This is due to its advantages in reducing the cost and time of the tests. Moreover, the availability of high speed computing resources enhances the focus on progressive censoring. In this article, we have considered the MLE, approximate MLE and LSE to estimate the unknown parameters of the IW distribution when data under consideration are progressively first-failure censoring.

It is out of question that all estimates are affected by the choice of $k$, and our goal is to compare the three methods namely MLE, AMLE and LSE and decide which is the most efficient for estimating $\alpha$ and $\beta$. It is important to point out the following:

- The results for group-1 and group-2 are very similar with slight edge improvement in favor of group-1.
- ABias and MSE values decrease as the effective sample proportion $m / n$ increases for fixed $k \& n$ and for all estimates of $\alpha$ and $\beta$.
- In general, progressively first-failure censoring (i.e. $k=3 \& 5$ ) is more efficient compared to progressive type-II censoring $(k=1)$ in terms of ABias and MSE values. This is true for MLE and LSE estimates.
- Table 1 and Table 2 clearly show that the MSE values for LSE and MLE are almost identical and their ABias is comparable. Moreover, Table 3 and Table 4 show the similarity in performance between LSE and MLE for estimating $\beta$. Keep in mind that LSE formula is simple and easy to implement compared to the formula of the MLE.
Based on this, we highly recommend using LSE method and progressively first-failure censoring scheme for estimating the parameters of the IW distribution.


## 7. Real Life Data

In this example, we consider a real life data set to illustrate the proposed method and verify how our estimators work in practice. The validity of the IW model is checked using Kolmogrov-Smirnov ( $K-S$ ) test, as well as Anderson-Darling $(A-D)$ and chi-square tests. The data set for this application came from a real highway construction project in Amman/Jordan supervised by the Greater Amman Municipality and executed by a local contractor in 2012 (http://www.ammancity.gov.jo/en/gam/index.asp). The data consist of 64 readings that demonstrate the percentage of asphalt content in hot mix asphalt specimens sampled from the mentioned project above. Percentage of asphalt content is one of the main elements of a hot mix asphalt sample characteristics that has a direct effect on the quality and durability of the pavement. That is why this data is used in this example.

| $(4.45,4.82)$ | $(4.69,4.79)$ | $(4.95,4.87)$ | $(4.29,4.70)$ | $(4.87,4.54)$ | $(4.87,4.73)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(4.86,4.26)$ | $(4.29,4.54)$ | $(4.72,4.62)$ | $(4.54,4.73)$ | $(4.52,4.74)$ | $(4.58,4.93)$ |
| $(4.98,4.28)$ | $(4.61,4.35)$ | $(4.65,4.85)$ | $(4.70,4.70)$ | $(4.87,4.98)$ | $(4.46,4.66)$ |
| $(4.87,4.44)$ | $(4.86,4.60)$ | $(4.77,4.58)$ | $(4.82,5.08)$ | $(4.73,4.62)$ | $(5.11,4.89)$ |
| $(4.84,4.76)$ | $(5.04,4.88)$ | $(4.75,4.74)$ | $(4.80,4.77)$ | $(4.72,4.72)$ | $(4.77,4.53)$ |
| $(4.51,4.59)$ | $(4.70,4.82)$ |  |  |  |  |

We fit the IW distribution based on $\alpha=0.209$ and $\beta=29.083$. We observe that $K-S=0.0864$ with $p_{\text {value }}=0.8177, \quad A-D=0.3621$ and chi-square distance $=0.6468$ with a corresponding $p_{\text {value }}=0.98576$. This indicates that the IW model provides a good fit. The initial estimates for the MLEs are chosen by using pseudo complete estimates of the MLEs. We group the data into 32 sets with 2 items in each. We modify the data to consider four types of censoring as follows:

| Case | Type of censoring | Censoring scheme |
| :---: | :---: | :---: |
| 1 | Complete data set | $k=1, R=(0,0, \cdots, 0)$ |
| 2 | First failure censoring | $k=2, R=(0,0, \cdots, 0)$ |
| 3 | Progressive type-II | $k=1, R=\left(0^{* 39}, 24\right)$ |
| 4 | Progressive first-failure censoring | $k=2, R=(12,0, \cdots, 0)$ |

The modified data sets are provided in Table 5. The evaluated Hessian matrix to guarantee the uniqueness of the MLEs is presented in Table 6. Finally, the estimates of $\alpha$ and $\beta$ based on different estimation methods are provided in Table 7.

Table 5. Progressive first-failure censored samples for the percentage of asphalt content in hot mix samples.

| Case | $n$ | m | Censored data |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 64 | 64 | 4.26 | 4.28 | 4.29 | 4.29 | 4.35 | 4.44 | 4.45 | 4.46 | 4.51 | 4.52 | 4.53 | 4.54 |
|  |  |  | 4.54 | 4.54 | 4.58 | 4.58 | 4.59 | 4.60 | 4.61 | 4.62 | 4.62 | 4.65 | 4.66 | 4.69 |
|  |  |  | 4.70 | 4.70 | 4.70 | 4.70 | 4.72 | 4.72 | 4.72 | 4.73 | 4.73 | 4.73 | 4.74 | 4.74 |
|  |  |  | 4.75 | 4.76 | 4.77 | 4.77 | 4.77 | 4.79 | 4.80 | 4.82 | 4.82 | 4.82 | 4.84 | 4.85 |
|  |  |  | 4.86 | 4.86 | 4.87 | 4.87 | 4.87 | 4.87 | 4.87 | 4.88 | 4.89 | 4.93 | 4.95 | 4.98 |
|  |  |  | 4.98 | 5.04 | 5.08 | 5.11 |  |  |  |  |  |  |  |  |
| 2 | 32 | 32 | 4.45 | 4.69 | 4.87 | 4.29 | 4.54 | 4.73 | 4.26 | 4.29 | 4.62 | 4.54 | 4.52 | 4.58 |
|  |  |  | 4.28 | 4.35 | 4.65 | 4.70 | 4.87 | 4.46 | 4.44 | 4.60 | 4.58 | 4.82 | 4.62 | 4.89 |
|  |  |  | 4.76 | 4.88 | 4.74 | 4.77 | 4.72 | 4.53 | 4.51 | 4.70 |  |  |  |  |
| 3 | 64 | 40 | 4.26 | 4.28 | 4.29 | 4.29 | 4.35 | 4.44 | 4.45 | 4.46 | 4.52 | 4.54 | 4.54 | 4.54 |
|  |  |  | 4.58 | 4.60 | 4.61 | 4.62 | 4.65 | 4.66 | 4.69 | 4.70 | 4.70 | 4.70 | 4.72 | 4.73 |
|  |  |  | 4.73 | 4.74 | 4.79 | 4.82 | 4.85 | 4.86 | 4.86 | 4.87 | 4.87 | 4.87 | 4.87 | 4.87 |
|  |  |  | 4.93 | 4.95 | 4.98 | 4.98 |  |  |  |  |  |  |  |  |
| 4 | 32 | 20 | 4.35 | 4.44 | 4.45 | 4.46 | 4.51 | 4.53 | 4.58 | 4.60 | 4.62 | 4.65 | 4.70 | 4.70 |
|  |  |  | 4.72 | 4.74 | 4.76 | 4.77 | 4.82 | 4.87 | 4.88 | 4.89 |  |  |  |  |

Table 6. The eigne-values and the determinant of the Hessian matrix for each of the four data sets.

| Case 1 |  | Case 2 |  | Case 3 |  | Case 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eigen values | $\mid$ Hessian $\mid$ | Eigen values | $\mid$ Hessian $\mid$ | Eigen values | $\mid$ Hessian $\mid$ | Eigen values | $\mid$ Hessian $\mid$ |
| $\binom{-0.220}{-70083}$ | 1541.56 | $\binom{-0.186}{-41514}$ | 7719.1 | $\binom{-0.127}{-36313}$ | 4626.0 | $\binom{-0.083}{-44025}$ | 3650.6 |

Table 7. The corresponding estimates.

| Method | $\hat{\alpha}_{\text {MLE }}$ | $\hat{\alpha}_{\text {AMLE }}$ | $\hat{\alpha}_{\text {LSE }}$ | $\hat{\beta}_{\text {MLE }}$ | $\hat{\beta}_{\text {AMLE }}$ | $\hat{\beta}_{\text {LSE }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case 1 | 0.2172 | 0.2037 | 0.2169 | 22.5324 | 40.9753 | 27.7880 |
| Case 2 | 0.2159 | 0.2172 | 0.2121 | 18.2934 | 33.4149 | 06.6950 |
| Case 3 | 0.2174 | 0.2168 | 0.2196 | 22.5052 | 31.7096 | 26.1792 |
| Case 4 | 0.2137 | 0.2133 | 0.2193 | 22.5059 | 39.1295 | 24.2470 |

It is quite clear that all the estimates for the scale parameter $(\alpha)$ are quite close to each other. It is of great importance to notice through this analysis that the estimates based on progressively first-failure are comparable with the values of the estimates based on progressively type-II censored samples and they are very close to those of the complete data set. Although $\hat{\beta}_{\text {AMLE }}$ is higher than $\hat{\beta}_{\text {MLE }}$ and $\hat{\beta}_{\text {LSE }}$, it is however comparable with its value when data is complete. Moreover, in this case $\hat{\beta}_{\text {AMLE }}$ is the closest to the complete case.
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