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Abstract 
This paper presents a novel and cost effective method to be used in the optimization of the Gaus-
sian Frequency Shift Keying (GFSK) at the receiver of the Bluetooth communication system. The 
proposed method enhances the performance of the noncoherent demodulation schemes by im-
proving the Bit Error Rate (BER) and Frame Error Rate (FER) outcomes. Linear, Extended, and Un-
scented Kalman Filters are utilized in this technique. A simulation model, using Simulink, has been 
created to simulate the Bluetooth voice transmission system with the integrated filters. Results 
have shown improvements in the BER and FER, and that the Unscented Kalman Filters (UKF) have 
shown superior performance in comparison to the linear Kalman Filter (KF) and the Extended 
Kalman Filter (EKF). To the best of our knowledge, this research is the first to propose the usage of 
the UKF in the optimization of the Bluetooth System receivers in the presence of additive white 
Gaussian noise (AWGN), as well as interferences. 
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1. Introduction 
In recent years, we have seen that the Bluetooth technology [1] becomes usable in diverse applications, in addi-
tion to being a standard feature in cell-phone devices. Due to its low costs, it has been used in most of the short 
distance communication systems, and there is a significant reason for that: the Bluetooth technology has free 
wireless bandwidth for short distance connection within 2.4 GHz frequencies. 

The proposed method in this research is employed at the Gaussian Frequency Shift Keying (GFSK) modula-
tion level in the physical layer of the Bluetooth system [2]. Bluetooth receivers implement on-coherent demodu-
lation, which results in low cost products, but unreliable and poor performance in most applications. On the 
other hand, in order to optimize a non-coherent demodulation system, some complex Maximum Likelihood Se-
quence Estimators (MLSE) are used. Figure 1 shows a top level diagram of the Bluetooth system with our con-
tribution of the robust Kalman Filter scheme. In the system block diagram, each block will be explained in detail 
in subsequent sections of this paper. We can see that the Kalman Filter (KF) is integrated in the receiver before 
the demodulation stage, so that it optimizes the detection processes. Furthermore, since we are dealing with a 
nonlinear system, the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF) are used in the 
optimization of the detected signals. 

In 1960, Rudolf E. Kalman presented his idea of Kalman Filtering in [3]. KF is an estimator that estimates the 
states in linear dynamic systems by minimizing the Mean Square Error (MMSE). Kalman invented his filter 
based on modifying the Wiener-Kolmogorov filter, which was derived in 1940. While Wiener and Kolmogorov 
developed their filters based on frequency domain analysis, Kalman proposed his filter based on time domain 
analysis. The KF originated from Baye’s probabilistic theory, in which, if a good number of past samples are 
known, then the future samples can be predicted and updated based on continuously collected results. Since 
most practical systems in real life are nonlinear, many research methods have been proposed to modify KF to be 
applied to nonlinear systems. The EKF has been proposed to be used in nonlinear systems by linearizing the 
states and measurement variables under study. In [4], the EKF has been used to optimize the received signal in 
the Bluetooth system in the presence of interferences, and produced better MSE in different Signal to Noise Ra-
tio (SNR). 

Literature [4] [5] has presented solid improvements, in which the KF proved to be useful in optimizing the 
Bluetooth system; however, the research in [5] investigated the performance of the system with the UKF. It con-
cluded that the UKF produced a better outcome than the EKF. However, that paper performed the analysis 
without considering the interferences in the 2.4 GHz band in the AWGN. The work of this paper will continue 
on their work, which was listed in [4] [5]. In this research, the KF, EKF, and UKF are integrated into the Blue-
tooth receivers. The mathematical theory and derivation will be presented. The simulation model and results 
analysis will be analyzed and compared. 

2. Literature Study 
There has been a great deal of literature, which has focused on the performance of the Bluetooth receivers. A 
 

 

Figure 1. Bluetooth system with the integrated robust Kalman Filtering 
technique.                                                        
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significant amount of research has been performed to improve the non-coherent detection in the area of signal 
processing. Most of the research has developed techniques to improve the synchronization performance in low 
complexity demodulation schemes. The following sections describe the contributions that have been done in this 
related work. 

Since 2003, up to the present, a GFSK has been optimized by many different techniques, which resulted in 
BER improvements. In [6], the authors investigated the performance of frequency hopped on GFSK for the 
Rayleigh fading channel; they showed an improvement in BER over the fading channel, which was corrupted by 
AWGN by the pilot assisted differential detection. Meanwhile, the authors in [7] proposed a new digital receiver 
for a BT, where they combined a zero crossing demodulation with the de-correlating matched filter, and it also 
was tested on the BER performance versus h , the modulation index for GFSK. 

The paper in [8] presents an improvement on the GFSK modulation method by using maximum likelihood 
sequence estimation (MLSE), based on a linearized model of the modulation. Furthermore, the authors were 
dedicated to evolving a scheme that had MLSE-oriented detection using the Viterbi equalizer considering a 
GFSK inherent inter symbol interference (ISI), with the channel gain sensitivity of 0 - 7 dB. In the article [9], 
the author proposed a new receiver design, studying the sequence detection and discovering an algorithm, which 
they called non-coherent sequence detection (NSD). The new algorithm is unique in low complexity, as it oper-
ates distinctions caused by low-cost local oscillators. The NSD is combined with a forward error correction de-
coder, which yields optimal results in real Bluetooth devices. Another proceeding [10] developed a simulator for 
the Bluetooth scatternet, which had been tested in BER performance with an ad-hoc network using the ARQ 
scheme. 

Some of these researches were proposed for the general purpose of optimization of signal detection for the 
GFSK modulation; hence, it can be considered for the Bluetooth systems improvement method. Digital carrier 
synchronization in [11] used a decision-aided data cancellation algorithm to compute the carrier frequency offset 
(CFO) for GFSK, where they measured the error difference due to the decision output between the I  and Q  
receiver channels. The CFO will be taken into account, if the orthogonal frequency division multiplexing 
(OFDM) multi-user’s technique is desirable, yet it is useful only for the multi-Piconet connection in a fading en-
vironment. Later on, a new optimization was published in a differential GFSK demodulator [12]. The author 
proposed the splitting of the transmitting data into a sequence of segments assigned different coefficients by set-
ting up the first half of the sequence as linear and the other half as non-linear. 

Some literature, which is the focus of our research, was published during the last four years. The article in [13] 
investigated the Bluetooth interference by enabling the Enhanced Data Rates (EDR) to run on three types of 
modulation techniques: Differential Quadratic Phase Shift Keying (π/4-DQPSK, 8-DPSK, and GFSK). Their 
result and analysis were impressive, because they applied to a real Bluetooth experimental application. The arti-
cle produced significant results for the three types of modulations in the packet delay, which was stable and un-
affected when the BER was 10−3 or higher. On the other hand, a study had been done on a similar topic in [14], 
in which the authors studied the interference of 802.11b WLAN, in which they developed a new Bluetooth voice 
packet synchronous connection oriented with a repeated transmission (SCORT) scheme. Their analysis focused 
on the interferences in the 2.4 GHz frequency unlicensed bandwidth, and their application was applied in a me-
dium access control (MAC) layer. This paper focused on the future work as it is presented in [5], in which the 
authors proposed an optimization method of the GFSK and DPSK demodulation schemes using UKF, without 
considering the 802.11b interference factors in their work. The authors came up with an interactive Kalman Fil-
tering technique to optimize the non-coherent GFSK and DPSK to produce better BER results. Finally, in [4] 
[15]-[17], the authors made decent contributions using an EKF for GFSK, in order to estimate the phase of the 
signal at the receiver of the Bluetooth system, while considering the 802.11b interference factors in Gaussian 
noise and non-Gaussian noise environments. 

3. GFSK Signal Description 
The GFSK modulation method is widely used in digital communications, including Bluetooth systems. Figure 2 
illustrates the GFSK modulation system, and its modulated waveform can be represented as follows [3] [5] [18]: 

    2πRe e ,     1 ,   0cj f t
m mlS t S t m M t T                              (1) 
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Figure 2. GFSK modulation block diagram.                             
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Equation (2) is the formal GFSK signal generated by shifting the carrier within the amount of m f , 
1 m M  , to reflect the digital information that will be transmitted. This GFSK modulation is different from 
the Frequency Shift Keying (FSK), because we need to avoid using signals having large spectral side lobes. The 
information-bearing signal frequency modulates a signal carrier whose frequency is changed continuously. This 
is the result of the modulated signal, which is phase-continuous, and is called the Continuous-Phase Frequency 
Shift Keying (CPFSK); hence, this type of signal has memory, and the phase of the carrier is constrained to be 
continuous [18]. 

A complete presentation of CPFSK will start to drive the signal representation from the Pulse Amplitude 
Modulation (PAM): 

   n s
n

d t I g t nT                                           (4) 

where  nI  denoted the sequence of the amplitudes obtained by mapping -bitk  block in -arrayM , informa-
tion symbols  na  can be represented in the format of  1, 2, 3, , 1M     , and  g t  is a rectangular  

pulse of the amplitude 
1

2 sT
, and duration sT  seconds. The signal  d t  is used to modulate the frequency of  

the carrier. Consequently, the complex baseband waveform  v t  can be expressed as: 
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where df  is the peak frequency deviation and 0  is the initial phase of the carrier. Therefore, by using Euler’s 
formula in order to extend an exponential complex function Equation (5) can be expressed as: 

    0
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     I                                (6) 

The  ;t I  is the time-varying phase of the carrier, which is distinct as: 

   ; 4π d ds

t

dt T f  
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 I                                (7) 
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Carrying out the integral of the phase carrier in the interval  1s snT t n T    can be represented in form: 
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 2πn n shI q t nT                                          (10) 

where: 
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The parameter h  is called the modulation index. However, we show the mathematical GFSK modulation 
proof, which has already been discussed in [18]. The GFSK has the property of a Gaussian filter applied to a 
square signal waveform. Since the square signal has either 0 s or 1 s for output, which represent bits, and when 
we multiply the Gaussian filter, the frequency increases when it has symbol 1, and decreases when the symbol is 
0, which all describes the frequency modulation (FM) criteria. The Gaussian filter can be described as follows: 

 
21

21
e

2π

t

x t 



   
                                        (14) 

ln2

2πA
                                              (15) 

where   is related to the filters 3 dB bandwidth A . 

4. Noisy Channel 
The employed channel is an additive white Gaussian noise (AWGN), which is widely and extensively used in 
wireless communication, especially with short distance connections [9]. The receiving signal can be represented 
as: 

         e j tr t s t l t n t                                  (16) 

where  s t  is described in Equation (6),  l t  represents the 802.11b interference with 40 dB free space loss, 
and  n t  is the white Gaussian noise AWGN carrying 10 mW  noise power. Figure 3 describes the channel 
structure. 

802.11 Interference Model 
IEEE 802.11b is an exponential model developed for a 2.4 GHz indoor channel. It is used for small coverage 
areas, such as a Wi-Fi network inside a building. However, the channel conditions may vary with time and loca-
tion, due to the environment being enclosed by walls, which still requires a power delay profile (PDP) to char-
acterize their channel delay and power average. The channel impulse response can be calculated through the 
 

 

Figure 3. Noisy channel structure.                                     
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output of a finite impulse response (FIR) filter; of course, each channel is modeled by a complex Gaussian ran-
dom variable with its average power. In order to determine the maximum number of paths, we need to calculate 
the RMS delay  , and sampling period sT , as [23]: 

max 10
s

p
T
                                          (17) 

Let us consider that we have a Gaussian distribution 
2

0,
2

p 
  
 

 , with mean and variance respectively. The  

maximum excess delay, according to the specification of the 802.11 channels, is 10 times the RMS delay. So, 
the power of each channel can be represented as: 

2 2
0 e

spT

p
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Figure 4 is an illustration of an example of the 802.11 indoor channel impulse response, and its power aver-
age, when 20 ns  , and 50 nssT  . 

5. Non-Coherent Detection 
The detection is part of the demodulation stage at the receiver side of the BT in Figure 1. In BT, we do not have 
a reliable receiver, or, in other words, the transmitter does not have a distinguished receiver, which has none of 
the transmitting signal property. Therefore, they are called a non-coherent detection, due to the invalid assump-
tion of the signals   ,1mS t m M  , or the availability of an orthonormal basis   ,1j t j N    [18], 
caused by either a random attenuation, or a random phase shift impact, of the signals. Hence, the non-coherent 
GFSK is modulated in the identity, when the signal phase matter for detection, Figure 5, showing how the phase 
trajectory for each bit can be acknowledged [18]. 

Obviously, Figure 5 provides a proof of our statement, when we address the GFSK modulation as a product 
of the periodic square signal and the Gaussian filter, so the phase increases A  (amplitude) when (binary 1) is 
transmitted, and decreases A  when (binary 0) is transmitted. The optimal non-coherent detection of GFSK is 
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Figure 5. Phase trajectory for binary GFSK.                              
 
the real convolution of the complex baseband waveform Equation (3): 

     Re d 2 sin 2 Δml m l s sS t S t t c m m fT



                                (20) 

where s  is denoted as the energy per transmitted symbol, Δf  is the frequency separation between signals, 
and sT  is the pulse period. Therefore, the general BER for GFSK can be evaluated using the general form of 
BER for any digital communication [2]. 
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In this case Tv  is the threshold voltage, and 0  is the test statistic, which is a basic random variable. Then,  

with the probability of transmitting 1S , and 2

1

2
S  , and an optimum threshold 0Tv  , Equation (21) yields: 
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
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6. GFSK State Space Model 
A GFSK module signal needs to be modified according to the KF procedure, because KF operates in two steps: 
a prediction and an update, so GFSK signals have a magnitude and a phase angle. For non-coherent detection, 
we proposed the phase estimation, in order to detect the information using the phase trajectory illustrated in 
Figure 5. Prediction and update processes have the relation between the previous phase and current phase esti-
mations, finding the error among them, and then predicting the next phase. 

GFSK Description 
In the KF development procedure, the implementation took place to evaluate or estimate in two steps: predict 
and update. The prediction has been computed by KF to evaluate the current phase and the previous state phase, 
finding the error, to update the future state, using the residual calculated error. GFSKs have a magnitude and a 
phase angle, which are unpredictable, due to the noise effect. Our KF are involved in two states to estimate the 
phase  ; nt I , and the difference equation  ; nt I , where nI  input data is a modulated phase [5]. The 
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dynamic system model is represented as follows: 

        
1 1

; ;  ;   1,  n n n s sk k k
t t h f t kT t k T  

 
    I I I                           (23) 
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   Hint!: kW l t n t    in Equation (16)                              (25) 

Now, our desirable result is to estimate the phase  ; n k
t I , and that can be computed using Euler’s identity 

for complex exponential functions. Therefore, the difference in the phase   
1

; n k
hf t


I  is evaluated by sum-

ming the current phase  ; n k
t I  with the previous change in the phase, where h  is the GFSK modulation 

index, and kW  is defined in Equation (24) summation of AWGN and 802.11b interference noise. 
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Equation (23) shows that the system begins the module in nonlinear format, and the receiving signal can be 
written as: 
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7. State Model 
By substituting Equation (26) into Equations (23) and (24), the state difference equations can be formalized as: 
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Noise Measurement Model 
According to the non-coherent detection, the typical receiver of AWGN has a correlated process when the re-
ceiving signal is divided in two phases: in-phase and quadratic phase components, which are the more familiar 
phase I  and Q  receiver channel when t k . 
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8. Proposed Scheme Analysis 
Referring to Figure 1, the first stage at the receiver, which we have called the “Robust Kalman Filter Scheme”, 
yields our contributed scheme, yet we are using a KF, which is one of the adaptive filters for signal processing 
manner. Although in this paper we adjust our results in three types of filters: linear KF, EKF, and UKF, all of 
them have been extensively used in stochastic random signal processing. The result could be a rich optimization 
for a wireless communication connection. Moreover, the author in [5] implemented an interactive KF, using a 
two-modulation technique, and simultaneously concluded his article by proving the UKF had a better result, but 
his effort was in the system with no interference, assuming the BT system was operated in an area such as a ve-
hicle, where there is not much 802.11b interference. Nonetheless, the authors in [4] [15]-[17] have also contrib-
uted meaningfully to the same topic, to improve the non-coherent detection for GFSK proposed in their work for 
the BT system, by involving 802.11b interference in their results. Hence, their efforts were published, conclud-
ing with using the EKF for the purpose of a nonlinear optimization minimizing the mean square error (MES). 

Beginning with our scheme description, we are designing three types of stochastic filters, as we mentioned 
earlier: linear KF, EKF, and UKF, while we have fully considered the latest literature review, as applied to the 
BT voice transmission system [19]. Consequently, we will be presenting our schemes analysis in three sections, 
each one discussing the details of our filters, and Figure 6 gives an image of our robust scheme that cascaded 
with the demodulation stage. 
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Figure 6. Slave non-coherent demodulation black diagram.                                         
 

In the early 1960s, R. E. Kalman considered the same problem that Wiener had dealt with. In his 1960 paper, 
he proposed the noise measurement to be a discrete sequence in time, applied to a continuous-time signal [20]. 
In addition, the KF recursive equation was treated as a computational loop between an input and an output of the 
dynamic system, so the loop had two major tasks: predict and update. The following is the general form of the 
linear KF equations [20] [21]: 

     1k Ax k Gw k  X                                (30) 

     k Cx k v k Z                                (31) 

where: 
process state vector at time k ktX . 

State Transition matrixkA  . 
noise coefficientkG  . 
vector measurment at time k ktZ . 
ideal noiseless connection between the measurementand the state vector at time k kC t . 
measurement errorkv  . 

Now, for our system, the general Kalman state equations need to modify the base on the signal representation 
of GFSK, so we let k kX . We assume the initial estimation of some point in time, kt , and that is based on 
our knowledge of the process prior to kt . In the process of prediction, the phase k  takes the difference from 
the previous phase angle, and now we can drive from the Equation (24): 

 2

1k k k                                             (32) 

Nonetheless, we need to have  2

k , so then we can compute k , using the joint estimation prop-

erty
1k k k   ; the Equation (32) can be written as: 

 2

11k kk k                                              (33) 

The prior (or a priori) estimate will be denoted as k̂
  where the k̂  denotes the estimate, and k̂

 , with 
“super minus”, is denoted as our best estimate prior to assimilating the measurement at kt . We can define the 
estimation error to be: 

ˆ
k k ke                                                  (34) 

8.1. Linear Kalman Filter (KF) 
First of all, we have to rewrite a KF state space model, corresponding to our GFSK modulated signal, carried in 
the general KF format in Equations (30) and (31). 

1
ˆ ˆ
k k k k kA G    W                                      (35) 

k k k kZ C  V                                         (36) 

For linear estimation, we have two types of covariance matrices that need to be considered for kW  and kV  
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vectors, which are given as [20]: 

T ,

0,
k

k i

Q i k
E

i k

     
W W                                        (37) 

T ,

0,
k

k i

R i k
E

i k

     
V V                                     (38) 

T 0,  for all  and k iE k i   WV                                (39) 

Corresponding to error Equation (34), the error covariance matrix is: 

  T
T ˆ ˆ

k k k k k k kE e e E                 
P                                  (40) 

Now, we are looking to use the measurement kZ  to improve the prior estimate, so we assume a linear 
blending of the noisy measurement and the prior estimation in the equation: 

 ˆ ˆ ˆ
k k k k k kZ C     K                                (41) 

where k̂  is the update estimation, and kK  is the blending coefficient. Thus, by using the minimum mean 
square error (MMSE), we can find an optimal kK . In order to determine the MMSE, we need to handle the ex-
pression of the error covariance in matrix form in relation to (a posteriori) the estimate: 

  T
T ˆ ˆ

k k k k k k kE e e E             
P                                   (42) 

By substituting the Equation (36) into Equation (41), we will yield a result that has been substituted in Equa- 

tion (42), and illustrate that  ˆ
k k    is the a priori estimation error, which is uncorrelated with measurement  

error. Although, from the algebraic substitutions, we will be end up with a general expression for the update er- 
ror covariance matrix. 

   T T
k k k k k k k k k

   P I K C P I K C K R K                          (43) 

Expanding Equation (43) becomes: 

 T T T T
k k k k k k k k k k k k k k

       P P K C P P C K K C P C R K                             (44) 

Optimizing kP  by process, two differentiations produce the trace of kP  with respect to kK , then solve for 

kK : 

  1T T
k k k k k k k

  K P C C P C R                                (45) 

Thus, the Equation (45) gives the suitable value of kK , which, in a sense, will control minimizing the MSE 
estimation, and is called Kalman gain. Finalizing the computation of kP  by having a routine substitution Equa-
tion (45) in Equation (44) leads to: 

   T T
k k k k k k k k k k k

      P P K C P C R K I K C P                            (46) 

Hence, we still need to find k̂
  and k

P , which are our desirable best estimations; this has to be done in a 
similar process, due to the use of the measurement 1kZ   in Equation (36). From Equation (35), neglecting the 
term k kG W , since we have the AWGN with zero mean, and, of course, not correlated, so we have: 

1
ˆ ˆ
k k kA 
                                               (47) 

Back to using the error estimation Equation (34), according to Equation (44), we have: 

1 1 1
ˆ

k k k k k ke A e w  
                                     (48) 

  TT T
1 1 1k k k k k k k k k k k k kE e e E A e w A e w A A  
  

          P P Q                    (49) 
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So far, we derived the entire KF algorithm processes associated with the modulated BT system, and Figure 7 
shows the block diagram of the KF algorithm to prove the statement of recursive equation. 

8.2. The Extended Kalman Filter (EKF) 
It was mentioned earlier, in Section 2, that [4] [15]-[17] have made meaningful contributions in the same subject 
that with which we are working, especially in using EKF for a non-coherent BT receiver. Furthermore, propos-
ing an EKF for this article becomes more a matter of comparison, and some of the better achievements will be 
illustrated in Section 10. The EKF has been developed for nonlinear dynamic systems, and nonlinear measure-
ment relationships, certainly, will require a linearization process for prediction and update measurements. Thus, 
the linearization will accommodate the general linear KF system module, so, starting with our system, we have 
an associated measurement relationship that may be written as [20]: 

   , ,k k d kf u t W t                                        (50) 

   ,k k kh t V t Z                                      (51) 

where f  and h  are known functions, du  is a forcing function, and v  and w  are uncorrelated white noise 
processes. For linearization, we may choose  k t   to be an approximate trajectory determined by the mean. 

   k k t t                                         (52) 

So, Equations (50) and (51) can be written as: 

   , ,k k d kf u t W t                                         (53) 

   ,k k kh t V t   Z                                (54) 

Now, we approximate the f  and h  functions by using Tylor’s series expansions: 

   , ,
k k

k k d k

f
f u t W t

 

   
 

 



        
                           (55) 

   ,
k k

k k k

h
h t V t

 

 
 





      
Z                              (56) 

1 1 1 1

1 1

1 1

;   ,     1,2
k k

k k k k

k k

f f h h

f h
k

f f h h

   

 

   

      
               

          
         

 

      

 

                      (57) 

Equation (57) is the Jacobian matrix, and it allows having the nominal trajectory of  k t   to satisfy the de-
terministic differential equation. From that, we can give the linearized equation as: 
 

 

Figure 7. Kalman recursive algorithm.                                                    



A. S. Alghamdi et al. 
 

 20

   linearized dynam  ics
k k

k

f
W t

 

 
 

      
                      (58) 

     linearized measurement equa,   tion
k k

k k

h
z h t V t

 

 
 





         
             (59) 

Finally, the EKF can apply to the linear KF algorithm shown in Figure 7; once the linearization process is 
taken care of, the sequences and the coefficients of the measurements  ,k kA C  can be evaluated as the fol-
lowing: 

1

1 1

0 1
k

k
k

A
A

 


  
     

                                         (60) 

 
 

T

T

sin 0 1
,     

0cos 0k

k
k

k

k

g gC
C g

g g



 

            
                        (61) 

8.3. The Unscented Kalman Filter (UKF) 
For random variables (RV), or Gaussian random variables (GRV), the UKF proposed an extension development 
of EKF, in particular, for nonlinear statistical estimation regarding the main principles of linear KF, which are 
prediction and update. Obviously, the name of UKF came after the unscented transformation (UT), which de-
veloped the solution; in another words, the UT evaluates the mean and covariance ( x  and xC ) respectively, 
of the RV, based on discrete samples projected through the associated nonlinear transformation [20]. Further-
more, the UT carries the mean and covariance of the data with the last two information samples, where these 
samples related to each other on the standard deviation and approximate dimension; this relation creates the 
sigma points from the mean, in Figure 8, showing the UT [21] [22]. 

Assuming a nonlinear function  .f  that propagates an RV x , to yield a result in another RV  y f x , 
so let us derive the UT from the sample point to estimate the mean and covariance in y  ( y  and yC ) re-
spectively. 

(i) Scaling the unscented samples: 

 

  
  

, 0

1, ,

, 1, ,

,

2

x i

i x x
i

x x
i

i

N C i N

N C i N N



 

 




   

    





X                        (62) 

where: 

 2 N k N    . 

 

 

Figure 8. The principle of UT.                                               
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dimension of state N x . 
determines spread of the unscented samples  . 
dependent on knowledge of distrubution  . 
scaling factork  . 

(ii) Transforming the unscented samples: 
 f X . 

(iii) 

 

 

0

0

2
0 0

0

1
2

2Samples weights
1

1
2

2

C

C

N

i N
N

i N
N













   




  
     
    

    

                               (63) 

(iiii) 
2

0

ˆ
N

C
y i

i

 



                                            (64) 

  
2 T

0

ˆ ˆ      
N

C
y i y y

i

C   


  
                                     (65) 

Equations (64) and (65) describe how UT computes the mean and covariance; also, Figure 9 visualizes the 
UT data process. Now, it is necessary to run the linear KF through the output of UT, starting with the basic form 
of the linear KF dynamic system, involving the process update and measurement update. 

The UKF algorithm starts from the original linear KF measurement model, and then takes inside an initial 
state where   X  for the UT processes as follows: 

 1k k kf W                                           (66) 

 

 

Figure 9. UT mean and covariance processes.                              
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 k k kh V z                                          (67) 

Equations (66) and (67) are the nonlinear UKF equations with noise inputs kW  and kV , respectively for the 
BT system, which will be considered white Gaussian noise [20] [21]. 

Initialize: 

 0 0
ˆ E                                            (68) 

  T

0 0 0 0 0
ˆ ˆP E         

                               (69) 

Calculating the sigma points: 

   1 1 1 1 1 1
ˆ ˆ ˆ

k k k k k kN P N P         
      X                                (70) 

Time update processes: 
The prediction of UKF projects the set of samples through the nonlinear Equation (66) as  1k kf

X X , and 
then reconstitutes the  a priori state estimation. For the record, as mentioned earlier, a “super minus” script 
means the optimal, or the best, estimation. 

 
2

0

ˆ
N

i
k i k

i

  



  X                                       (71) 

     
2 T

0

ˆ ˆ
N

i iC
k i k k k k k

i

P      



 
    
 
 QX X                                (72) 

Thus, after computing the optimal mean Equation (71), and its error covariance Equation (72), we can re- 
sample a new sigma point for the remainder from the following relationship: 

   ˆ ˆ ˆ
k k k k k kN P N P             X                                (73) 

The next steps are the measurement update processes, which required the sigma points operated through the 
nonlinear Equation (67). 

  i
k kh  X X                                             (74) 

 
2

0

ˆ
N

i
k i k

i

 



 z X                                            (75) 

       
2 T

ˆˆ
0

ˆ ˆ
N

i iC
zz i k k k k kk

i

P     



 
    
 
 z z RX X                                (76) 

       
2 T

ˆ ˆ
0

ˆ ˆ
N

i iC
i k k k kz k

i

P


    



   θ zX X                                (77) 

    1

ˆ ˆˆˆk zzz k k
P P

 K                                       (78) 

Finally, the Kalman gain kK  is used to update the state estimation and error covariance: 

 ˆ ˆ ˆk k k k kz    K z                                    (79) 

  T
ˆˆk k k zz kk

P P P   K K                                   (80) 

9. Simulations and Numerical Results 
The BT voice transmission system has been created on Matlab/Simulink environments [19]; the demo version 
has been modified for the purpose of our optimization. We set the transmitting signal power to 10 mW, which is 
sufficient for an indoor radius of 20 meters. The high level Simulink model is shown in Figure 10 for the BT 
system [19]. 
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Figure 11 shows the linear KF system model that has been implemented as a cascaded stage at the slave re-
ceiver side, and, as it is illustrated, it has two embedded functions: one for imaginary, and the other for real es-
timation. Furthermore, Figure 12 and Figure 13 will illustrate the modulation scheme for the EKF and UKF 
respectively, while all of the three Kalman filters have been identified in Figure 6 as a Kalman filter subsystem 
block. 

The simulation results have been analyzed in two different aspects: Bit Error Rate (BER) and Frame Error 
Rate (FER). The significance of the BER shows the performance of these types of filters in BT system applica-
tion, and, as a result, it is concluded that the UKF contributes the better result between the linear KF and the 
EKF. Moreover, the linear KF gives the worst result, which is proof of our expectation about the nonlinear 
propagation of the transmitting signals, because it is only suitable for linear purposes. According to the theoreti-
cal AWGN, shown in Figure 14, the UKF gave the best result at a high noise measurement, and at a low noise 
measurement, versus the AWGN theoretical result. 

Second, in an analysis approach based on the FER, or, in other words, on a package transmitting estimation, 
we divide every 366 bits into a frame, or a package. The package transmitting concept was more useful on 
broadcasting data transmission, and, from Figure 15, where the UKF wins the computation of the three types of 
Kalman filters, according to expectation; the UKF will produce the best results in the matter of the FER. None-
theless, the FER does not show a theoretical result, but the UKF in Figure 14 illustrates better than do the linear 
KF and the EKF. 

In summary, the experiment simulation is designed and run in different SNR values to come up with the pre-
vious results shown in Figure 13, and Figure 14, and each result was computed out of 100 bits of error. Even  
 

 

Figure 10. Top level Simulink Bluetooth system model.                                              
 

 

Figure 11. Linear Kalman Filter Scheme implemented at the robust stage at the receiver of the Bluetooth.                  
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Figure 12. Extended Kalman Filter Scheme implemented at the robust stage at the receiver of the Bluetooth.               
 

 

Figure 13. Unscented Kalman Filter Scheme implemented at the robust stage at the receiver of the Bluetooth.                
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Figure 14. Bit Error Rate (BER).                                                  
 
so, the results will be summarized in Table 1, denoting the meaningful outcomes of this experiment. 

10. Conclusion and Future Work 
In this paper, a novel achievement has been delivered through the design of the UKF, which shows a high qual- 
ity for the BT system. The challenge was not only filtering a signal, but also utilizing the optimal contributions 
from among the related works that have been done previously. Therefore, the non-coherent GFSK has been  
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Figure 15. Frame Error Rate (FER).                                            
 
Table 1. Summarizing the Kalman filters performance verses signal to noise ratio (SNR).                                  

Linear KF EKF UKF 
SNR 

BER FER BER FER BER FER 

1 0.25 1 0.27 1 0.19 0.97 

3 0.23 1 0.19 1 0.11 0.70 

6 0.21 1 0.10 0.69 0.032 0.075 

9 0.20 1 0.034 0.15 0.0065 0.025 

12 0.19 1 0.010 0.15 0.0029 0.025 

 
validated using the Bluetooth voice transmission model, which had already been created in Matlab/Simulink 
software. As a result, an improvement has been executed on the physical layer, which is where we dealt with 
non-coherent GFSK modulation and demodulation; definitely, our robust scheme has been designed in order to 
use a faster sampling rate for the execution time of the filter. 

There is always room for future works in this area, and some of them are going to be our next tasks, to con-
tinue our work. One future task will be applying the same experiment from this paper to an interactive Kalman 
filter, where the signals have to be modulated into two different techniques simultaneously for tunable purposes. 
A second task will be to develop the UKF for a multi-path fading channel, which is extensively valid for the 
802.11 indoor channel models. The third task will be to consider the multi-user OFDM system, which is useful 
for master transmitting to Piconet and scatternet; in other words, using a multi-slave receivers connection. Fi-
nally, the experiment for the in-vehicle channel mode should be created, which would be a benefit for a tremen-
dous number of the in-vehicle multimedia applications. 
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