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Abstract 
Many studies suggest that EEG signals provide enough information for the detection of human 
emotions with feature based classification methods. However, very few studies have reported a 
classification method that reliably works for individual participants (classification accuracy well 
over 90%). Further, a necessary condition for real life applications is a method that allows, irres-
pective of the immense individual difference among participants, to have minimal variance over 
the individual classification accuracy. We conducted offline computer aided emotion classification 
experiments using strict experimental controls. We analyzed EEG data collected from nine partic-
ipants using validated film clips to induce four different emotional states (amused, disgusted, sad 
and neutral). The classification rate was evaluated using both unsupervised and supervised learn- 
ing algorithms (in total seven “state of the art” algorithms were tested). The largest classification 
accuracy was computed by means of Support Vector Machine. Accuracy rate was on average 97.2%. 
The experimental protocol effectiveness was further supported by very small variance among in-
dividual participants’ classification accuracy (within interval: 96.7%, 98.3%). Classification accu-
racy evaluated on reduced number of electrodes suggested, consistently with psychological con-
structionist approaches, that we were able to classify emotions considering cortical activity from 
areas involved in emotion representation. The experimental protocol therefore appeared to be a 
key factor to improve the classification outcome by means of data quality improvements. 
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1. Introduction 
Human emotion plays a critical role in perception, cognition and (social) behavior. Good management of emo-
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tions of oneself and of others may improve the quality of life. A good management of emotions is possible only 
if individuals recognize emotions reliably. This is also true for the realization of practical applications: every 
application has to rely on either consistent offline or online emotion recognition. Offline applications may be 
used to study individuals’ responses to different stimuli (e.g., neuromarketing) and to understand the brain basis 
of decision making (e.g., rehabilitation purposes). Online applications may contribute in improving people’s 
emotional intelligence (facilitating social and emotional learning) and, in case of impaired patients or babies, 
monitoring their states (e.g. happy, relaxed, stressed, or sad). Further, online applications can exploit feedback 
from users’ emotional states to customize computerized services: a simple discrimination between pleasant and 
unpleasant emotions would allow an algorithm to learn how to improve provided performances. 

Considering that the primary objective of this study is to perform computer aided classification of some hu-
man emotions, the initial question is: what is emotion? There is no universally accepted definition of emotion, 
and ultimately the main differences in definitions relate to the approaches adopted to define them. Two widely 
accepted approaches are those of psychology and neuropsychology. From psychology perspective, the study of 
emotions is the study of the conscious representation of the emotional experience: what individuals feel. From 
neuropsychology perspective, emotion is seen as a set of coordinated responses that take place when an individ-
ual faces a personally salient situation [1], in other words, how our bodies react to emotional stimuli (even when 
the emotion perception is unconscious). In the present study we assume a middle position by trying to define 
how physiological changes occur when our feelings change. We adopt such approach assuming that, when par-
ticipants recognize their emotions well, the association between physiological data and perception of different 
feelings will be reliable.  

The reliability of data is an important matter in case of classification tasks. So the next question is: what kind 
of data should be collected? Many researchers have proposed computer aided emotion recognition methods 
based on behavioral and physiological data. Considering that even humans cannot univocally recognize emo-
tions using nonverbal communication cues such as facial expressions [2] and/or human voices [3] behavioral 
data seem to be insufficient to objectively perform such classification.  

Among different physiological data that originate both from peripheral and central nervous system, currently 
EEG signals appear to provide the most suitable information to study human emotion [4]. EEG data recorded 
with appropriate procedures may reveal information on positive and negative emotional states (approach-with- 
drawal model as in [5]) as well as information belonging to emotional components related to the emotion repre-
sentations (psychological constructionist approaches as in [6]).  

Considering that previously proposed classification methods based on EEG signals were methodologically 
solid and assuming that EEG signals are suitable for emotion classification (and/or components directly related 
to distinct affective states), it is unclear why the reported classification accuracies did not reach the 90% mark in 
most cases. A possible explanation is that the used experimental paradigm impaired data quality. If data are poor 
in quality (e.g., noisy), even the best mathematical tools fail to classify them reliably. Emphasizing the psycho-
logical perspective and analyzing the literature, we identified four points that should be improved in the experi-
mental paradigm: 1) environment and equipment setting, 2) emotion elicitation procedure, 3) evaluation of cat-
egories of stimuli and 4) evaluation of individual differences. 

Different equipment settings [7] and environmental factors may stress participants and consequently affect 
their immediate emotional state and therefore their emotional perception (see 2.2. for details). Any emotion eli-
citation procedure chosen, irrespective of its duration, triggers lasting cognitive effects that may affect the sub-
sequent cognitive functions [8]. Such overlap of cognitive effects, called carryover effect, may crucially affect 
the data [9] [10]. This implies that adjacent emotions in serial elicitations may be confused. To alleviate this ef-
fect it is beneficial to have longer inter-stimuli intervals and distractor tasks [11]. Regarding stimuli, we have to 
be sure that the EEG signals recorded are related to the affective content rather than salient physical features of 
categories of stimuli. Otherwise, there is a risk of discriminating EEG patterns that reflect physical features, in-
stead of emotions. For instance, video stimuli that are mostly composed of bright scenes and video that are 
mostly composed of dark scenes should not be the sole representatives of pleasant and unpleasant stimuli (see 
2.5 for further details), respectively. Finally, emotions recognition is firstly affected by emotions perception 
(input) and ultimately by individual ability to describe emotions (output). Also, participants may vary in their 
sensitivity to stimuli (see 2.6.2 for details). In order to collect physiological data that correspond as much as 
possible to the expected emotional states we should evaluate such individual differences, aiming to select par-
ticipants that are not emotionally biased. 
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To our best knowledge, it appears that all the above mentioned factors were not sufficiently considered in 
previous emotion classification studies based on EEG data. Unfortunately, the use of validated stimuli does not 
automatically prevent any of these potentially impairing situations. Therefore, the only solution to reduce these 
possible risks is to apply well designed controls and precautions.  

The present study integrates a standard protocol with the above mentioned additional controls on stimuli and 
participants. Using well known EEG analysis methods (applied within-subjects) and machine-learning algo-
rithms we obtained excellent results in terms of classification rates. These results suggest that a way to improve 
computer aided emotion classification reliability is through well controlled experimental protocols and indicate 
that EEG is suitable to perform online classification of human emotions (or emotion components related to emo-
tion representation). Feasibility of online applications is supported by excellent results obtained by means of 32 
electrodes. Results computed by using only 8 electrodes (AF3, AF4, F3, F4, F7, F8, T7 and T8) support the 
withdrawal model [5]. The consistence of our outcomes with psychological constructionist interpretation of 
emotions indicates that we classified information related to some components of the emotion representations. 

2. Materials and Methods 
2.1. Subjects 
Ten healthy Japanese participants took part in our study after providing written informed consent. All partici-
pants held at least a bachelor degree, five of them were males and average age was 33.1 years (s.d. = 7.0). 
Screening by Assessing Emotions Scale [12] guaranteed that participants were able to describe and manage their 
emotions (see 2.6.2.1. for details). For this questionnaire, the higher the score the better the participants were in 
terms of measured properties. The criterion for participant selection was therefore a score equal or higher than 
the average indicated in the study mentioned. Participants were paid 1000 Yen per hour and their transportation 
fee was refunded. Experiments were conducted with approval from RIKEN ethical committee. 

2.2. Equipment and Environment Setting 
One previous study provided evidences that the sensation of reality of a video stimulus is related to the size of 
visual field: the larger the visual angle the more intense the stimulus [7]. We therefore used a large display (40 
inch) and we placed the participants 1m from the display, obtaining approx. 40˚ horizontal and 30˚ vertical 
viewing span. 

It has been shown that emotional response to video stimuli is affected by environmental parameters such as 
room lighting [13] and temperature [14]. We set these parameters to be as natural and comfortable as possible to 
limit possible sources of stress. The room was lit by a dim (low luminance) lighting [15] and room temperature, 
considering that the experiment was run during winter, was set at 19˚C [16]. 

2.3. Procedures 
Participants ran the experiment individually [17] [18] using a keyboard and a mouse to answer assessment ques-
tionnaires and perform distractor tasks (see below). Instructions for these tasks appeared on the same screen 
used to display the movie clips. After participants finished reading the informed consent, they were given in-
structions and experimenters mounted EEG electrodes. 

In preliminary studies participants reported the EEG cap montage as annoying. To alleviate the possible nega-
tive effect of the headcap montage we decided to mount it as fast as possible (two experimenters were employed 
in this procedure). Nevertheless, considering that even a “quick headcap” montage could negatively affect par-
ticipants’ condition, we assessed their initial emotional state right after the electrodes were plugged. We used the 
Pleasure-Arousal-Dominance [PAD] emotion assessment scale [19] to quickly measure participants’ emotional 
state in terms of affective components (pleasant-unpleasant dimension), activation (arousal-nonarousal dimen-
sion) and control (dominance-submissiveness dimension). Each combination of these three (numerically as-
sessed) dichotomous dimensions defines distinct emotional states. 

After a quick evaluation of participant’s answers to the PAD test, we were able to define that all of them were 
in a neutral state, or nearly so, therefore without further procedures we recorded the EEG baseline (2 minutes in 
total). Baseline recording was composed of two parts: initially a closed-eye condition (one minute), then an 
acoustic signal was played to indicate the open-eye condition which lasted for another minute. Ten seconds after 
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the baseline recording we started the emotions elicitation procedure using video clips (Figure 1).  
Each participant watched each video clip once with presentation order randomized. The randomization was 

organized in four sequential blocks; each block consisting of four videos (one for each target emotion). In each 
block, the first and the third video were randomly chosen among sad and disgusting videos and the second and 
the fourth among amusing and neutral ones. However, the fourth video displayed in the last block was always an 
amusing video clip to allow participants to leave the experimental room in a positive emotional state. This 
counterbalanced randomization was adopted to minimize possible residual carryover effects: knowing that emo-
tional stimuli work additively we avoided to show two similar emotions stimuli contiguously (e.g. a sad and a 
disgust stimulus are similar in the pleasantness dimension).  

Elicited emotions fade or get biased with time after the end of the video and the questionnaire’s completion 
[20]. Taking this into account, we asked participants to assess their emotions directly after each video. We used 
a post-film questionnaire similar to the one initially proposed in [1] (see 2.6.3. for details). Afterwards, partici-
pants were given a distractor task to alleviate the carryover effects between videos presentation (Figure 1(b)). 

As it has been previously proposed [11], we used a drawing task as distractor task. Participants, using a mouse, 
could chose different colors and control a brush aiming to reproduce the simple geometric figures displayed on 
the screen. These figures were presented in 3 different colors and either overlapping or not overlapping. At the 
end of the distractor task, the participants clicked on a button displayed on the screen. The video-clip that fol-
lowed was displayed 10 seconds after the button was pressed. The time between two subsequent video stimuli, 
which was decided by the participants, was on average around 3 minutes. 

2.4. Instructions 
During the quick EEG cap and electrodes wiring, participants were instructed on how to assess their emotions. 
We asked them to report: 1) their actual feeling and not their expected emotional reaction to video stimuli (and 
here we reminded them that responses were anonymous) and 2) how they felt during the video display, avoiding 
therefore report of their general mood or attitude. These instructions are similar to ones previously used in [21]. 
 

 
Figure 1. Experimental procedure. (a) Initially we assessed partici-
pants’ emotional state (using the PAD scale) and then recorded a 
baseline (2 minute of duration). After 10 s break, we started the 
emotions elicitation procedure. Duration of the emotions elicitation 
procedure was on average one hour and ten minutes. (b) For sixteen 
times (one time for each video-clip) we displayed the video stimulus 
and right after we assessed the participants’ emotional state (using 
the post-film questionnaire). Once participants filled the post-film 
questionnaire they had to perform a distractor task. A waiting time of 
10 seconds was set between the end of the distractor task and the 
display of a new video. Duration of video-clips was in the range 
from 40 s to 324 s; Post-film questionnaire duration time was on av-
erage 88 s; distractor task duration was on average 56 s. In total, the 
inter-stimuli duration time was on average 154 s.                  

(a)

(b)
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Participants were also instructed that they could skip any uncomfortable videos and take a break if they 
thought it was required. In the latter case, we asked them to take a break after they filled out the post-video 
questionnaire (see 2.6.3. for details). Finally, we asked participants 1) to find a comfortable seating position; 2) 
to be still and not move during the stimulus display to avoid artifacts in EEG recording. 

2.5. Video Stimuli and Analysis 
We selected 16 video stimuli, four videos for each investigated emotion (sadness, disgust, neutral and amuse-
ment). These video clips were classified as very effective stimuli in previous extensive validation studies [22] 
[23]. Following the instructions in [22] [23] we took the video-clips from the movies indicated in Figure 2. 

All videos were presented in their original languages (English and French) with Japanese subtitles. “Amputa-
tion of Arm” video clip [previously used in [22] was without audio track. “When a man loves a woman” was 
classified as tender movie clip in [23]. Nevertheless, considering the assessment scores reported in [23], we de-
cided to use it as neutral stimulus. Videos length was variable: from 40 s to 324 s for the shortest and longest 
clip, respectively. 

We adopted video stimuli because they have a very high level of emotional intensity (response strength and 
breadth), ecological validity, standardization (highly controlled conditions) and attentional capture [1]. Further-
more, since videos possess both auditory and visual modalities, they provide the highest complexity in terms of 
physical features [1]. Feature complexity may help to reduce the possibility that features of stimuli are classified 
instead of categories of emotions because of the similarities among salient features of stimuli that belong to the 
same class of emotion. 

To control for this we analyzed static and dynamic visual features of the video stimuli. Results of this analysis 
are summarized in Figure 3, in which we show that the stimuli in the same emotional category are scattered all 
over the feature space, and stimuli of different emotional categories have large overlaps in feature space, thus 
making impossible to classify stimuli into their intended emotional categories by using these static and dynamic 
visual features. 
 

 
Figure 2. Video stimuli have been taken from the indicated movies following the instruction given in the rela-
tive studies [22] [23]. Length of video-clips minutes and seconds is indicated below titles. As indicated in [23] 
three videos were taken from the movie “Blue”, the two shorter ones were combined into a single video-clip.     
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Figure 3. Static and dynamic feature analysis of video stimuli. The main plot (on left) illustrates the relationship and distri-
bution of lightness and motion energy in video stimuli. Colored clouds represent videos according to the emotional category 
of the stimulus (see legend). The clouds enclose the area of points of which the coordinates represent the values of mean 
lightness in the center of the screen and motion energy during the whole duration of video clips. Colored circle markers show 
the expected value. Colored clouds show summary values for all frames of all 16 video stimuli. Four panels on the right 
shows the results for each category separately.                                                                 
 

Overall, we evaluated 29 features of the video stimuli. These 29 features were composed of two subgroups. 
The first subgroup of 19 features was based on either luminance or color (in two color-spaces RGB and Lab) in 
different portion of the screen. The remaining 10 features were: the mean and standard deviation of inter-frame 
difference (latter referred to as “motion energy” here), the mean spatial and temporal frequency, their ratio, and 
the slopes of amplitude spectra (see Appendix for further details). 

All luminance measures were highly correlated. For all the video-clips the relationship between the mean lu-
minance [L0] and the feature with the lowest average correlation with all other features is displayed in Figure 3. 
This figure indicates that static and dynamic features of video-clips were similar and well balanced among all 
presented videos and among emotional categories. 

2.6. Measures 
2.6.1. Physiological Data 
EEG data were continuously collected with a Biosemi Active 2-system with 32 active electrodes and 2 reference 
electrodes corresponding to 10 - 20 international system. We have connected PC’s audio card line output to the 
Biosemi amplifier. Audio track was used as temporal marker during the video display. All signals were sampled 
at 2048 Hz sampling frequency. 

2.6.2. Assessment of Individual Differences Related to Emotion 
The following questionnaires (2.6.2.1. and 2.6.2.2.) were administrated to assess the participants’ differences to 
perceive and manage their emotions. First, the Assessing Emotions Scale was used to select participants of this 
study. We intended to not recruit participants with poor ability to describe their feelings. However, since sensi-
tivity to different modalities of stimuli may vary in participants this screening criterion may be not sufficient. 
For instance, differences in empathy can elucidate how participants will react to certain stimulus modalities [24]. 
To test this hypothesis we also measured the participants’ empathetic processes using the questionnaire created 
by Davis [25]. This questionnaire (the Interpersonal Reactivity Index) assesses 4 subscales of empathetic proc- 
esses. When a study relies on emotion elicitation procedures that involve imagery-tasks or video-stimuli, a 
measure of participants’ empathic process toward fictional scenes (a subscale of Davis’ questionnaire) may elu-
cidate whether the participants are suitable for such emotional study. Both surveys, originally written in English, 
have been translated to Japanese. The assessing emotions scale has been previously translated in other languages 
such as Hebrew, Polish, Swedish and Turkish version [12]. 
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a) Assessing Emotion Scale 
The questionnaire, also known as the Schutte Emotional Intelligence Scale or the Self-Report Emotional In-

telligence Test [12], was used to measure the emotional intelligence using a 33 self-report items. Each item is 
self-descriptive and is rated on 5-point scale from “strongly disagree” to “strongly agree”). Different studies [12] 
demonstrated that the items, organized in four distinct subscales, are related to four factors. These factors meas-
ure perception of emotions, managing emotions in the self, social skills or managing emotions of others, and uti-
lizing emotions. Previous studies [26] have shown that the Assessing Emotions Scale has a very good internal 
consistency as demonstrated by the Cronbach’s alpha evaluated across different samples: on average 0.87. Our 
criterion was to not accept participants with a score below the average. 

b) Fantasy Scale—Interpersonal Reactivity Index (IRI) 
IRI [25] is a 28 items questionnaire developed to investigate the empathic process in a multi-dimensional 

perspective. Each item is self-descriptive and is rated on a 5-point scale (from “strongly disagree” to “strongly 
agree”). Four factors are evaluated by means of four seven-item subscales. The subscales are the perspective 
taking scale, the empathic concern scale, the personal distress scale and the fantasy scale. In our study the fan-
tasy scale was administered to measure how much a respondent is empathetic to fictional scenes (theatrical re-
presentations, movies or books). For each subscale, Davis found significant differences between men and wom-
en. Therefore the internal reliability coefficients were computed separately. Cronbach’s alphas of the fantasy 
scale were 0.78 and 0.75 for men and women, respectively [25].  

2.6.3. Emotional Assessment: Post-Film Questionnaire 
Our post-film questionnaire was based on a previously used emotion self-report inventory [1]. Our participants 
retrospectively reported how they felt during the video clip display.  

We divided the questionnaire in two parts. The first one (21-item questionnaire) was based on emotion adjec-
tives. At first 19 items were defined (amusement, anger, anxiety, calmness, confusion, contempt, disgust, em-
barrassment, excitement, fear, guilt, happiness, interest, joy, love, pride, sadness, shame and surprise) and 2 
items could be optionally chosen by participants (they could choose one, two or no extra emotion self-report 
items). Each item was rated on an 8-point scale (from “strongly disagree” to “strongly agree”).  

The second part was based on items that refer to general emotion dimensions. Following a previous study [27] 
we decided to use pleasure, arousal, dominance and surprise as dimensions. Each dimension was expressed in an 
opponent scale (e.g., pleasantness-unpleasantness). Respondents had to rate each dimension using a continuous 
scale (ranged from 1 to 5) located on a horizontal bar. The bar extremities were marked with emotionally oppo-
site extremes of the dimension. For instance, in the pleasure dimension, a rating of 1 meant the participant felt 
extremely pleasant, while a rating of 5 meant the participant felt extremely unpleasant. A rating of 3 indicated a 
neutral state where dimension components were equally balanced. 

2.7. Data Analysis 
All the data were analyzed using Matlab (by Mathworks Corporation) and LabVIEW (by National Instruments 
Corporation). We followed the standard data analysis and classification procedure: 1) EEG preprocessing; 2) 
feature extraction; 3) feature reduction; 4) evaluation of classification rate. One participant asked for many 
breaks during the experiment and eventually reported to have headache; we excluded this participant from data 
analysis. The other nine participants on average asked to have two breaks during the experiment. Following the 
instructions, they asked for breaks during the drawing tasks. Experiment duration was on average two hours in-
cluding mounting the headcap and breaks. All the results presented in later sections were computed on data col-
lected from nine participants, five of them were men. 

2.7.1. EEG Preprocessing 
The following preprocessing was conducted before further analysis. At first, EEG data was down sampled to 
256 Hz. Then, portions of the data that contain eye blinks or EMG related artifacts were deleted by visual in-
spection. In our experiment, the participants were instructed to be still during stimuli presentation. Therefore, the 
EMG related artifacts were very few. EEG data was then filtered by a band-pass filter in the range of 0.16 - 70 
Hz. Because of the possible noise from 50 Hz power line, data was then filtered again by a notch filter with re-
jection of 50 Hz. Finally, we recorded EEG data during all the experiment but just data recorded during each 
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video display was selected to compute the classification. 
Such EEG data was segmented into 6-seconds long epochs. For each video, the first epoch corresponded to 

the beginning of the display of the video and the last epoch was starting at six seconds before the video end. 
Further, each epoch was overlapping with its consecutive one by five seconds. Between two adjacent epochs we 
had therefore just one second of new information. For instance, having a hypothetical video of ten seconds 
length, we would consider just four 6-seconds long epochs. Selected epochs were individually calculated for 
further analysis using the Short Term Fourier Transformation [STFT] as described below. 

2.7.2. Feature Extraction Method: STFT 
For classification of EEG signal into emotion categories, it is necessary to extract features from the signal. The 
main task of feature extraction is to derive the salient features which can map the EEG signals into consequent 
emotions. There are several well known categories of feature extraction methods: 1) time domain analysis; 2) 
frequency domain analysis; and 3) time-frequency analysis. In our case, we chose STFT, which is a well used 
time-frequency analysis, because STFT can reveal the salient properties of a signal in detail in the time fre-
quency domain with high resolution and is less affected by cross disturbance of multi-component signal.  

To extract features, each of the 6 s long epochs was analyzed with STFT, with a Hanning window of 256 
samples (1 s long) and a time step of 64 samples. The number of frequency bins was 256, thus the resulting fre-
quency resolution was 128 Hz (Nyquist Frequency)/256 = 0.5 Hz. From the results of the STFT, we calculated 
the average magnitude of spectral power of five bands of frequencies: 0.16 - 4 Hz (Delta); 8 - 13 Hz (Alpha); 14 
- 21 Hz (Lower Beta); 21 - 30 Hz (Upper Beta); 30 - 40 Hz (Gamma).  

For each participant and each epoch, we subtracted the power of the baseline (the open-eye session) from the 
power averaged over that epoch, thus removing the baseline effect. As a result, we obtained five band-power 
values for each epoch and each electrode. As this analysis was conducted for all 32 electrodes, each epoch was 
finally represented by 5 × 32 = 160 features. For classification of emotions, each epoch was tagged with a label 
of the target emotion of the video that played during the epoch was generated. We decided to use such labeling 
because the evaluation of participants’ assessment [28] indicated that target stimuli were properly assessed. 

2.7.3. Feature Reduction and Classification 
Linear Discriminant Analysis [LDA] is a well known method for reducing dimensionality of the features space. 
For a classification task, LDA computes a linear combination of features which characterizes or separates two or 
more classes of objects. We used LDA for features reduction because it is known to perform better than PCA or 
factor analysis in classification tasks where there are pre-assigned labels to data. 

With LDA, for each epoch we obtained three features which are the linear combination of 160 original fea-
tures representing one epoch. Beside these three features, LDA computed also the LDA weight matrix which 
was used later to classify test data (as described below). After having a reduced the number of features, we ap-
plied several clustering and supervised learning algorithms to classify the EEG epochs into their emotional cat-
egories. We applied the LDA feature dimensionality reduction followed by classification analyses to data indi-
vidually measured. Further, as it is usually done in machine learning computational procedures, we divided data 
into two subsets (training and test data set). The procedure was to apply the LDA classification learned with the 
training subsample data to the test subset and then to evaluate the test data classification accuracy rate using the 
classification functions resulting from clustering and supervised learning algorithms computed on training data 
(Figure 4). 

We randomly selected epochs from the original data set to populate these 2 subsamples. We individually 
computed the accuracy rate resulting from four participants’ data (Figure 5) in order to identify how to split the 
original data between the two samples. For each classification computed, we considered the percentage of data 
used in both subsamples: from 20% to 80% in the training subsample and the remaining data in the test one. Con- 
sidering the outcomes of this basic analysis, we decided to equally split the original data (50% in each subset). 

The common procedure to cross validate data of participants is to evaluate all participants in the same data set. 
On top of that, we cross-validated our data sets using individual training and test subset because our analysis re-
vealed that there was very low correlation (r < 0.1) among LDA weight matrices of participants. We therefore 
assumed that the weight matrices (and therefore the emotional representation) are unique among participants due 
to individual differences. 

To verify this assumption we cross validated our data using the leave-one-out method, leaving out one par-  
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Figure 4. We displayed how classification accuracy is 
computed (stage 1 and stage 2) for two subsamples of the 
original data set (called training and test, respectively). To 
reduce the features of test data set we used LDA weight 
matrix evaluated on training data. To evaluate accuracy 
rates computed on test data set we used the classification 
functions evaluated on training data by means of cluster 
and supervised learning algorithms.                     

 
ticipant at a time. We made this choice because, using LDA method in case of strong differences among indi-
vidual data, there is a high risk to evaluate just small portion of information that is probably related to common 
noise across the participants instead to salient emotional information. Classification accuracy evaluated by 
leave-one-out method is extremely poor: on average 33.51% among all participants. This indicates that partici-
pants are very different (no common pattern emerges among participants) and ultimately supports the use of 
within-subjects analysis. 

Finally, to consider individual data as unique is consistent with the idea that emotion representations is indi-
vidually developed based on the link between the sensory representation of a stimulus and its value in the affec-
tive working memory [29]. Affective working memory is shaped by changes in visceromotor response (e.g., au-
tonomic, chemical, and behavioral). Visceromotor responses affect our body state, contributing to creation of 
pleasant and unpleasant feelings (e.g., a vasodilatation is perceived as pleasant while a vasoconstriction is per-
ceived as negative). 

3. Results 
3.1. Classification 
Individual test data was analyzed using the following algorithms for classification of epochs which are already  
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Figure 5. Classification accuracy rates as function of dimension of training 
and test data set. Individual results of 4 participants are displayed. Note that, 
for all evaluated participants, accuracy rates were barely improved by increas-
ing the dimension of training data over 50%. 100% of original data were al-
ways split in such two subsamples.                                     

 
tagged with target emotions. Basically, we used two types of algorithms: 1) Supervised learning algorithms and 
2) Clustering algorithms. 

1) Supervised learning algorithms: 
a) Error Back-propagation [BP] (Number of hidden neuron = 5, Output neurons = 4, Min MSE = 1E-5, in 

delta MSE = 1E-8, Min Step length = 1E-8, Iterations: 1000, Percentage of Training data: 80, test = 20); 
b) Learning Vector Quantization [LVQ] (number of neurons = 4, Tolerance = 1E-5, Iterations: 1000, Learning 

rate = 0.1); 
c) Support Vector Machine [SVM] (All-against-one, soft margin = 2, gamma = 2, kernel = linear, percentage 

of training data = 50, test data = 50).  
2) Clustering algorithms: 
a) Vector Quantization [VQ] (Learning rate = 0.1, Max Iterations: 50, Tolerance: 0.00001); 
b) Fuzzy C-Means Clustering [FCM] (Fuzzifier m = 2, Max iterations: 500, Tolerance = 0.00001); 
c) K-means (L2, Max Iterations = 50, Tolerance: 0.0001); 
d) K-medians (L1, Max Iterations = 50, Tolerance: 0.0001). 
Classification accuracy results are reported in Table 1. Using SVM we obtained the best results in terms of 

classification accuracy: on average 97.2% among all participants evaluated on test data (within interval 96.7% - 
98.3%). 

Table 1. Classification accuracy rate has been individually computed using several supervised learning and 
clustering algorithms. The highest accuracy in terms of average is obtained with SVM algorithm. 

3.2. EEG Power Spectrum 
Several studies support argument that among all cortical areas, it is just the frontal lobes that may significantly 
express neuronal correlates of emotional responses [30]. The hemispherical activity asymmetries found by us are 
consistent with the previous observation about the frontal EEG alpha asymmetry and withdrawal model [5]. Re-
garding the frontal activity asymmetry in the alpha band, Coan found that a response to negative emotions is re-
lated to larger frontal right activity [31] (we shall refer as frontal right asymmetry); other studies showed that a 
larger frontal left activity is related to a response to positive emotions [32] [33]. 
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To investigate this, we calculated the spatial distribution of alpha band power by averaging epochs from all 
participants that are labeled with each emotion, obtaining four grand-averaged head maps for the four emotion 
categories, as showed in panel A of Figure 6. Considering that the relatively higher brain activity is associated 
to a relatively lower alpha band activation [34], it is possible to see that the rate of a frontal right asymmetry is 
larger in categories of negative emotions (sad and disgust).  

This frontal right asymmetry became weaker for relatively more positive emotion (neutral) and weakest for a 
positive emotion (amusement). Ranking of investigated emotions obtained using the ratio of left over right fron-
tal power (Figure 6(b)) is consistent with the valence dimension indicated in the circumplex model of affect 
[35]. 

Finally, as it is possible to see in panel A of Figure 6, we found other EEG power asymmetric differences 
among other areas (temporal, parietal and occipital lobes). To best of our knowledge, in previous studies such 
asymmetries were not specifically associated to processes related to emotions. 
 

Table 1. Classification accuracy rates.                                                     

Participants 
Supervised Learning Algorithms Clustering Algorithms 

SVM BP LVQ FCM K-Means K-Medians VQ 
1 96.8 94.8 95 95.2 94.7 91.8 91.7 
2 96.9 95.8 95.6 94.9 89.1 87.1 86.8 
3 97.8 96.1 95.6 95.5 89 93.7 92.6 
4 97.7 96 95.9 95.9 93.7 91.3 95.8 
5 97.2 96.1 95.8 95.5 84.3 91.8 84.7 
6 96.7 95.7 95.4 95 93.8 87.7 88.9 
7 98.3 96.8 96.1 96.1 89.6 89.4 91.7 
8 96.9 96 94.8 92.6 91.9 91.8 92.5 
9 96.8 95.1 94.6 94 91.9 92.1 91.5 

AVG 97.2 95.8 95.4 95 90.9 90.7 90.7 
 

 
Figure 6. (a) Average of participants’ EEG power spectrum among stimuli cate-
gories (categories correspond to the four emotions) measured approximately on 
EEG alpha band (from 8 - 13 Hz). We subtracted the individual EEG power rec-
orded during the baseline (eye-open) before to evaluate participants’ average. In 
frontal areas clear EEG power spectrum differences are evident among all condi-
tions. (b) Ratio of average of participants’ EEG alpha power spectrum measured 
in left frontal electrodes (2, 3 and 4 in panel A corresponding to AF3, F7 and F3) 
over right frontal electrodes (27, 28 and 29 in panel A corresponding to F4, F8 
and AF4) during the four categories of emotional stimuli used in the study.        

(a)

(b)
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3.3. Electrodes Reduction 
Electrode set reduction is commonly investigated mainly to facilitate a possible online data evaluation even 
without powerful processors [36]. Many methods were proposed to reduce the electrodes number [37] [38]. 
Sometimes functional hypotheses may lead to the optimal electrodes placement but ultimately is always the ac-
curacy rate that defines the best pool of electrodes. 

Reviewing the literature we found that several emotional studies with promising results employed similar 
pools of electrodes to classify human emotions [38]-[40]. Several of these studies shared exactly the same pool 
of electrodes because they relied on EEG data taken with commercial device (such those produced by Emotiv© 
that uses electrodes located in AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 according to the 
American Electroencephalographic Society Standard).  

Six frontal electrodes indicated in these previously adopted pools of electrodes (AF3, AF4, F3, F4, F7 and F8) 
were the same to the one suggested from our EEG power results (Figure 6(a)). In our study, as previous studies 
suggested [5] [31] the (asymmetrical) activity in frontal lobes seems to be meaningful in the emotional processes. 
According to psychological constructionist approaches, among other areas, ventromedial prefrontal cortex 
(VMPFC) and medial temporal lobe are involved in the emotion representation (probably the representation of 
pleasantness-unpleasantness), indeed.  

Specifically the VMPFC belongs to a functional circuit responsible of a neural representation that modulates 
the visceromotor control (e.g., autonomic and behavioral responses) as part of value-based representation of an 
object [41]. Further, VMPFC may provide information used in affective judgments [29]. The medial temporal 
lobe, associated with VMPFC and orbitofrontal cortex, is part of another functional circuit that entails the threat 
or reward value of a stimulus [29] by connecting the sensory information about stimulus with the perceived state 
induced by somatovisceral changes [42]. 

Assuming that in proximity of the above defined medial temporal lobe we could derive some information re-
lated to the emotional representation, we extended the set of six electrodes to eight by adding two temporal elec-
trodes (T7 and T8) as also suggested in previous studies [38] [39]. Combining these findings we obtained a pool 
of eight electrodes: AF3, AF4, F3, F4, F7, F8, T7 and T8. To evaluate what classification accuracy we can 
achieve with these eight electrodes instead of the original 32, we replicated our initial classification procedure 
on the reduced electrode set. Results are reported in Table 2. Using 8 electrodes out of 32, the best rate of indi-
vidual classification is 92.5% and the average classification rate is 87.5%. 

Table 2. For each participant we computed the individual classification accuracy rates by means of SVM al-
gorithm using a selected pool of electrodes. The electrodes used were: AF3, AF4, F3, F4, F7, F8, T7 and T8. 

3.4. Fantasy Scale and Classification Accuracy 
Assuming that the classification accuracy computed individually reflects how well participants’ emotional re-
presentations were consistent with target emotions, we tested whether there was a correlation between their em-
pathic disposition toward fictional scenes (see 2.6.2.2. for details) and the emotional representation. We  
 

Table 2. Classification accuracy rates for selected pool of electrodes.                      

Participants 
Supervised Learning Algorithms 

SVM 

1 90.5 

2 89.8 

3 81.4 

4 90.6 

5 86.0 

6 84.1 

7 84.5 
8 92.5 
9 88.1 

AVG 87.5 
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expected that a relatively high reactivity to fictional stimuli was associated with a better elicitation of target 
emotion, resulting in relatively better individual emotional representation and higher classification accuracy. 
However, correlation analysis between fantasy scale scores and accuracy rates revealed no significant correla-
tion (r = 0.31, p = 0.2). 

4. Discussion 
In this paper, we reported effective classification of four emotional states using EEG features extracted by 
means of STFT. We support the idea that EEG can effectively classify conscious emotions (or components of 
emotion representation). We applied several well-known machine learning algorithms for feature classification. 
The classification accuracy of 97% that we obtained is quite high and promising for real life application. As we 
expected, supervised learning algorithms like SVM and BP provides higher accuracy, though at the cost of 
longer training times. The FCM clustering algorithm provides the best accuracy on average among the clustering 
methods applied.  

Considering the immense signal differences among participants, we took individually all the epochs for each 
participant and extracted LDA features, resulting in computation of a unique LDA weight matrix. As our analy-
sis was performed offline, extension to online classification of emotions in real time requires new data to be 
classified correctly and for each new participant it is necessary: first to record some EEG data with emotional 
stimuli, second to compute STFT and LDA features, and as third step to use the LDA weight matrix for classifi-
cation of new data from the same participant. We consider this process of extracting LDA weight matrix as a 
form of “calibration”, before the system is ready to classify specific emotions online. We tested this hypothesis 
splitting available data into training and test data sets, where training data were used as calibration for new data 
(test data). The resultant high classification accuracy indicates that this method is very promising for online de-
tection of emotions. 

At present, the proposed method is not designed to work online and the offline calibration is unavoidable for 
classification of new data. Nevertheless, such offline solution should be not considered a limit of this study be-
cause even online BCI systems require an individual calibration/learning stage; single user has to learn how to 
produce different patterns of signal (biofeedback) and at the same time the machine (the algorithm) has to learn 
how to recognize these patterns. This process usually gradually improves by means of trial repetition. In this re-
gard our method is faster and easier to implement, since it does not require the user to actively learn how to per-
form a specific mind task.  

Further, we could obtain such excellent classification results of test data just because we collected EEG data 
of high quality1. In other words, good results can be obtained if data within specific (emotion) category are con-
sistent. In our study, considering that we proposed several controls to assure that the recorded EEG signals were 
in response to specific emotions, high accuracy results suggest that our data were representative of investigated 
emotions. Finally, the effectiveness of the protocol used is further established by considering that, in contrast to 
most of studies that evaluated many complex and sometimes parameters proposed ad hoc, computing just simple 
power spectrum data we obtained the best accuracy rates so far. 

Nevertheless, we want to emphasize that it is nearly impossible to make a comparison among classification 
studies. Comparison is difficult because, especially in the data acquisition protocol, studies widely differ from 
each other. One key difference in this study is that while most other studies used relaxation task (such as breath-
ing task) or presented relaxing video/audio between stimuli we used a distractor. In our view, using a distractor 
task is more effective in neutralizing the emotional state of participants during the experiment. Beside the novel-
ties proposed in the current study, to the best of our knowledge these set of emotions and the actual video-clips 
have never been used before in any similar extensive EEG study. 

Previous studies mostly investigated classifications of basic emotions. From a categorical approach perspec-
tive [43] every basic emotion belongs to complete distinct family of emotions. Nevertheless, it is still not clear 
which emotional framework is most suitable to define emotions: categorical or dimensional approach [44]. Since 
we chose emotions belonging to different families, we evaluated possible differences in the emotional spaces 
(dimensional approaches) in order to select emotions defined as well distinct by both emotional frameworks. We 
investigated different emotional spaces because the number of dimensions that composes the emotional space is 
relative to the chosen model. We evaluated different dimensional models [27] [34] and [45] to identify the most 

 

1EEG data collected in this experiment are available for download at: http://bsi-ni.brain.riken.jp/index.html.en 
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different emotions in terms of spatial distance. It is therefore possible to argue that our results are related to a 
classification of very different emotional states. Intuitively it is easier to discriminate between two very different 
emotional states rather than between similar ones. 

Display of relative EEG alpha spectral power is consistent with the frontal EEG alpha asymmetry approach 
and withdrawal model. Classification accuracy of a pool of reduced electrodes, besides indicating the impor-
tance of the frontal lobes in the emotional processes, suggests that those electrodes provide the most meaningful 
information (at least in terms of emotions classification). Consistent with psychological constructionist ap-
proaches, location of electrodes selected in the pool suggests that the information provided is relative to some 
components of emotion representations that are connected with the valence dimension (pleasant-unpleasant). 
Alpha power asymmetries analysis indicates four distinct degrees of withdrawal (and therefore valence) and, at 
least from a construct perspective (Russell’s Circumplex model of affect), the four emotional states investigated 
are characterized by different levels of valence (and arousal). Classification accuracies obtained using 32 and 8 
electrodes are very encouraging in future employment and development of EEG-based methods for online emo-
tion classification. 

Finally, assuming that we measured some components of emotional representation, high accuracy rates may 
indirectly suggest that participants well perceived and recognized the affective stimuli used. It appears that emo-
tional stimuli were also well assessed as it is supported by results obtained from analysis of self assessment 
scores (self-assessment classification accuracy rate averagely >90%). These results may support our initial idea 
that some participants are more suitable for emotional studies. Considering that our participants were not low in 
emotional intelligence and with high variance in their measures of empathy toward fictional scenes (see 2.6.2.2.), 
we concluded that for them different empathetic skills were not relevant to define actual differences in emotion-
al processes. In other words in this study the mere participants screening based on emotional intelligence would 
have been sufficient to grant consistency between emotional states and physiological data. 

5. Conclusion 
We presented an approach which allows us to considerably improve classification accuracy of human emotions. 
Results suggest that it is possible to classify some selective human emotions using EEG in a reliable way and 
that it will be feasible to perform online emotion classification. Our spectral power analysis is consistent with 
the frontal EEG alpha asymmetry effect and withdrawal model. Electrodes reduction localized the most valuable 
information to classify emotions in ventromedial prefrontal, frontal cortex and medial temporal lobe. Previous 
studies indicate such areas are involved in representation of emotional valence (pleasant-unpleasant). This sug-
gests that the four emotion categories we used are distinctly separable at least in the valence dimension. Further 
investigation regarding classification of emotions with similar perceived valence is needed to test the effective-
ness of alpha asymmetry as a potential detector of distinct emotions. We also believe our improved experimental 
protocol played a key role in achieving very high classification accuracy. Finally, we argued that, since there is 
very high individual difference in representation of emotions, participants should be analyzed individually. We 
conclude that future experiments with a large number of participants (e.g., N = 100) are needed to further under-
stand the degree of individual difference, separability of emotion-classes and to finally understand the emotion 
specific EEG patterns that underlie the mental states. Such study will probably enable us to propose a generic 
classification model of emotion. 
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Appendix 
We have analyzed a possible relationship between static and dynamic visual features of the video stimuli and 
their emotional category. The results are summarized in Figure 3 and Figure 7, in which we show that stimuli 
in all categories cover roughly the same area of the feature space. We show that videos from same emotional 
category vary in features while in some cases videos from different category have the same characteristics 
(Figure 3). All together we have evaluated 29 features. The first group of features (N = 19) was based on either 
luminance or color (in two color-spaces RGB and Lab) in different part of the screen. The rest of the features (N 
= 10) were the mean and standard deviation of inter-frame difference (referred to as “motion energy” here), the 
mean spatial and temporal frequency, their ratio, and the slopes of amplitude spectra. All luminance measures 
were highly correlated (Figure 7). The Figure 3 shows the relationship between the mean lightness (L0) and the 
motion energy. Motion energy was used as the feature with the lowest average correlation with all other fea-
tures. 

Each movie was processed frame by frame in two color spaces, RGB and Lab (L: lightness; a: red-green op-
ponent-dimension; b: yellow-blue opponent dimension). We analyzed the whole frame as well as a square patch 
with (side of approximately 1deg visual angle) from the center of the screen. In case of spectral features we used 
the mid-line of the stimulus. Characteristic frequencies ƒx0, ƒt0 were computed as medians of spatial and tem-
poral amplitude spectra. The speed value V was the ratio of the characteristic frequencies V = ƒt0/ƒs0. The 
slopes of spectra are computed as the exponent of linear regression to the spectra after transformation into 
log-log coordinate space. 
 

 
Figure 7. Correlation of features of video stimuli. The figure shows 
the correlations between different features over time. We chose fea-
tures that characterize the stimulus’ color, lightness, textures (spectral 
features) and dynamics (temporal spectra and inter-frame difference). 
In the first group we analyzed color and lightness features: L0, L1, cL0, 
cL1, L0, A0, B0, L1, A1, B1, B0, G0, R0, B1, G1, R1, cB0, cG0, cR0, 
cB1, cG1, cR1, the letters LABRGB stand for names of channels of the 
two color spaces used (Lab and RGB), numbers 0 and 1 stand for mean 
and standard deviation respectively and presence of letter “c” means 
that feature was evaluated in the central 1deg patch of the stimulus. E0 
and E1 are the mean and standard deviation of inter-frame pixel dif-
ference. The last group of measures were computed after frames of 
video were transformed into the frequency domain, features ƒs0 and 
ƒt0 are median frequencies of spatial and temporal amplitude spectra, 
ƒt0/ƒs0 their ratio and slope_s and slope_t the slopes of linear regres-
sion of amplitude spectra in the log-log coordinates.                 



Scientific Research Publishing (SCIRP) is one of the largest Open Access journal publishers. It is 
currently publishing more than 200 open access, online, peer-reviewed journals covering a wide 
range of academic disciplines. SCIRP serves the worldwide academic communities and contributes 
to the progress and application of science with its publication. 
 
Other selected journals from SCIRP are listed as below. Submit your manuscript to us via either 
submit@scirp.org or Online Submission Portal. 

 

    

    

    

    

mailto:submit@scirp.org
http://papersubmission.scirp.org/paper/showAddPaper?journalID=478&utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/ABB?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/AM?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/AJPS?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/CE?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/ENG?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/Health?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/JCC?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/JMP?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/JEP?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/AS?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/FNS?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/PSYCH?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/NS?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/ME?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/JCT?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper
http://www.scirp.org/journal/AJAC?utm_source=pdfpaper&utm_campaign=papersubmission&utm_medium=pdfpaper

	Individual Classification of Emotions Using EEG
	Abstract
	Keywords
	1. Introduction
	2. Materials and Methods
	2.1. Subjects
	2.2. Equipment and Environment Setting
	2.3. Procedures
	2.4. Instructions
	2.5. Video Stimuli and Analysis
	2.6. Measures
	2.6.1. Physiological Data
	2.6.2. Assessment of Individual Differences Related to Emotion
	2.6.3. Emotional Assessment: Post-Film Questionnaire

	2.7. Data Analysis
	2.7.1. EEG Preprocessing
	2.7.2. Feature Extraction Method: STFT
	2.7.3. Feature Reduction and Classification


	3. Results
	3.1. Classification
	3.2. EEG Power Spectrum
	3.3. Electrodes Reduction
	3.4. Fantasy Scale and Classification Accuracy

	4. Discussion
	5. Conclusion
	Acknowledgements
	References
	Appendix

