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ABSTRACT 

This paper addresses the problem of single-channel speech enhancement in the adverse environment. The critical-band 
rate scale based on improved multi-band spectral subtraction is investigated in this study for enhancement of sin-
gle-channel speech. In this work, the whole speech spectrum is divided into different non-uniformly spaced frequency 
bands in accordance with the critical-band rate scale of the psycho-acoustic model and the spectral over-subtraction is 
carried-out separately in each band. In addition, for the estimation of the noise from each band, the adaptive noise esti-
mation approach is used and does not require explicit speech silence detection. The noise is estimated and updated by 
adaptively smoothing the noisy signal power in each band. The smoothing parameter is controlled by a-posteriori sig-
nal-to-noise ratio (SNR). For the performance analysis of the proposed algorithm, the objective measures, such as, SNR, 
segmental SNR, and perceptual evaluations of the speech quality are conducted for the variety of noises at different 
levels of SNRs. The speech spectrogram and objective evaluations of the proposed algorithm are compared with other 
standard speech enhancement algorithms and proved that the musical structure of the remnant noise and background 
noise is better suppressed by the proposed algorithm. 
 
Keywords: Single-Channel; Speech Enhancement; Critical-Band Rate Scale; Spectral Over-Subtraction; Adaptive 

Noise Estimation; Objective Measure; Speech Spectrograms 

1. Introduction 

Speech is the very basic way for humans to convey infor- 
mation to one another [1]. In many circumstances, the 
speech signals are severely degraded due to different 
types of background noises that limit their effectiveness 
for communication and make the listening difficult for a 
direct listener [2]. Therefore, the removal of noise com- 
ponents from the degraded speech and, in turn, its enhan- 
cement has been the main purpose of researches in the 
field of speech signal processing over the preceding few 
decades and it still remains as an open problem. The aim 
of the speech enhancement research is to minimize the 
effect of noises and make the speech more pleasant and 
understandable to the listener and thereby, to improve 
one or more perceptual aspects of speech, such as overall 
speech quality and/or intelligibility [3]. These two fea- 
tures, quality and intelligibility, are however uncorrelated  

to each other in a certain context. For example, a very 
clean speech of a speaker in a foreign language may be 
of high quality to a listener but at the same time it will be 
of zero intelligibility. Therefore, a low quality speech 
may be high in intelligibility while a high quality speech 
may be low in intelligibility [4].  

The classification of speech enhancement methods 
depends on the number of microphones that are used for 
recording speech data into single, dual or multi-channel. 
Though the performance of multi-channel speech enhan- 
cement is found to be better than single-channel speech 
enhancement [1,3], the single-channel speech enhance-
ment is still a significant field of research interest be-
cause of its simple implementation. Single-channel 
speech enhancement method requires the noise estima- 
tion process during speech silences. The estimation of the 
spectral magnitude from the noisy speech is easier than 
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the estimate of both magnitudes and phases. In [5], it is 
revealed that the short-time spectral magnitude (STSM) 
is more important than phase information for intelligibil- 
ity and quality of speech signals.  

The spectral subtraction method proposed by Boll [6] 
is one of the widely used single-channel speech enhan- 
cement approaches based on the direct estimation of 
STSM. The main attraction of the spectral subtraction 
method is: 1) its relative simplicity. It only requires an 
estimate of the noise spectrum; and 2) its high flexibility 
against subtraction parameters variation. Usually, the 
spectral subtraction method uses the statistical informa- 
tion of silence region, detected by a voice activity detec- 
tor (VAD). However, if the background noise is non- 
stationary, it will be difficult to use VAD. Also, the en-
hanced speech obtained by conventional spectral sub- 
traction has shortcomings that the speech contains the 
perceptually noticeable spectral artifacts, known as the 
remnant musical noise, which is composed of unnatural 
artifacts with random frequencies and perceptually an- 
noys the human ear. In recent years, a number of speech 
enhancement algorithms have been proposed which deal 
with the modifications of the spectral subtraction method 
to combat the problem of remnant musical noise artifacts 
[7-11] and improve the quality of speech in noisy envi- 
ronments. 

In this paper, critical-band rate scale based on improved 
multi-band spectral subtraction algorithm is proposed for 
enhancement of the single-channel speech. The proposed 
algorithm (PM) uses a new noise estimation approach to 
estimate the noise adaptively and continuously from the 
nearby previous speech frames without explicit speech 
silence detection. In addition to this, a smoothing para- 
meter is used which is controlled by a-posteriori SNR. 
The PM attempts to find the optimal trade-off between 
speech distortion and noise reduction. 

The paper is organized as follows: In Section 2, we 
describe the principle of the spectral subtraction method 
[6], spectral over-subtraction algorithm [7] for enhance- 
ment of degraded speech and a noise estimation approach 
is presented to estimate the noise. In Section 3, we de- 
velop and present critical-band rate scale based on im- 
proved multi-band spectral subtraction algorithm for en- 
hancement of speech in adverse conditions. Experimental 
results and performance evaluations are done in Section 
4, followed by the conclusions in Section 5.  

2. Principle of Spectral Subtraction Method 

In real-world conditions, the speech signal is generally 
degraded by additive noise [3,6]. Additive noise is typi- 
cally the background noise and is uncorrelated with the 
clean speech signal. The speech signal degraded by 
background noise is named as noisy speech. The noisy 

signal can be modeled as the sum of the clean speech 
signal and the random noise [3,6] as  

      , 0, 1y n s n d n n N             (1) 

where  is the discrete time index and  is the num-  n N
ber of samples in the signal. Here,  y n ,  s n , and 

 d n  are the  sample of the discrete time signal of  thn

noisy speech, clean speech and the noise, respectively. 
As the speech signal is non-stationary in nature and con- 
tains transient components, usually the short-time Fourier 
transform (STFT) is used to divide the speech signal in 
small frames for further processing, in order to make it 
stationary over the frames. Now representing the STFT  
of the time windowed signals by  WY  ,  WD  , and 

 WS  , (1) can be written as [6,12], 

    W W WY S D                (2) 

where   is the discrete frequency index of the frame. 
The spectral subtraction method mainly involves two 

stages. In the first stage, an average estimate of the noise 
spectrum is subtracted from the instantaneous spectrum 
of the noisy speech. This is named as basic spectral sub- 
traction step. In the second stage, several modifications 
like half-wave rectification (HWR), remnant noise re- 
duction and signal attenuation are done to reduce the 
signal level in the non-speech regions. In the entire proc- 
ess, the phase of noisy speech is kept unchanged because 
it is assumed that the phase distortion is not perceived by 
human ear [5]. Therefore, the STSM of noisy speech is 
equal to the sum of STSM of clean speech and STSM of 
noise without the information of phase and (2) can be 
expressed as 

     W W WY S D               (3) 

where       expw w yY Y j    , 

      expw w yS S j    ,  

      expw w yD D j     and  y   is the  

phase of the noisy speech. To obtain the short-time  
power spectrum of noisy speech,  wY   is multiplied 

by its complex conjugate  *
wY  . In doing so, (2) be-  

come  

         
   

2 2 2 *

*

w w w w w

w w

Y S D S D

S D

   

 

  




  (4) 

Here  *
wD   and  *

wS   are the complex conjugates 

of  wD   and  wS   respectively. The terms  

  2

wY  ,   2

wS  , and   2

wD  , are referred to as  
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verse STFT (ISTFT) of the enhanced spectrum using the 
phase of the noisy speech and overlaps-add (OLA) 
method, can be expressed as 

the short-time power spectrum of noisy speech, clean 
speech, and random noise respectively. In (4), the terms  

  2

wD  ,    *
w wS D   and    *

w wS D   cannot  

       ˆISTFTˆ expw ws Sn j   y      (7) be obtained directly and are approximated as,  

  2

wE D  ,     *
w wE S D   and  On the contrary, a generalized form of spectral subtrac-

tion method (6) can be obtained by changing the power 
exponent from , which determines the sharpness 
of the transition. 

2 to b    *
w wE S D  , where .E  denotes the ensemble  

averaging operator. As the additive noise is assumed to 
be zero mean and orthogonal with the clean speech, the  

      ,  0ˆ ˆb bb

w w w bDYS    terms     *
w wE S D   and     *

w wE S D   re-         (8) 

duce to zero [3]. Therefore, (4) can be rewrite as where 2b   represents the power spectrum subtraction 
and 1b   represents the magnitude spectrum subtrac- 
tion.  

      
   

2 2 2

22

ˆ

ˆ

w w w

w w

S E

D

Y D

Y

  

 

 

 
      (5) 

The drawback of spectral subtraction method is that it 
suffers from some severe difficulties in the enhancement 
process. From (5), it is clear that the effectiveness of 
spectral subtraction is heavily dependent on accurate 
noise estimation, which additionally is limited by the per- 
formance of speech/pause detectors. A VAD perform- 
ance degrades significantly at lower SNR. When the 
noise estimate is less than perfect, two major problems 
occur, remnant residual noise, referred as musical noise, 
and speech distortion. The spectral over-subtraction al- 
gorithm proposed by Berouti [7] is the improvement of 
magnitude spectral subtraction algorithm [6]. 

where  
2ˆ

wS   and   2

wY   is the short-term power  

spectrum of estimated speech and the noisy speech, re-  

spectively. The  
2ˆ

wD   is the estimated noise power  

spectrum [12]. 
In spectral subtraction method, it is assumed that the 

speech signal is degraded by additive white Gaussian 
noise (AWGN) with flat spectrum; therefore, the noise 
affects the signal uniformly over the complete spectrum. 
In this method, the subtraction process needs to be done 
cautiously to avoid any speech distortion. The spectra 
obtained after subtraction process may contain some 
negative values due to inaccurate estimation of the noise 
spectrum. Since, the spectrum of estimated speech can 
become negative due to over-estimation of noise, but it 
cannot be negative, therefore a half-wave rectification 
(setting the negative portions to zero) or full-wave recti-
fication (absolute value) are introduced. Half-wave recti-
fication (HWR) is commonly used but it introduces an-
noying noise in the enhanced speech. Full-wave rectifi-
cation (FWR) avoids the creation of annoying noise, but 
it is less effective in suppressing noise. Thus, the com-
plete power spectral subtraction algorithm is given by 
(see Equation (6)) 

2.1. Spectral Over-Subtraction Algorithm 

An improved version of spectral subtraction method was 
proposed in [7] to minimize the annoying noise and dis- 
tortion. In this algorithm, the spectral subtraction method 
[6] uses two additional parameters, over-subtraction fac- 
tor, and noise spectral floor parameter   [7]. The algo- 
rithm is given as (see Equation (9)) 
with 1 and 0 1    . 

The over-subtraction factor controls the amount of 
noise power spectrum subtracted from the noisy speech 
power spectrum in each frame and spectral floor para- 
meter prevents the resultant spectrum from going below 
a preset minimum level rather than setting to zero (spec-
tral floor). The over-subtraction factor depends on a-pos-  

As the human perception is insensitive to phase [5], 
the enhanced speech is reconstructed by taking the in  

 

          
2 22 2

2 , if  ˆ ˆ
ˆ

0 else

w w w w
w

D D
S

Y Y  


 
 



                    (6)

 
   

 
 

 

2

22

2 2

2

1
, if

. , els

ˆ
ˆ

ˆ e

ˆ
w

w w

w w

w

D
D

YS

D

Y


  
  

 


     




                    (9)
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teriori segmental SNR. The over-subtraction factor can 
be calculated as 

  min 0
0

max

SNR
SNR

 
 

 
  

 
          (10) 

Here  

min max min max1, 5, SNR 5 dB, SNR 20 dB       

and  is the desired value of 0 0 4α      at  

0 dB SNR . These values are estimated by experimental  
trade-off results. The relation between over-subtraction 
factor and SNR is shown in Figure 1.  

This implementation assumes that the noise affects the 
speech spectrum uniformly and the subtraction factor 
subtracts an over-estimate of noise from noisy spectrum. 
Therefore, for a balance between speech distortion and 
remnant musical noise removal, various combinations of 
over-subtraction factor  , and spectral floor parameter 
  give rise to a trade-off between the amount of rem- 
nant noise and the level of perceived musical noise. For 
large value of parameter  , a very little amount of 
remnant musical noise is audible, while with small  , 
the remnant noise is greatly reduced, but the musical 
noise becomes quite annoying. Therefore, the suitable 
value of   is set as per (10) and 0.03  . 

This algorithm reduces the level of perceived remnant 
musical noise, but background noise remains present and 
enhanced speech is distorted. 

2.2. Noise Estimation 

In real-world environment, the noise does not affect the 
speech signal uniformly over the complete frequency 
spectrum. Some of the frequency components of speech 
are affected more adversely than others due to this type 
of noise. This kind of noise is referred as non-stationary 
or colored noise [12]. Therefore, the noise spectrum es-
timation is the fundamental requirement of speech en-  
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Figure 1. The relation between over-subtraction factor and 
SNR. 

hancement algorithm. If the noise estimate is too low, 
annoying remnant noise will be audible, and if the noise 
estimate is too high, speech will be distorted, possibly 
resulting in intelligibility loss. There are many methods 
to estimate the noise power, especially during speech 
activity. The non-stationary noise power can be esti- 
mated using minimal-tracking algorithms [13], and time- 
recursive averaging algorithms [14,15]. In the recursive- 
averaging type of algorithms [14,15], the noise spectrum 
is estimated as a weighted average of the past noise esti- 
mates and the present noisy speech spectrum. The 
weights change adaptively depending on the effective 
SNR of each frequency bin. In this paper, the non-sta- 
tionary noise estimate is updated by adaptively smooth- 
ing the noisy signal power as a sum of the past noise 
power and the present noisy signal power without the 
need of an explicit speech pause detection. The smooth- 
ing parameter is controlled by a linear function of a-pos- 
teriori SNR.  

The noise estimate can be calculate as first order re- 
cursive algorithms as 

     
    

2 2

2

, , , 1

1 ,

ˆ ˆ

,

d dk k k

k Y k

   





 

 

 
       (11) 

where  is the frame index, k   is the frequency bin  

index,  2 ,d k 
th

 is the noise power spectrum estimation 

in the   frequency bin of current frame and  

  2
,Y k  is the short-time power spectrum of noisy  

speech. Further,  , k   is a time and frequency de-  

pendent smoothing parameter whose value depends on 
the noise changing rate. 

The smoothing parameter is the time-varying fre-
quency dependent parameter that is adjusted by the 
speech presence probability. In [16], the smoothing pa-
rameter  , k   at frame k  is selected as a sigmoid 
function changing with the estimate of the a-posteriori 

 SNR k . 

 
   

1
,

1 exp SNR ,
k

a k
 




  T
     (12) 

where parameter  in sigmoid function (12) affects the 
noise changing rate and is a constant with a value be- 
tween 1 to 6. The parameter T  in (12) is the cen- 
ter-offset of the transition curve in sigmoid function and 
the value of  are around 3 to 5. A plot of smoothing 
parameter against the a-posteriori SNR at different val- 
ues of  and different values of  is shown in Fig- 
ures 2(a) and (b), respectively.  

a

T

a T

The update of noise estimate must be performed only 
in the absence of speech at the corresponding frequency  
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Figure 2. Plot of smoothing parameter against the a-pos- 
teriori SNR: (a) for different value of α, and (b) for different 
values of T. 
 
bin. This can be performed by controlling the smoothing  

factor  , k   depending on the a-posteriori  SNR k   
defined as 

 
 

 

2

10
2

1

,
SNR , 10log

1
,d

m

p

Y k
k

k p
m




 





 
 
 









  (13) 

where the denominator part is the average of the noise 
estimate of the previous  frames (previous 5 to 10 
frames) immediately before the frame . 

m
k

In [16], a different function was proposed for compu-  
ting  as  , k 

 
  
1

, 1 min 1,
NR ,

p
k

k
 



    
 S




     (14) 

where p  is an integer, and  is given by 
(13). 

SNR , k 


The slope parameter  in (12) controls the way in 

which smoothing parameter  changes with 
a-posteriori SNR. Generally, larger values of 

a
 , k 

  in (12) 

lead to larger values of  , k   and slower noise up- 
dates, whereas smaller values of  in (12) give faster 
noise updates, at the risk of possible over-estimation 
during long voiced intervals. It results in smoothing pa- 
rameter being close to 0 when the speech is absent in 
frame , that is, the estimate of noise power in frame 

 follows rapidly the power of the noisy signal in the 
absence of speech. On the other hand, if speech signal is 
present, the new noisy signal power is much larger than 
the previous noise estimate. Thus, the value of smoothing 
parameter increases rapidly with increasing SNR. Hence, 
the noise update is slower or eventually stops because of 
the larger value of the smoothing parameter. Theoreti- 
cally, the a-posteriori SNR should always be 1 when 
noise alone is present and greater than 1 when both 
speech and noise are present.  

a

k
k

The main advantage of using the time-varying smoo-  
thing factor  , k  , is that the noise power will be  

adapted differently and at different rates in the various 
frequency bins, depending on the estimate of the a-pos-  
teriori  R kSN  in that bin.  

3. Critical-Band Rate Scale Based Improved 
Multi-Band Spectral Subtraction 
Algorithm 

It is well-known that the sensitivity of human ear varies 
non-linearly in the frequency spectrum [17]. Therefore, 
the notion of critical-band is important for describing 
hearing sensations such as perception of loudness, pitch, 
and timbre. A commonly used scale for signifying the 
critical-bands is the critical-band rate scale. The criti- 
cal-band rate scale divides the range of human auditory 
frequency spreads from 20 Hz to 20 kHz into 24 criti- 
cal-bands (CBs). However, the frequency bandwidth of 
the narrowband human voice is typically only 4 kHz. 
Therefore, the bands in the proposed algorithm are de- 
rived in such a manner that it closely matches the psy- 
choacoustic frequency scale of human ear. 

Based on the measurements by Zwicker et al. [18], the 
critical-band rate scale can approximately be expressed 
in terms of the linear frequency as 

   
 21 4

13 tan

3.5 t 0

z f f1 4

1

7.6 10

an 1.33 f

  

  
       (15) 

Here,  z f  is the critical-band rate scale in Bark, and 
f  is the frequency in Hz. For the implementation of our 

proposed algorithm, the sampling rate is chosen to be 8 
kHz. In Figure 3, a mapping between the physical (linear) 
frequency scale and the critical-band rate scale is shown 
[18]. The corresponding critical bandwidth (CBW) of the 
center frequencies can be expressed by 
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Here  is the band number, i K  is the total number of 
non-uniformly spaced frequency bands. The segmental 
SNR of the  Band can be calculated as  thi
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     (19) 

Here  2ˆ
id   is estimated using (11). The band spe-  

cific over-subtraction can be calculated, using Figure 
1, as (see Equation (20)). 

The scale factor i , in (17), is used to provide an ad- 
ditional degree of control over the noise subtraction level 
in each non-uniformly spaced frequency band. The val- 
ues of i  is empirically determined and set to Figure 3. Mapping between the physical frequency scale 

and critical-band rate scale. 
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   0.696 2CBW 25 75 1 1.4 10c cf f        (16) 

where cf  is the center frequency (Hz). Within this 
bandwidth, there are approximately 18 critical-bands as 
listed in Table 1 [18]. According to the specifications of 
center frequencies, lower and upper edge frequencies of 
the CBs are given in Table 1.  

where if  is the ending frequency of  Band and thi sf   

is the sampling frequency. Since most of the speech en-
ergy is present in the lower frequencies, smaller values of 

i  are used for the low-frequency bands in order to 
minimize speech distortion.  

In this paper, the linearly frequency spaced multi-band 
approach [8] is modified to non-uniformly frequency 
spaced bands [19]. Therefore, the estimate of the clean 
speech spectrum in the  non-uniformly spaced fre-
quency band [20] is obtained by 

thi
It is computationally inefficient to separate the whole 

speech spectrum into such a large number of non-unifor- 
mly spaced frequency intervals, as given in Table 1, be-
cause it is very difficult to set the value of additional 
band over-subtraction empirically, for each CB, sepa-
rately. Thus, the CBs, as in Table 1, are grouped together 
into six non-uniformly spaced frequency bands each 
containing three conjugative CBs. Therefore, the speech 
spectrum analysis is performed in a total number of six 
non-uniformly spaced frequency bands, closely matching 
with the non-uniform frequency spacing given by the 
human auditory system. In our algorithm, the speech 
spectrums has been divided into six frequency bands 
with ranges of {20 Hz - 300 Hz (Band 1), 300 Hz - 630 
Hz (Band 2), 630 Hz - 1080 Hz (Band 3), 1080 Hz - 
1720 Hz (Band 4), 1720 Hz - 2700 Hz (Band 5), 2700 Hz 
- 4 kHz (Band 6)}, and spectral over-subtraction is car-  
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where          1.i ik k    

Here,  and  are the beginning and ending fre-

quency edges of the  non-uniformly spaced fre-  

ik 1ik 

thi
quency band. The i  is the over-subtraction factor for 

the non-uniformly frequency spaced band-specific analy- 
sis, which is the function of the segmental SNR. The  
segmental  is computed using spectral com- SNR i

ponents from each Band  as i

   1 12 2ˆ, , 1, 2,i i

ii i

k k

i dk k
Y i    

 
  , K     (18) 

ried-out independently in these  6K K   non-overlap- 
ping non-uniformly spaced frequency bands. 
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Table 1. Critical-bands rate scale of the human auditory 
system for frequency bandwidth of 4 kHz. 

CB rate 
(Bark) 

Lower 
edge 

freq. (Hz) 

Upper edge 
freq. (Hz) 

Center 
freq. (Hz) 

CBW 
(Hz) 

1 20 100 50 100 

2 100 200 150 100 

3 200 300 250 100 

4 300 400 350 100 

5 400 510 450 110 

6 510 630 570 120 

7 630 770 700 140 

8 770 920 840 150 

9 920 1080 1000 160 

10 1080 1270 1170 190 

11 1270 1480 1370 210 

12 1480 1720 1600 240 

13 1720 2000 1850 280 

14 2000 2320 2150 320 

15 2320 2700 2500 380 

16 2700 3150 2900 450 

17 3150 3700 3400 550 

18 3700 4000 3850 - 

 

+
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Figure 4. Block diagram of proposed algorithm. 

 
In Figure 4, the block diagram of improved multi- 

band spectral subtraction algorithm based on critical- 
band rate scale for speech enhancement is shown. 

4. Experimental Results and Performance 
Evaluation 

This section presents the experimental results and per- 
formance evaluation of the proposed enhancement algo- 
rithm as well as comparison with the basic spectral sub- 

traction (BSS) algorithm and multi-band spectral sub- 
traction (MBSS) algorithm. For simulations, we have 
employed MATLAB software as the simulation envi- 
ronment. The noisy speech samples have been taken 
from NOIZEUS speech corpus [21]. The NOIZEUS is 
comprised of 30 phonetically balanced sentences be- 
longing to six speakers, three male and three female, and 
degraded by seven different real-world noises at different 
levels of SNRs. The corpus is sampled at 8 kHz and 
quantized linearly using 16 bits resolution. A total of four 
different utterances, (three male speakers and one female 
speaker), from NOIZEUS corpus, are used in our evalua- 
tion. The noises have different time-frequency distribu- 
tions, and therefore a different impact on speech. Hence, 
eight types of noises, seven real-world noise and a com- 
puter generated white Gaussian noise, have been used for 
the evaluation of the proposed speech enhancement algo- 
rithm. The real-world noises are car, train, restaurant, 
babble, airport, street, and exhibition. The performance 
of the proposed speech enhancement system is tested on 
such noisy speech samples. 

In our experiments, the frame size is chosen to be 256 
samples, i.e., a time frame of 32 ms, with 50% overlap- 
ping. The sinusoidal Hamming window with size 256 
samples is applied to the noisy signal. The noise estimate 
is updated adaptively and continuously using the smoo- 
thing parameter (11). For calculation of smoothing pa- 
rameter, the value of  and T is chosen to be 4 and 5, 
respectively in the sigmoid function (12).  

a

For the comparison purpose, two classes of multi-band 
spacing are employed in this paper. Firstly, we use a 
uniformly frequency spaced multi-band spectral subtrac- 
tion algorithm where the over-subtraction factor i  is 
computed for each uniformly spaced frequency band [8]. 
In this algorithm, four uniformly spaced frequency bands 
{60 Hz - 1 kHz (Band 1), 1 kHz - 2 kHz (Band 2), 2 kHz 
- 3 kHz (Band 3), 3 kHz - 4 kHz (Band 4)} have been 
taken. The value of over-subtraction factor i  is deter- 
mined using Figure 1 and (20), and the value of addi- 
tional over-subtraction factor i  for each band is set as 
per [8]. The value of spectral flooring parameter   is 
taken as 0.03 [8] and noise estimate is updated during the 
silence frames by using averaging.  

For our proposed algorithm (PM), several implemen- 
tations with various numbers of bands have been consid- 
ered [19,20]. It has been found that the performance of 
the algorithm does not improve, for bands numbering 
more than six. Thus, the CBs, as in Table 1, are grouped 
together into six non-uniform bands and each band con- 
taining three conjugative CBs. Therefore, the spectrum 
analysis is performed in a total number of six non-unifor- 
mly spaced frequency bands, closely matching with the 
non-uniform frequency spacing given by the human au- 
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ditory system. These numbers of bands gives an optimal 
speech quality. The noise in each band is estimated by 
using the adaptive noise estimation approach as pre-  
sented in Section II. The value of i  is calculated as per  
(20) and i  is fixed as per (21). The value of spectral 
flooring parameter parameters has been taken to be same 
as the reference algorithm (MBSS) [8]. 

To test the performance of proposed speech enhance- 
ment algorithm, the objective quality measurement tests, 
signal-to-noise ratio (SNR), segmental signal-to-noise 
ratio (Seg.SNR), perceptual evaluation of speech quality 
(PESQ) tests and speech spectrograms are used. It is well 

known that the segmental SNR is more accurate in indi- 
cating the speech distortion than the overall SNR. The 
higher value of the segmental SNR indicates the weaker 
speech distortions [12]. The PESQ measures prove to be 
highly correlated with the subjective listening tests. The 
higher PESQ score indicates better perceived quality 
[22]. 

The output SNR, output Seg.SNR and PESQ impro- 
vement score of the proposed algorithm (PM) in com- 
parison to MBSS and BSS for real-world noises and 
white Gaussian noises are shown in Table 2. From the 
results given in Table 2, we can conclude that the SNR 

 
Table 2. Output SNR (Global), Output Seg. SNR and Perceptual evaluation of speech quality (PESQ) measure results of en-
hanced speech signals at (0, 5, 10, 15) dB SNRs. English sentence “The sky that morning was clear and bright blue” produced 
by a male speaker is used as original signal. 

SNR (dB) Seg.SNR (dB) PESQ Improvement Score 
Noise 
Type 

Enhancement 
Algorithms 

0 dB 5 dB 10 dB 15 dB 0 dB 5 dB 10 dB 15 dB 0 dB 5 dB 10 dB 15 dB

BSS 0.95 1.40 1.59 1.71 0.86 1.17 1.28 1.33 1.749 1.925 2.154 2.213 

MBSS 2.75 7.05 9.61 12.85 2.68 6.86 9.39 12.59 1.496 1.982 2.259 2.602 Car 

PM 4.34 9.31 12.30 15.63 4.23 9.05 12.05 15.41 1.435 1.625 2.432 2.640 

BSS 1.24 1.43 1.59 1.67 1.12 1.20 1.29 1.32 1.873 1.666 2.079 2.156 

MBSS 4.07 5.73 9.55 11.78 3.88 5.53 9.35 11.59 1.513 1.696 2.129 2.382 Train 

PM 5.32 7.83 11.80 14.79 5.12 7.60 11.59 14.58 1.522 1.611 2.143 2.327 

BSS 2.07 1.59 1.84 1.64 1.75 1.27 1.37 1.30 1.682 1.843 2.002 2.165 

MBSS 2.66 6.02 9.54 11.18 2.52 5.84 9.29 10.90 1.842 2.062 2.367 2.603 Restaurant 

PM 2.35 7.45 11.52 14.36 2.14 7.25 9.96 14.38 1.633 1.958 2.321 2.563 

BSS 1.47 1.52 1.63 1.74 1.19 1.21 1.29 1.35 1.481 1.924 2.110 2.215 

MBSS 2.66 5.95 9.54 11.81 2.52 5.74 9.31 11.52 1.812 2.208 2.394 2.650 Babble 

PM 3.06 7.45 11.52 14.36 2.87 7.17 11.31 14.11 1.334 2.105 2.436 2.657 

BSS 1.66 1.52 1.62 1.72 1.43 1.23 1.30 1.33 1.407 1.939 2.092 2.204 

MBSS 3.93 6.75 9.06 12.04 3.78 6.53 8.81 11.77 1.790 2.106 2.323 2.681 Airport 

PM 5.31 7.58 11.62 15.01 5.26 7.43 11.44 14.81 1.462 2.117 2.424 2.729 

BSS 2.49 1.51 1.66 1.55 1.71 1.25 1.31 1.29 1.511 1.833 2.045 2.018 

MBSS 1.88 5.60 9.42 9.93 1.71 5.39 9.22 9.73 1.592 1.933 2.249 2.213 Street 

PM 9.81 7.19 11.50 12.21 9.81 7.02 11.36 12.0 1.402 2.017 2.304 2.297 

BSS 2.08 1.63 1.66 1.74 2.01 1.34 1.35 1.37 1.721 1.655 2.109 2.127 

MBSS 2.24 7.18 9.09 12.36 2.05 6.99 8.92 12.13 1.527 1.977 1.968 2.517 Exhibition 

PM 7.04 9.13 11.07 15.40 7.01 8.99 10.94 15.20 1.488 1.979 2.097 2.716 

BSS 1.42 1.59 1.70 1.78 1.18 1.31 1.34 1.38 1.663 1.957 2.087 2.151 

MBSS 6.10 8.80 11.93 13.46 5.90 8.63 11.77 13.26 1.655 1.971 2.303 2.563 White 

PM 4.28 10.26 13.61 16.81 4.07 10.0 13.40 16.63 1.535 1.825 2.229 2.676 
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and Seg. SNR results of the proposed algorithm is good 
for non-stationary and stationary noises and the PESQ 
improvement score is good at SNR more than 5 dB for 
non-stationary and stationary noises. 

The objective measures do not give indications about 
the structure of the remnant musical noise. Speech spec- 

trograms constitute a well-suited tool for observing this 
structure. Figures 5-10 shows the speech spectrograms 
and temporal waveforms obtained with the PM with the 
value of PESQ. It can be seen from Figures 5-10, the 
musical structure of the remnant noise is reduced more 
by PM, even compared to MBSS algorithms. Thus, 
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Figure 5. Speech spectrograms (From top to bottom). (a) Clean speech: sp10 utterance, “The sky that morning was  clear and 
bright blue”, by a male speaker from the NOIZEUS corpus; (b, d, f, h, j, l, n, p) speech degraded by car noise, train noise, 
babble noise, restaurant noise, airport noise, street noise, exhibition noise, and white noise respectively (10 dB SNR); and (c, e, 
g, i, k, m, o, q) corresponding enhanced speech. 
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Figure 6. Temporal waveforms (From top to bottom). (a) Clean speech: sp10 utterances, “The sky that morning was clear and 
bright blue”, by a male speaker from the NOIZEUS corpus; (b, d, f, h, j, l, n, p) speech degraded by car noise, train noise, 
babble noise, restaurant noise, airport noise, street noise, exhibition noise, and white noise respectively (10 dB SNR); and (c, e, 
g, i, k, m, o, q) corresponding enhanced speech. 

 
speech enhanced with the PM is more pleasant and the 
remnant noise has a “perceptually white quality” while 
distortion remains acceptable. This confirms the values 
of the SNR, Seg.SNR, and PESQ; also it is validated by 
speech spectrogram. 

5. Conclusions 

In this paper, critical-band rate scale based on improved 
multi-band spectral subtraction algorithm is presented for 
enhancement of speech degraded by non-stationary nois- 
es. In the proposed enhancement algorithm, the conjuga-  
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Figure 7. Temporal waveforms and speech spectrogram 
(From top to bottom). (a) Clean speech: sp10 utterance, 
“The sky that morning was clear and bright blue”, by a male 
speaker from the NOIZEUS corpus; (b) speech degraded by 
car noise (10 dB SNR); (c) speech enhanced by MBSS 
(PESQ = 2.259); and (d) speech enhanced by PM (PESQ = 
2.432). 
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Figure 8. Temporal waveforms and speech spectrogram 
(From top to bottom). (a) Clean speech: sp6 utterance, 
“Men strive but seldom get rich”, by a male speaker from the 
NOIZEUS corpus; (b) speech degraded by car noise (10 dB 
SNR); (c) speech enhanced by MBSS (PESQ = 2.157); and 
(d) speech enhanced by PM (PESQ = 2.330). 
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Figure 9. Temporal waveforms and speech spectrogram 
(From top to bottom). (a) clean speech: sp1 utterance, “The 
birch canoe slid on the smooth planks”, by a male speaker 
from the NOIZEUS corpus; (b) speech degraded by car 
noise (10 dB SNR); (c) speech enhanced by MBSS (PESQ = 
2.030); and (d) speech enhanced by PM (PESQ = 2.167). 

0 0.5 1 1.5 2 2.5 3

-1

-0.5

0

0.5

1

Time (Second)

A
m

p
lit

u
d

e

 

Time (Second)

F
re

q
u

en
c

y 
(H

z)

0.5 1 1.5 2 2.5
0

1000

2000

3000

4000

 

0 0.5 1 1.5 2 2.5 3

-1

-0.5

0

0.5

1

Time (Second)

A
m

p
lit

u
d

e

 

Time (Second)

F
re

q
u

en
cy

 (
H

z)

0.5 1 1.5 2 2.5
0

1000

2000

3000

4000

 

0 0.5 1 1.5 2 2.5 3

-1

-0.5

0

0.5

1

Time (Second)

A
m

p
lit

u
d

e

 

Time (Second)

F
re

q
u

e
n

cy
 (

H
z)

0.5 1 1.5 2 2.5
0

1000

2000

3000

4000

 

0 0.5 1 1.5 2 2.5 3

-1

-0.5

0

0.5

1

Time (Second)

A
m

p
lit

u
d

e

 

Time (Second)

F
re

q
u

en
cy

 (
H

z)

0.5 1 1.5 2 2.5
0

1000

2000

3000

4000

 

Figure 10. Temporal waveforms and speech spectrogram 
(From top to bottom). (a) clean speech: sp12 utterance, 
“The drip of the rain made a pleasant sound”, by a female 
speaker from the NOIZEUS corpus; (b) speech degraded by 
car noise (10 dB SNR); (c) speech enhanced by MBSS 
(PESQ = 2.005); and (d) speech enhanced by PM (PESQ = 
2.483). 
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tive three-three critical-bands are grouped together into 
six non-uniformly spaced frequency bands that are 
closely approximating with the non-uniform frequency 
spacing given by the human auditory system. Addition- 
ally, the noise is estimated from each non-uniform 
spaced frequency band by an adaptive noise estimation 
approach that does not need speech pause detection.  

The simulation results and evaluations tests with the 
number of non-stationary and a stationary noises reveal 
that the proposed algorithm suppresses the remnant noise 
tones efficiently that appear in case of the basic spectral 
sub- traction and standard multi-band spectral subtraction 
algorithm, also improves the overall quality of degraded 
speech at low SNRs. Moreover, the proposed algorithm 
has strong flexibility to adapt any complicated rigorous 
speech environment by adjusting the over-subtraction 
factor for each non-uniformly spaced frequency band 
separately. 
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