
Technology and Investment, 2013, 4, 168-178 
http://dx.doi.org/10.4236/ti.2013.43020 Published Online August 2013 (http://www.scirp.org/journal/ti) 

Limits of Biotechnological Innovation* 

Kenneth Dimitri Satyagraha Fernald1#, Tamar Cheka Weenen2, Kelsey Jean Sibley1, Eric Claassen2 
1Biology and Society Department, Faculty of Earth and Life Sciences, VU University Amsterdam, Amsterdam, The Netherlands 

2Virology/Knowledge Valorization Departments, Erasmus Medical Centre, Rotterdam, The Netherlands 
Email: #kenneth.fernald@gmail.com 

 
Received June 15, 2013; revised July 15, 2013; accepted July 22, 2013 

 
Copyright © 2013 Kenneth Dimitri Satyagraha Fernald et al. This is an open access article distributed under the Creative Commons 
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is 
properly cited. 

ABSTRACT 

During the past two decades the biopharmaceutical industry has been facing an innovation deficit, characterized by in- 
creasing research & development costs and stagnant productivity. From its inception, biotechnology has been expected 
to counter this deficit by its revolutionary science-based approach to drug discovery. For this study we gathered patent 
and product data related to the technological development of the first two biotechnologies: recombinant DNA technol- 
ogy and monoclonal antibody technology. We studied the technological lifecycles of these technologies in terms of sci- 
entific discoveries and inventions as well as product innovations. Results indicate that over the years inventions related 
to these technologies have simultaneously become less radical and less valuable. Furthermore, our analysis shows that 
these biotechnologies have reached a stage of technological limit or saturation, which may be followed by an innovation 
cliff. Now, more than ever, it is crucial to examine new strategies and opportunities for value creation, capturing, and 
delivery, within the biopharmaceutical industry. 
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1. Introduction 

The revolutionary characteristic of biotechnology is the 
fact that it is derived from advances in fundamental sci- 
ence, and can be used for discovery and development of 
new products to fulfil unmet medical needs. The rise of 
biotechnology transformed drug discovery and develop- 
ment from traditional pharmaceutical target screening to 
a science-deductive process [1,2]. Consequently, it be- 
came possible to target new leads based on the under- 
standing of complex biological systems. 

From the first technological breakthroughs in the 1970s, 
high expectations arose that biotechnology would radi- 
cally improve drug development and generate new classes 
of biological products. Moreover, specific biotechnologi- 
cal products were expected to counter declining pharma- 
ceutical productivity [3-5]. 

Contrary to those initial expectations, several research- 
ers have since suggested that those optimistic expecta- 
tions of biotechnology are unsupported by empirical evi- 
dence [6] and that the “biotech revolution” has been dis- 
appointing in terms of new products and financial per- 

formance [7,8]. Based on their study of preclinical prod-  
uct development data covering 1992 and 1993, Drews & 
Ryser (1996) [9] already predicted that the output of bio- 
technology would be insufficient to counter the pharma- 
ceutical innovation deficit. 

Even with a dramatic five fold increase in research & 
development (R&D) spending there appears to be no 
effect on New Chemical Entity (NCE i.e. New Molecular 
Entity) production, resulting in a pharmaceutical “pro- 
ductivity gap” (Figure 1) [10-12]. In addition, patent ex- 
pirations of blockbuster drugs might cause incumbent 
pharmaceutical firms to lose billions of US dollars in 
combined annual sales [13]. 

Evidently, pharmaceutical firms are in need of innova- 
tion to increase productivity. Therefore, it is important to 
study the innovation patterns and lifecycles of individual 
biotechnologies. Such specific patterns can be examined 
using technology forecasting, a useful tool for identifying 
phases of a given technology’s lifecycle [14,15]. 

In this paper, we examine the patterns of innovation 
regarding the first two major medical applications of bio- 
technology: recombinant DNA (rDNA) technology and 
monoclonal Antibody (mAb) technology. These biotech- 
nologies have generated a sufficient number of market-  
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Figure 1. The pharmaceutical “productivity gap”; the considerable rise of R&D expenditures versus a stagnant pattern of 
New Chemical Entity (NCE) introductions (Data obtained from fda.gov, Medtrack and literature (Drews, 1998; EFPIA)). 

 
able biological products that are currently available as 
prescription drugs. We propose that identifying and ana- 
lyzing patterns in biotechnological innovation and prod- 
uct development is an important prerequisite for defining 
optimal innovation strategies needed to improve new prod- 
uct development and value creation in the biopharmaceu- 
tical industry. 

2. Literature Review 

2.1. Biotechnology 

The application of biotechnologies in medical product 
development has a relatively short history. The first pub- 
lications on successful intracellular production of rDNA 
appeared in 1972 and 1973 [16-18]. In 1974, Stephan 
Cohen and Herbert Boyer from Stanford University ap- 
plied for the first patent on rDNA [19]. Most practitio- 
ners of molecular biology and rDNA technology worked 
in universities and research institutions rather than within 
the industry [5]. 

In the late 1970s/early 1980s, private companies such 
as Genentech began to focus on rDNA technology [20]. 
This sparked a biotechnology revolution that led to mul- 
tiple usages for rDNA technology (e.g. treating hemo- 
philia, hepatitis, cystic fibrosis), as well as paving the way 
for new biotechnological platforms leading to monoclonal 
antibodies, the Human Genome Project, genomics, and 
gene therapy [21]. Recombinant DNA technology was in 
fact the first revolutionizing biotechnology that was im- 
plemented in corporate R&D of biopharmaceutical com- 
panies and produced the first biotechnological product  

called “Humulin” (i.e. recombinant human insulin) intro- 
duced by Genentech and Eli Lilly in 1982 [21]. 

The potential for life-saving cancer treatments due to 
rDNA technology caused a second wave of innovation in 
biotechnology involving mAb technology [22]. Advances 
in genetic engineering in the late 1980s provided the tech- 
nology to humanize mAbs [23]. These advances spurred 
further R&D of many mAb applications for treatment of 
various medical needs (e.g. cancer, autoimmune diseases) 
[24,25]. 

The two closely related technologies (rDNA and mAb) 
quickly became efficient methods of producing comer- 
cially important substances. Wright (1986) [5] described 
this process as a transformation of an area of basic scien- 
tific research that occurred in an intense pace of devel- 
opment. However, R&D durations of marketed biophar- 
maceutical products have increased from approximately 
4 years in 1982 (e.g. Humulin) to approximately 12 years 
in the late 1990s (e.g. interferon-β1b), with an estimated 
average of 8 years [26]. 

2.2. Innovation 

According to Garcia & Calantone (2001, p.112) [27], the 
essence of innovation can best be described as: “an itera- 
tive process initiated by the perception of a new market 
opportunity for a technology-based invention which leads 
to development, manufacturing, and marketing tasks as- 
piring commercial success of the invention”. As these au- 
thors indicate, this definition addresses two important as- 
pects [27]. First, the innovation process comprises the 
combination of technological development of an inven-  
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tion and the market introduction of that invention to end- 
users. Application of this combination in the context of 
the industry as examined in this paper is difficult because 
invention and market introduction are two activities sepa- 
rated by 10 - 14 years of R&D and hundreds of millions 
of R&D-spent US dollars [28,29]. In addition, conduct- 
ing these separate activities requires very different knowl- 
edge, expertise, resources and capabilities, typically illu- 
strated by the need for nimble biotech companies and in- 
cumbent pharmaceutical firms to work in collaborations 
and alliances [30-32]. This is one of the reasons why 
biotechnological inventions that might lead to a product 
are often described as innovations and patents are often 
used as a measure for biotechnological innovation [33, 
34]. 

The second important aspect of the above described 
definition is that innovation is an iterative process and 
therefore includes the introduction of new innovations on 
the one hand, and the reintroduction of improved innova- 
tions on the other. This brings us to the need to classify 
innovation according to various degrees of innovative- 
ness, distinguishing, in particular, between radical and 
incremental innovation [27,35,36]. 

2.3. Technological Lifecycles 

It is generally presumed that a technology follows a cer-  

tain pattern throughout its lifecycle. The technology satu- 
ration-curve (S-curve) method of analysis has been de- 
scribed and employed to retrieve information on the life- 
cycle phase of a given technology (Figure 2) [37,38]. 
The technology S-curve can be illustrated by means of a 
certain technology’s cumulative patent count against time 
or R&D expenditures. 

According to Ernst (1997) [37], the lifecycle of a tech- 
nology consists of four fundamental phases, namely 
emerging, growth, maturity, and saturation. Emerging is 
characterized by low technological growth performance 
compared to R&D input. Growth is identified by a posi- 
tive growth progress compared to cumulative R&D input. 
Maturity is the opposite: negative growth progress occurs 
compared to R&D input. The final stage, saturation, is 
characterized by relatively few technological innovations 
despite a very large cumulative R&D input. 

Technologies can further be classified according to 
two dimensions, namely the integration of the technology 
in products or processes and the competitive impact of 
the technology [37]. When a technology emerges, both 
the integration in products or processes, and the competi- 
tive advantage are low. As inventions related to the tech- 
nology accumulate over time the competitive advantage 
increases and the technology becomes a pacing technol- 
ogy in the growth phase. When the pacing technology is 
increasingly integrated in products or processes it be- 

 

 

Figure 2. The technology S-curve (adapted from Ernst, 1997) with cumulative patent data related to medical nutrition 
(adapted from Weenen et al., 2013). 
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comes a key technology. Subsequently, over time, the 
technology starts to lose its degree of competitive advan- 
tage and it becomes a base technology. At this point satu- 
ration or technological limit is reached. 

The technology-forecasting tool is useful because it in- 
dicates the current life cycle phase of a technology, al- 
lowing companies to strategize for the future [14,15]. For 
example, when Chen et al. (2011) [15] assessed techno- 
logies for generating and storing hydrogen, they showed 
that it had not yet reached the maturity phase. Therefore, 
they were able to recommend increased R&D funding for 
the technology to accelerate development (Chen et al., 
2011). Similarly, Weenen et al. (2013) [38] examined 
medical nutrition patent data and showed that the medi- 
cal nutrition industry is currently in the growth stage (Fi- 
gure 2), indicating ample future innovation opportuni- 
ties. 

3. Methodology 

3.1. Data Collection 

Patent applications are perceived as an important indica- 
tor, since patent analysis reveals information on histori- 
cal developments of the technologies investigated in this 
study. The patent data for this study was gathered from 
several patent databases using AcclaimIP patent analysis 
software1. The acquired data was compared with data 
directly gathered from the World Intellectual Property 
Organization (WIPO)2, the United States Patent and 
Trademark Office (USPTO)3, and Thomson Reuters’s 
Derwent Innovation Index4. Over the period of 1980 until 
2011, we gathered a total of 7350 patents regarding mAb 
innovations and 9111 patents regarding other rDNA in- 
novations. Patent data is readily available and catego- 
rized according to a system of international patent classi- 
fication (IPC). The IPC is a complex hierarchical classi- 
fication system encompassing all areas of technology and 
is currently used by industrial property offices in more 
than 90 countries [39]. Each patent is given an IPC code 
that lists its section, class, subclass, group, and usually 
subgroup [39]. We used these codes to identify relevant 
patents in the databases. 

Recombinant proteins can be divided into various sub- 
types, with monoclonal antibodies being the largest sub- 
type. Therefore, we decided to divide the sub-types of 
recombinant proteins so that two different biotech trends 
could be plotted separately. Falciola (2009) [40] states 
that patents involving antibodies commonly contained at 
least one of the following IPC codes: C07K16/* (Immu- 
noglobulins, as a class of proteins), A61K39/395 (me-  

dicinal preparations containing antibodies), or G01N33/ 
53 (assays involving the use of antibodies). Therefore, 
we decided to only look at patents involving monoclonal 
antibodies containing at least one of these IPC codes 
(C07K16/*, A61K39/*, or G01N33/53). For patents re- 
garding rDNA technology we included all sub-types of 
recombinant protein products other than antibodies. These 
include recombinant blood factors, insulin, hormones, in- 
terferons, growth factors, interleukins, and thrombolytic 
proteins. For the gathering of this data we included the 
following IPC codes: C07K14/*, C12N15/* or A61K38/*. 
In the generative syntax we excluded IPC codes: A01H5/*, 
C12N5/*, C12N15/29, and C12N15/82, as these codes 
relate to inventions with no relevance to rDNA technol- 
ogy. Although data from both US and non-US companies 
are included in the study, only US patents were included 
in the analysis. This decision is justified by the fact that 
almost all companies, both US and non-US, choose to 
file their patents in the US, amongst other countries, in 
order to take advantage of the vast US market [41]. 

In addition, data on biopharmaceutical products was 
gathered by means of literature research and database 
development using the Food and Drug Administration 
(FDA) database5, the FDA Orange Book and the Med- 
track database6. 

3.2. Patent Citation Analysis 

When analyzing patent data, citations form an important 
source of information. There are two types of citations: 
backward and forward citations. The former refers to pa- 
tents that have been cited by the patent in consideration 
[42]. This is an indicator of preceding knowledge and the 
average number of backward citations has proven to be 
invertly related to the radicalness of the respective inven- 
tion; lower numbers of backward citations are associated 
with more radical inventions [38]. Forward citations refer 
to the frequency with which a particular patent is cited by 
newer patent applications. Annual average forward cita- 
tions of a patent serve as an indicator of technological 
importance and economic value of that invention [36,38, 
43]. In other words, patent citations describe the quality 
of a patent and the effects that a patent has had on later 
technological advances (i.e. other patents) [41]. Appli- 
cants of patents generally include citations in the patent 
application but the patent office examiners ultimately de- 
termine which citations are included [44]. Therefore, ci- 
tation analysis is considered to be a valid and unbiased 
method of studying technological developments. We de- 
fine the annual Average Backward Citations (ABCk) and 
the annual Average Relative Forward Citations7 (ARFCk), 

5www.fda.gov 
6www.medtrack.com 
7The forward citations are corrected for age because more recent pat-
ents would normally have less forward citations. 

1www.acclaimip.com 
2www.wipo.int 
3www.uspto.gov 
4www.thomsonreuters.com 
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as follows: 
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(Results shown in Figures 3(a) and (b)). 
Where nk is the number of patents in year k and xik are  

the number of backward citations for patent i in year k. 
yik are the number of forward citation for patent i in year 
k and ai is the age of patent i. 

3.3. Lifecycle Analysis 

The annual accumulation of patents in a specific area of 
technological innovation yields valuable information 
regarding technological lifecycle patterns and develop- 

 

 

Figure 3. (a) The average backward citations of rDNA and mAb patent applications indicating the degree of incrementalness 
of patents over time; (b) The average relative forward citations of rDNA and mAb patent applications indicating the eco-
nomic value of patents over time. 

Copyright © 2013 SciRes.                                                                                   TI 



K. D. S. FERNALD  ET  AL. 173

 
ment phases of the respective technology [15,37]. The 
technology S-curve was constructed by plotting the cu- 
mulative number of patents against time according to the 
file dates of those patents. Similarly to an S-curve based 
on patents, product introductions related to a specific 
technology can be plotted cumulatively against time, fol- 
lowing a patent S-curve with a time lag of several years 
due to R&D. Furthermore, cumulative revenues gener- 
ated by these products help gain insights into current re- 
turns on investments in these technologies as well as the 
future potential earnings from the respective technology 
related products. Analysis of these three independent pa- 
rameters resulted in the curves as shown in Figure 4. 

4. Results 

4.1. Citation Analysis 

Figure 3(a) shows the annual backward citations for re- 
combinant protein and mAb patents. The graph clearly 
indicates that patents from the early 1980’s had a rela- 
tively low number of backward citations compared to 
more recent patents. This rising trend of backward cita- 
tions indicates that innovation in these technologies has 
become less radical and thus more incremental because 
newer patents appear to be more reliant on prior knowl- 
edge and IP. 

Conversely, the average annual trend of forward cita- 
tions is decreasing in Figure 3(b). This indicates that the 
economic value of patented inventions related to both 
technologies has been decreasing over time. There ap- 
pears to be a direct correlation between the radicalness 
and the value of an innovation8. Figure 3 clearly shows 
that radical inventions are more valuable than incremental 
inventions, and over time inventions have become more 
incremental, and therefore, less valuable. 

4.2. Technology Lifecycle 

In Figure 4(a) the lifecycles of both technologies clearly 
match an S-curve. Around 2007, it looks as though the 
lifecycles have reached the final phase of saturation, 
indicating that it is not likely that these technologies will 
instigate many subsequent innovative advances. 

By comparing this technology S-curve to the patent 
citation trends (Figure 3), we show that the patents that 
are being approved more recently could be considered 
less innovative since they rely so heavily on previous 
patents. The fact that the technologies have reached a 
point of saturation supports the idea that radical innova- 
tion is far more apparent at the emergence of a technol- 
ogy and innovation becomes more incremental during the  

course of technological development. These results fully 
correspond to the hypotheses of Haupt et al. (2007) [45] 
who predict patent citation indices during technology life 
cycle stage transitions. 

4.3. Biopharmaceutical Products 

Overall, 81 recombinant protein products have reached 
the US market. 31 of these concerned monoclonal anti- 
body products. Figure 4(b) shows that the majority of 
the products associated with the studied technologies 
were approved during the last decade. Considering aver- 
age R&D timelines for pharmaceutical products of 8 
years [26], it can be assumed that most products approv- 
ed between 2000 and 2010 were products from the tech- 
nological growth phase that took place between 1993 and 
2000 as illustrated in Figure 4(a). Following this ration- 
ale, one can expect several more rDNA and mAb prod- 
ucts of which the origin lies in patents filed during the 
subsequent maturity phase. However, these results do in- 
dicate that the peak in terms of inventions and products 
related to these technologies has past. 

Similarly, revenues generated by the products included 
in our analysis have been plotted cumulatively against 
time (Figure 4(c)). With these biopharmaceutical products 
the industry realized a combined sales volume of 582 bil- 
lion USD, up until 2012. Monoclonal antibody products 
accounted for 217 billion USD of this total sales volume 
and other recombinant protein products generated the re- 
maining 365 billion USD. In the context of the law of 
diffusion of innovation [46], it is safe to presume that 
product revenues peak several years after the introduc- 
tion of the respective product. Similarly, our results in- 
dicate that revenues are still growing and companies can 
still expect growth in returns through sales of the prod- 
ucts currently on the market. However, to put things in 
perspective, the global pharmaceutical industry has gen- 
erated approximately 750 billion USD per year on aver- 
age during the period 2003-20119. This means that prod- 
ucts associated with the studied technologies have only 
accounted for approximately 5% of global pharma sales 
between 1995 and 2012. Evidently, these figures are in- 
sufficient to counter or at least compensate for part of the 
innovation deficit that pharma has been struggling with 
for years. 

5. Conclusions and Discussion 

At a relatively low level of 5% of global pharma sales 
over the past 17 years, we show that the first biotechnol- 
ogies have reached a stage of technological limit. New 
patents related to these technologies are becoming less 
radical and less valuable and the technology S-curve analy- 
sis shows that the technological development currently 
finds itself in a saturation phase. In addition, the product  

8p < 0.01. 
9www.imshealth.com 
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Figure 4. (a) The cumulative number of rDNA and mAb patent applications illustrating the technology S-curves of these bio- 
technologies; (b) The cumulative number of rDNA and mAb product introductions; (c) Cumulative revenues generated by 
marketed rDNA and mAb products. 
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curve appears to be reaching a plateau as well, making it 
difficult to expect future growth in product introductions 
generated by these technologies. On a positive note, our 
results indicate that revenues generated by biopharma- 
ceutical products are still growing. However, given these 
results we conclude that these individual technologies 
will not live up to the expectation of biotechnology at its 
inception. 

This conclusion gives a quantitative basis for earlier 
assumptions, which projected that the biotech output dur- 
ing the first years of the 21st century would not be suffi- 
cient to make up for NCE deficits [7,9]. According to our 
results, even less recombinant proteins and monoclonal 
antibodies eventually reached the market than was pro- 
jected in these studies [7,9]. In the late 1990s and early 
2000s other authors argue that it was too early to tell 
whether the structural industry changes triggered by bio- 
technology, would measurably affect industry productiv- 
ity [7,47]. In hindsight, we can now conclude that so far, 
biotechnologies exerted little impact on overall pharma- 
ceutical productivity. Moreover, the first biotechnologies 
that actually generated marketable products are already 
reaching their technological limits. Subsequent biotech- 
nologies (i.e. combinatorial chemistry, cell-based assays, 
bioinformatics, genomics, pharmacogenetics and gene 
therapy) have not yet led to an increase in industry pro- 
ductivity either. In addition, the costs of developing a 
single innovative compound have risen from 750 million 
USD between 1995 and 2000 to 1.3 billion USD between 
2005 and 2010 [7,26]. The R&D costs for a single mar- 
ketable product are expected to grow well beyond 2 bil- 
lion USD, considering current R&D expenditures [48,49]. 

It seems that the currently employed traditional phar- 
maceutical blockbuster business model may not be fully 
applicable to science-based technology and innovation, 
and the changes it caused in drug discovery [8,50]. Our 
results imply several scenarios and developments within 
the industry that may involve different strategies and new 
opportunities. 

Implications 

The main conclusion of this paper implies a rather pes- 
simistic scenario for early biotechnologies as the satura- 
tion or the maturity phase might be followed by an “in- 
novation cliff” [32]. Early biotechnologies have reached 
their technological limit and there is a lack of newer ra- 
dically innovative technologies that are currently gener- 
ating product innovations. These outcomes may be deter- 
minants for an innovation cliff in biotechnology. This 
would be disastrous for the pharmaceutical industry at 
large as incumbent firms relied heavily on biotech to 
come forth with product innovations that would reverse 
the decline in productivity. In addition, patent expirations  

of current cash cow blockbuster drugs pose an even lar- 
ger threat if a biotechnological innovation cliff would be- 
come imminent. Subsequent losses in annual sales affect 
future R&D investments, which are needed for new pro- 
duct development and attracting new knowledge and in- 
novation. 

Another scenario might involve further development 
and innovation with respect to initial biotechnologies. 
During the growth/maturity phases of technological de- 
velopment it is useful to suggest a shift in focus regard- 
ing innovation towards the development of new tech- 
nologies. In reference of the theory regarding technolo- 
gical development and innovation S-curves, rDNA and 
mAb technologies may have functioned as base techno- 
logies [37] for subsequent innovative technologies such as 
genomics and gene therapy that may spur a new S-curve 
of their own. In literature, this concept is described as 
“jumping the S-curve” [32,51]. Up to date, these subse- 
quent technologies appear to have little to no impact on 
pharmaceutical productivity, as there are no examples of 
approved drugs that directly resulted from these tech- 
nologies. Nonetheless, newer technologies might still have 
a significant impact on future biopharmaceutical produc- 
tivity although counteracting the innovation deficit might 
require more than implementing these biotechnologies 
into new product development. 

However, in discussion of the S-curve concept, which 
is broadly embraced in strategic literature, Sood & Gerard 
(2005) [52] dispute the notion of a single S-curve and 
state that “technological evolution seems to follow a step 
function with sharp improvements in performance fol- 
lowing long periods of no improvement”. A technologi- 
cal S-curve might simply represent such a sharp step of 
radical improvement. Within the context of this paper, 
this would imply that following the S-curve of the rDNA 
and mAb technologies, we can expect a longer period of 
incremental innovation which might be followed by a 
future burst of radical innovation, of which the effects on 
productivity are unknown. If this process were real, it 
would imply that the possibility of “jumping the S-curve” 
entirely depends on subsequent radical technological in- 
novation. 

Regardless, it is fairly urgent and important to consider 
new strategies and opportunities for increased value crea- 
tion, capturing, and delivery. Extensive exploration of 
such strategies is beyond the scope of this paper. How- 
ever, we will briefly discuss the implications of two sug- 
gested strategies that might yield significant opportunity 
for value creation. 

According to some, an opportunity resides in rein- 
venting the traditional pharmaceutical business model with 
respect to diagnostic-drug linked products (i.e. theranos- 
tics) and “personalized medicine” [50,53,54]. Newer tech- 
nologies such as genomics and pharmacogenetics can 
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enrich clinical research by defining patient groups with 
the most favourable risk-benefit ratio, making it easier to 
statistically determine efficacy, safety and appropriate 
dosage of a so-called theranostic in development [53-55]. 
Thereby, such technologies can function as a “key re- 
source” for a reinvented pharma business model. How- 
ever, there are two simple but important determinants 
that form the basis for the current “blockbuster model”; 1) 
very high and increasing new product development costs, 
as discussed earlier; and 2) very high attrition rates and 
thus high risks in new product development. Regardless 
of the technological possibilities of theranostics and per- 
sonalized medicine, these determinants remain, and have 
to be met in any “new” business model. 

Perhaps a more realistic opportunity for short-term ex- 
ploitation comprises industry convergence with the con- 
ventional and functional foods sector. Upcoming markets 
such as the functional food market [56,57] and medical 
nutrition market [38] may yield opportunities for bio- 
pharmaceutical companies. As Kickbusch & Payne (2003) 
[57] rightfully state, the line between foods, dietary sup- 
plements, and pharmaceutical products is becoming more 
difficult to draw. Weenen et al. (2013b) [32] explain the 
differences and overlap between these product categories 
as well as convergence opportunities towards pharmanu- 
trition. Another undeniable trend is the awareness and 
demand amongst end-users for increased functionality 
of foods in the context of healthy lifestyles including 
“healthy-ageing”. In addition, wellness, health, and dis- 
ease prevention, as opposed to curing, is increasingly 
stimulated by employers, as healthier employees reduce 
health insurance costs [56]. Innovation and technological 
development regarding pharmanutrition create an oppor- 
tunity for incumbent pharmaceutical firms. According to 
Weenen et al. (2013) [38], the medical nutrition industry 
currently finds itself in the growth phase (Figure 2) and 
pharmanutrition is an area filled with opportunities for 
enhancing discovery, technological, and development 
competencies [32,58]. Further in-depth research is re- 
quired to examine options and methods of capitalizing on 
these opportunities. 

In conclusion, we show that biotechnological innova- 
tion with respect to the first two biotechnologies has 
saturated. By three independent parameters we have iden- 
tified the growth, maturity and saturation stages, inter- 
nally validating the S-curve for these biotechnologies 
(Figure 4). A biotechnological limit might imply several, 
somewhat pessimistic, scenarios for future biopharma- 
ceutical productivity. However, whether it involves the 
generation of a new business model to fully capture the 
value of following biotechnologies, or converging with 
other markets to serve health-oriented consumers, there 
seem to be several opportunities for biopharmaceutical 
companies to explore. 
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