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ABSTRACT 

The World Wide Web is essential to general public nowadays. From a data analysis viewpoint, it provides rich opportu- 
nities to gather observational data on a large-scale. This paper focuses on modeling the behavior of visitors to an aca- 
demic website. Although the conventional probability models, which were used by other literature for fitting in a com- 
mercial web site, capture the power law behavior in our data, they fail to capture other important features like the long 
tail. We propose a new model based on the identities of the users. Qualitative and quantitative tests, which are used for 
comparing the model fitting to our data, show that the new model outperforms other two conventional probability mod- 
els. 
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1. Introduction 

The public Internet is a worldwide computer network 
consisting of millions of hosts which have different ap- 
plications. It is conceptually a high-dimensional dy- 
namical system. Of particular interest is the browsing 
behavior of users of the World Wide Web (www). Most 
of the knowledge we have about the latter comes from 
work conducted in web usage mining, a subfield of 
Knowledge Discovery in Data (KDD) from the web. 
Web usage mining is the mining of data generated by the 
Web users’ interactions with the web, including web 
server access logs (click-stream data), user queries, and 
mouse-clicks, in order to extract patterns and trends in 
Web users’ behaviors. Statistics is one of the data mining 
techniques used in web usage mining [1]. However, Sta- 
tistics education and research has not yet caught up with 
this subject despite the fact that characterizing statisti- 
cally the browsing behavior of users is a practical prob- 
lem at the interface between statistical methodology and 
several areas of application [2]. Applications of the 
knowledge gained extend to personalization and cus- 
tomization of web services, system improvement, site 
modification, business intelligence, and usage charac- 
terization methods, all of great interest to e-commerce,  

retailing and marketing [3]. 
The interaction of users with the www can be repre- 

sented by whether they visit a page or not, by the fre- 
quency with which they visit a page, by the sequence of 
pages visited or by the Markov behavior followed in the 
visit. Research on these topics has attempted to take into 
account web users’ heterogeneity by clustering users 
according to those characterizations using different algo- 
rithms [4]. There exists by now numerous competing clu- 
stering methods proposed in the literature [5]. 

We define a session as an event resulting in the 
browsing of several web pages by a user. Regardless of 
the characterization of the users’ interaction with the 
www, every session results in a certain number of unique 
pages browsed. This number of pages is known as the 
length of the session (hereafter length), and researchers 
must investigate it. This variable is the focus of our at- 
tention in this paper. In particular, we try to demonstrate 
the complex steps involved in modeling statistically the 
length of individual sessions to the www using log server 
data. Applications of this study extend to all the applica- 
tions mentioned above for web usage mining: if a certain 
length is most prevalent and if length can be correlated 
with any of the above representations of a user’s inter- 
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action with the www, all applications of web mining will 
benefit from this knowledge. 

We differ from other research papers on this subject by 
the amount of detail we present regarding the preproc- 
essing of the data to make it suitable for the analysis; we 
dwell on data processing because this is one of the main 
obstacles for the penetration of the field by Statistics 
educators and researchers. Our work helps comprehend a 
little better the nature of log server data of academic web 
sites [6]: we analyze the web logs of an academic web 
site during a particular summer month. Past studies have 
mined academic log data [6], research institution data [7] 
and commercial data [8], which allows us to be able to 
compare the performance of our site with those. We sub- 
ject our data to the same type of analysis done with other 
server log data by previous authors and we compare our 
conclusions with theirs. But we find that the modeling 
can be improved upon and we propose an alternative 
approach to modeling the length. The data set and the R 
programs written to do our analysis are available on a 
web site and can be used to replicate the work done here. 

Prior to our analysis of length data, [7,9] attempted to 
fit the Inverse Gaussian Distribution to the probability 
distribution of lengths of different servers’ logs. Others 
like [8] examined the characteristics of lengths of the 
commercial website, www.msnbc.com in detail [10]. 
This data is a preprocessed dataset containing a matrix of 
989,818 rows and 18 columns, which corresponds to its 
17 different pages and an exit [2]. 

In this paper, our goal is to analyze the content of the 
server log files of the academic website,  
www.stat.ucla.edu to see whether they replicate behav- 
iors obtained with commercial web sites, and to propose 
a promising model for users’ behavior that outperforms 
previously proposed models. We will mainly focus on 
the distribution of users’ lengths, and our unit of obser- 
vation is the users that use the web. The same user could 
have different sessions. The raw data is provided by the 
Department of Statistics at UCLA. The material pre- 
sented here is not only suitable to improve our under- 
standing of the behavior of the www browsing behavior 
of users but it also presents a unique discussion on the 
suitability of well-known power laws for www data. 

The structure of this paper is as follow. In Section 2, 
we provide the algorithm in order to obtain the length 
data from the raw server log files. In Section 3, we do a 
preliminary analysis of the data to show its unique fea- 
tures and to justify why others have attempted to model it 
with the Inverse Gaussian distribution. Section 4 presents 
the method that we will use to determine whether con- 
ventional power law models fit the UCLA data well or 
not. In Section 5 we fit those conventional models and 
compare them with simulated models with the same co- 
efficients using the methods described in Section 4.  

Based on the conclusions obtained in Section 5, we pro- 
pose in Section 6 a new alternative model that fits the 
data much better than the conventional ones and offers a 
new direction for thinking about modeling this type of 
data. We conclude the paper in Section 7. 

2. Convert Server Log Data to Usable Data 

When a user enters a website, all of his or her behavior is 
recorded in a “log file”. The log data vary across differ- 
ent designs, but most of them include information on the 
user’s browsing action, his or her coordinate’s informa- 
tion and the time in the website. There are many pre- 
packaged tools to do log data processing; Base SAS is 
one of them [11]. There are also instructions to manage 
logs in several languages [12]. Surprisingly, however, 
there is a lack of documentation and standardization sur- 
rounding internet measurement. The finer points of ac- 
curate metrics are very misunderstood to this day. It is 
for this reason that we wrote our own R program to do 
the preprocessing steps to extract the information we 
need for our analysis. In this section, we indicate the 
main steps of the data processing done with our R pro- 
gram. Note that all R code and server log are available 
upon request from the authors. 

Server log files are the records of transactions, in ASCII 
format, between the users and the web servers when us- 
ers access the website. Each line contains the IP address 
of the remote host making the request for the server, 
which constitutes the identity of the user, the time of the 
request, the method of the request, the page requested, 
the protocol used, the status code, the size of the transac- 
tions, the referrer log and the client software making the 
transaction. Our raw data is the server log file of an aca- 
demic website, www.stat.ucla.edu, for the whole month 
of June 2004. The first three lines of our raw data are: 

 
61.149.137.109 - - [01/Jun/2004:00:00:12 -0700]  
“GET /index.php?vol=2 
HTTP/1.1” 200 32896 “http://www.jstatsoft.org/index.php?vol=1” 
“Mozilla/4.0 
(compatible; MSIE 6.0; Windows NT 5.1; .NET CLR 1.1.4322)” 
64.68.82.14 - - [01/Jun/2004:00:00:21 -0700] “GET/cochran  
HTTP/1.0” 200 
2991 “-” “Googlebot/2.1 (+http://www.googlebot.com/bot.html)” 
127.0.0.1 - - [01/Jun/2004:00:01:30 -0700] “GET /server-status” 
200 17082 
“-” “-” 

 
In order to obtain a clean data set with the variable 

length, we perform several steps. First, we need to re- 
move the action of the robots (machine generated search 
engines that catalog the Internet) [13]. This will leave out 
requests of other types, such as figures, plots or files ac- 
cessible through html documents. Table 1 contains a list 
of the robots were moved. 

After that step, there are only 19,916 lines left,  
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Table 1. List of BOT removed from the raw log file. 

ABC* Ahoy* ATN* BruinBot Checkbot 

crawl* Fast* Googlebot Ink* Jeeves 

NPBot robot* Wget WIS* UCLAseek

 
which are the core data we are going to analyze. We then 
remove most of the information except the IP address 
and the time in terms of date, hour, minute and second. 
Now the resultant file is supposed to have 8 columns. 
The first 4 columns are the IP address, the 5th column is 
the date and the rest are time (hour/minute/second). The 
first 5 rows of the data look like the following: 
 

12 10 219 38 1 6 6 54 

12 10 219 38 1 6 7 7 

12 10 219 38 1 7 27 39 

12 10 219 38 1 7 27 50 

12 100 89 194 10 15 54 13 

 
In order to easily compare the IP address and the time, 

we create two extra columns for numeric IP and general- 
ized time. The numeric IP is to combine the first 4 col- 
umns into a 12-number length column, and the general- 
ized time is to combine the last 4 columns into the unit of 
second since June 1, 00:00:00. This action can be done 
through either Microsoft Excel or R. The resultant file 
has its first 5 rows of the data as follow: 
 

12 10 219 38 1 6 6 54 12010219038 108414 

12 10 219 38 1 6 7 7 12010219038 108427 

12 10 219 38 1 7 27 39 12010219038 113259 

12 10 219 38 1 7 27 50 12010219038 113270 

12 100 89 194 10 15 54 13 12100089194 921253 

 
When the generalized columns are done and sorted, we 

may obtain the length data by analyzing the last 2 gener- 
alized columns through. We define the length of one user 
as the number of page requests of the user from one IP 
address. We define the so called “same user” under two 
criteria: First, the IP address is the same. Second, the 
time between two page requests must be within 20 min- 
utes (1200 seconds). Then the basic idea of this algo- 
rithm is as follow. We create a two-column matrix to re- 
cord the user number (first column) and their correspond- 
ing length (second column). The first 5 lines in these data 
are as follows: 

 

1 2 

2 2 

3 1 

4 1 

5 2 

3. A First Look at the Variable Length 

A univariate preliminary analysis of length reveals some 
statistical facts about our UCLA data. The mean number 
of pages our users visit is 3.043, while the median num- 
ber of pages is 1. Although among the middle 50% of the 
users, the number of pages they visit varies only by 2, 
some rare users visit up to 329 pages within their own 
sessions. 

Figure 1 (left) is the histogram of length for the UCLA 
data. It possesses several properties that are easily ob- 
served. First, sessions tend to be short. Figure 1 (right) 
magnifies the part of the histogram with lengths from 1 
to 10 pages, which cover 95% of all users. Second, the 
number of users decays exponentially for small values of 
length. Note that the decay of the number of users is over 
all lengths, which includes the section of very small 
lengths shown in Figure 1 (right). In particular, among 
these 95% of all users who visit less than 10 pages in 
their sessions, 61% of them visit only 1 page. Third, al- 
though the number of users decreases to nearly zero very 
quickly when length increases, a long tail remains when 
lengths are larger than 60. In fact, there are 11 rare users 
(0.17%) who correspond to this long tail. We are not 
going to consider them as outliers nor try to remove them 
from the data or any simulations. Exponential behavior at 
small values of the variable and thick tails suggests pow- 
er law behavior. 

Previous studies suggest that the variable length fol- 
lows the inverse Gaussian distribution ([7,9]). Theoreti- 
cally, if a variable x follows the inverse Gaussian distri- 
bution,   3 2P x x . Taking logarithms on both sides 
yields    3 2 log other termsP x x   . In other words, 
a straight line in a  log P x log versus x  plot with 
slope close to 3 2  for small values of  x , and large 
values of the variance, is an indication that x  follows 
the inverse Gaussian distribution. 

We can check whether our UCLA data follows inverse 
Gaussian distribution by the above test. Figure 2 shows 
the logarithmic number of users versus logarithmic leng- 
th plot. A linear relationship is shown and can be de- 
scribed by a regression equation:  

 log 7.0947 1.5897 logN L L  , or equivalently,  

  7.0947 1.5897eN L L           (1) 

 N L  is the number of users and where L  is length. 
Note that the slope  1.5897  is close to the theoretical 
value  1.5 . Therefore, this test suggests that the in- 
verse Gaussian distribution is a possible choice for mod- 
eling our UCLA data. 

4. Comparison Methods for Distributions 

This section introduces the several distribution compari- 
son methods we are going to use in the following section. 
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Figure 1. Histogram of UCLA length data. (Left—full histo- 
gram; Right—expanded histogram). 
 

 

Figure 2. Logarithmic number of users versus logarithmic 
length plot. 
 

They include: 1) qualitative comparison of the cumu- 
lative density functions (CDF) and histograms of the 
UCLA data and those of simulated session lengths; 2) 
quantitative comparison of the distributions of the UCLA 
data and those of simulated session lengths by Kolmo- 
gorov-Smirnov test; and 3) quantitative analysis of the 
long tails of the UCLA data and those of simulated ses- 
sion lengths by skewness and kurtosis. 

4.1. Qualitative Comparison of CDF and 
Histograms 

In this qualitative comparison, we compare two sets of 
session length data: a simulated data set and our UCLA 
data set. The “simulated data” is generated by a default 
distribution with parameters obtained via maximum like- 
lihood estimation with the UCLA data. In this paper, we 
consider the inverse Gaussian and the negative binomial 
distribution models. We observe the difference of the two 
data sets’ cumulative density functions and histograms. 

The CDF comparison between is done by observing 
the “simulated-data CDF versus UCLA-data CDF” plot. 
The “simulated-data CDF” is the cumulative density 
function of the simulated data and the “UCLA-data 
CDF” is the cumulative density function of our UCLA 
data. Ideally, if two CDFs are exactly the same, data 
points (“o”) will fall onto a solid line with slope 1 and in- 
tercept 0. The closer the data points are to the solid line, 
the more similar are the two CDFs. 

The histogram comparison between two different leng- 
ths focuses on three main observations: 1) Comparability 
of the small-length frequencies; 2) Decay behavior in the 
two histograms; and 3) Comparability of the tails. 

4.2. Distribution Comparison by 
Kolmogorov-Smirnov Test 

The two-sample Kolmogorov-Smirnov (KS) test [14], 
which is a form of minimum distance estimation, is one 
of the most useful and general nonparametric methods 
for comparing two data sets, as it is sensitive to differ- 
ences in both location and shape of the empirical cumu- 
lative distribution functions of the two data sets. In this 
paper, the two-sample KS test serves as a goodness of fit 
test to compare the simulated data to the UCLA data. 

The KS statistic quantifies a distance between the em- 
pirical distribution functions of two samples. It is defined 
as 

   , sup ,n n x n nD F x F x            (2) 

 n x  and nF Fwhere, in our case, x

0D

  are the CDF of 
the simulated data and the UCLA data respectively. Ide- 
ally, if two data are exactly the same, we have ,n n  . 
The null distribution of this statistic is calculated under 
the null hypothesis that the samples are drawn from the 
same distribution. The null hypothesis is rejected at level  

, if n n

nn
D K

n n
 





. 

4.3. Long Tail Comparison by Skewness and 
Kurtosis 

Skewness is a measure of symmetry, or more precisely, 
the lack of symmetry. A distribution with zero skewness 
is symmetric and it looks the same to the left and right of 
the center point. Kurtosis is a measure of whether the 
data are peaked or at relative to a normal distribution. A 
distribution with high kurtosis tends to have a distinct 
peak near the mean, decline rather rapidly, and has heavy 
tails. A distribution with low kurtosis has a flat top near 
the mean rather than a sharp peak. 

Our UCLA data has skewness 23.69 and kurtosis 
736.24. Both statistics imply the existence of a long tail. 
In the following section, we compute the skewness and 
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kurtosis of the simulated data and see how they differ 
from those of our UCLA data. 

5. Data Analysis 

The first look at the UCLA data in Section 3 suggests 
that length follows the inverse Gaussian distribution. In 
this section, we simulate two sets of length data, one 
from the inverse Gaussian distribution and another from 
the negative Binomial distribution, and compare them to 
our UCLA data. Our objective is to see if conventional 
models used to fit length work well for the UCLA data. 

5.1. The Inverse Gaussian Distribution 

The inverse Gaussian (IG) distribution [9] has the prob- 
ability density function 

   2

22

x

x x

 


  
 
 
 

3
exp

2π
P x


      (3) 

We simulate an IG data set with the parameters 
3.0434   and 2.6222 

IG0.5605CDF

CDF

 obtained from the maxi- 
mum likelihood estimation applied to the fit of this mod- 
el to the UCLA data. 

Figure 3 shows the simulated-data CDF versus UCLA- 
data CDF plot. It suggests that there is a small deviation 
between the two CDFs at the small lengths, but the dif- 
ference is minimized at the large lengths. In general, the 
simulated-data CDF underestimates the UCLA-data CDF. 
The slope and intercept of the regression equation shows 
the deviation between the two CDFs. 

UCLACDF 0.4346       (4) 

where UCLA  and IG  are the CDF of the UCLA 
data and the simulated data from IG distribution. 

CDF

Figure 4 shows the comparison of the two histograms. 
The top histogram is from the UCLA data and the bottom 
one is from the simulated data, and they are obviously 
different. First, the height of the first bar is different. 
Note that most users in the UCLA data set visit only 1 
page in their sessions, and the users in the simulated data 
fail to reproduce this dominance. Second, when length 
increases, the decay of the number of users in the UCLA 
data is much faster than that in the simulated data. Third, 
a long tail does not exist in the simulated data. Based on 
the histogram of the simulated data, the number of users 
decays to zero before length reaches 50, which is not the 
case shown in the histogram of the UCLA data. 

A two-sided KS test serves as a goodness-of-fit test on 
the simulated data. The KS statistic is 0.3549 and the 
p-value is 0. Therefore, this quantitative test suggests that 
the simulated data by IG distribution is different from our 
UCLA data. In addition, the skewness and kurtosis of the 
simulated data is 2.8839 and 12.4105 respectively. Both 
of them are much smaller than the statistics of our UCLA  

 

Figure 3. CDF comparison. (“o” as UCLA; “-” as simulated 
IG data). 
 

 
 

 

Figure 4. Histogram comparison. (Top—UCLA; Bottom— 
simulated IG data). 
 
data. The skewness suggests that the simulated data is 
not as skewed as our UCLA data, while the kurtosis sug- 
gests that the long tail in the simulated data is not as 
heavy as the one in our UCLA data. All these quantita- 
tive analyses support our observations in the CDF and 
histogram comparisons. 

In summary, our analysis suggests that the data simu- 
lated by the IG distribution underestimates the number of 
users whose lengths are small and fails to simulate those 
rare users whose lengths are exceptionally large. In addi- 
tion, when length increases, the decay of the number of 
users is too slow in the simulated data. 

5.2. The Negative Binomial Distribution 

The negative binomial (NB) distribution has the prob-
ability density function 

Copyright © 2013 SciRes.                                                                                  OJS 



F. K. H. PHOA, J. SANCHEZ 150 

 
1

1  xnp p
 

 
 

 

x n
P x

x

 
       (5) 

where p n n   . This distribution is an alternative 
to the Poisson distribution when the data presents over 
dispersion, as is the case with the length data. The distri- 
bution can also be considered a mixture of a Poisson and 
a Gamma [15]. We simulate a NB data set with the pa- 
rameters 3.0434  1.1908n and   obtained from 
the maximum likelihood estimation applied to the UCLA 
data. 

Figure 5 is the simulated-data CDF versus UCLA-data 
CDF plot. As was the case with the IG distribution, the 
plot suggests a small deviation between the two CDFs at 
the small values of length and good fit for large values. In 
general, the simulated-data CDF still underestimates the 
UCLA-data CDF. The slope and intercept of the regres- 
sion equation shows the deviation between the two CDF. 

UCLACDF 0.3401  NB0.6557CDF

CDF

     (6) 

where NB  is the CDF of the simulated data from 
NB distribution. However, since the slope is closer to 1 
and the intercept is closer to 0, the NB simulated data is 
closer to our UCLA data than the IG simulated data. 

Figure 6 shows the comparison of two histograms. 
The top histogram represents the UCLA data and the 
bottom histogram the simulated data; they are still 
slightly different. First, the height of the first bar in the 
simulated data histogram is slightly smaller than that in 
the UCLA data histogram, but this first bar shows a little 
more dominance in the number of users. Second, al- 
though the decay is faster in the simulated data, it still 
fails to capture the same decay rate as our UCLA data 
does. Third, a long tail does not exist in the simulated 
data and the number of users decays to zero before length 
reaches 50. 

The quantitative analysis by the two-sided KS test 
 

 

Figure 5. CDF comparison. (“o” as UCLA; “-” as simu- 
lated NB data). 

 
 

 

Figure 6. Histogram comparison. (Top—UCLA; Bottom— 
simulated NB data). 
 
shows that the KS statistic is 0.2293, which is smaller 
than the KS statistic for the IG simulated data. However, 
the p-value is still 0, which suggests that the NB distribu- 
tion is still not good enough to fit our UCLA data. Even 
worse, the skewness and kurtosis of the simulated data is 
1.8200 and 4.6441 respectively. Both of them are much 
smaller than the statistics of our UCLA data and the IG 
distribution one. This means that the NB distribution fails 
to capture the properties of the long tail in our UCLA 
data. 

In summary, our analysis suggests that the NB distri- 
bution underestimates the frequency for small values of 
length, although the underestimation is not as serious as 
that of the IG distribution. However, rare users whose 
lengths are fitted better by the NB distribution than that 
by IG one. 

5.3. Discussion 

The behavior of users in academic websites is thus no 
different than that of users in commercial ones. It is uni- 
versally true that there exists a large group of “incor- 
rectly-entered” users that makes the frequency of the 
short lengths unusually high. It is also true that there ex- 
ists a small group of unusual users including robots that 
creates a long tail in the distribution of length. 

Although they share similar characteristics according 
to the identities of the users, it is not appropriate to con- 
clude the equivalence of them because we do not have 
data from a commercial website. For example, it is not 
known whether the decreasing rate of the number of us- 
ers, out of the total number of users, in the small length is 
the same in both academic and commercial websites. 
Further investigation is needed for comparison. 
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6. A Proposed New Model 

The heterogeneity of web browsing data is one of the 
main features taken into account in most of the literature 
[4-7]. Recall that www browsing behavior has been mod- 
eled, respectively, by whether visitors visit a page or not, 
by the frequency with which they visit a page, by the 
sequence of pages visited or by the Markov behavior 
followed in the visit. It is a common denominator of most 
research papers using probabilistic models, to consider 
mixtures models or other forms of cluster analysis to 
classify visitors [6]. However, no attempts have been 
made to model the heterogeneity in the length of visits, 
which, naturally, would be a consequence of the hetero- 
geneous behavior in the other aspects of the visit men- 
tioned above. 

Statistical mixture models present two main chal- 
lenges: first, what is the number of components to use in 
the mixture (i.e., where to split the whole group); second, 
what probabilistic model to assume for each component. 
Researchers in web usage mining usually try different 
mixtures with different number of components and select 
the one that best fit the training data [6]. Often, although 
it is heterogeneity what is being modeled, all the compo- 
nents are assumed to come from the same family, with 
only different coefficients distinguishing one component 
from another. This may be a good approach for the other 
aspects of web browsing considered by researchers, but 
not for studying length. For the latter, we propose in this 
section to explore the kind of distribution that best fits 
the nature of the visitors at each region where length is 
defined. 

The properties of length found in the above sections 
suggest that we should divide the data into three different 
groups according to the value of the variable. The first 
group of data comes from users who either may simply 
click the wrong website and immediately quit from the 
website, or know very well what they want in the web 
site and just look for that. Their behavior explains why 
lengths in this group of data are unusually small and the 
frequencies very high but decay exponentially when 
lengths increase. The number of users who know very 
well the site is a tiny portion of the overall number of 
users in this group. The second group of data is the nor- 
mal (regular) users of our website. Their lengths are 
small, but not so small when they are compared to the 
first group of users. Their frequencies decay exponen- 
tially. The third group of data comes from users who visit 
a large number of pages and stay in the website for a 
long time within one session. It is possible that these us- 
ers are robots that we fail to eliminate from the data 
processing, or they are some users who keep clicking our 
website with strange purposes. Since these users are rare, 
most frequencies in this group of data are either 0 or 1 

and length is unusually large, which results in a very long 
tail. 

6.1. Pareto Distribution 

An introduction to Pareto distribution, which appears in 
the later subsection for modeling, is essential before we 
continue our discussion on modeling our data. If X  is a 
random variable with a Pareto distribution, then the prob- 
ability that X  is greater than some number x , i.e. the 
survival function or tail function, is given by 
   a

P x b x  for mx x b, or 1 otherwise, where  is 
the minimum possible value of X  and  is the posi- 
tive parameter. 

a

 

Pareto originally used this distribution to describe the 
allocation of wealth in a society, where a large portion of 
the wealth of a society is owned by a smaller percentage 
of people in that society [16]. This idea is commonly 
called Pareto Principle or the “80-20” rule. 

Notice that this distribution is not limited to describing 
wealth or income, but also to many situations in which an 
equilibrium is found in the distribution of the “small” to 
the “large”. The applications include population migra- 
tion, computer science, physics, astronomy, biology, for- 
est fire, hydrology, etc. [17]. A main common property 
among these applications is that the variable is related to 
size, and there exist a lot of small sizes but also a few 
large sizes. This property exists in our internet traffic 
data and it is the main reason why we describe our data 
using Pare to distribution in the following subsections. 

6.2. Model Fitting 

Inspired by the unique nature of the three groups hy- 
pothesized, it is reasonable to divide our data into three 
groups and fit them separately with three distinct models. 
Our first group of data features an unusually high fre- 
quency at the very small length and a fast exponential 
decay trend when length increases, so a Pareto distribu-
tion is a possible choice for model fitting the low values 
of length. The probability density function of the Pareto 
distribution is: 

1

a

a

ab
P x

x 

a b

a

               (7) 

where  and  are constants. To estimate these pa- 
rameters, instead of using the traditional maximum like- 
lihood like IG or NB distributions in the previous sec- 
tions, we suggest to use a data-driven regression analysis 
on logarithmic number of users and logarithmic length 
can be used for estimating  and b . In particular, once 
we have the regression equation in the form of  

 log intercept slope logN L L   , we can obtain  
1intercepte

a

a

 
  
 

. slope 1a     and b  Therefore, regres- 
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sion analysis suggest that the number of users in the first 
group can be fitted in terms of lengths by 

  1.7523568N L L 5          (8) 

h 1, ,5L for lengt Λ . The upper limit of
at this gro

om the
of 

 the 

9 ,         (9) 

6, ,54L  Λ . The upper limit of th
ause this is

 tail feature 
of

  0.04pN L I               (10) 

length 55L , where p  is a random uniform num
n 0.

other
lity is

6.3. Data Analysis 

ur UCLA data with three distinct 

, if 5

, if 55

otherwise,

L L

L


       (11)

A data it is simulated by this equation in order to com- 
pa

ata CDF versus UCLA-data 
C

chop.9820CDF     (12) 

 this range is 
chosen so th up will cover 90%  of the users. 

Our second group of data comes fr  normal users 
our website. Therefore, it is expected to possess decay 

properties similar to those of the IG or NB distributions. 
We suggest fitting also a Pareto distribution. An advan- 
tage of using the same distribution is that we can com- 
pare the decay rate of the two groups simply by compar- 
ing the difference of 1a   of two equations. Regression 
analysis suggests that number of users in the second 
group can be fitted in terms of lengths by 

  2.49113,608N L L

 

Figure 7. CDF comparison. (“o” as UCLA; “-” as simulated 
data from chopped model). 

F of the simulated data from 
e chopped model. Note that the slope and the intercept 

 close t

ottom 
hi

statistic is 0.0215, which is the smallest KS 
st

pr

 be other, 
si

 

for length is range is 
chosen bec  the last nonzero length before at 
least three consecutive zero number of users. 

Our last group of data comes from the long
 length, describing some rare users who visit excep- 

tionally large number of pages within their lengths. Due 
to its rare existence, it is reasonable to estimate the num- 
ber of user by 

for 
n 0 

- 
ber betwee d 1. 04pI   is an indicator function 
returning 1 if 0.04p  , wise 0. For our data, the 
threshold proba  0.04 because there are 11 rare 
users having lengths from 55 and 329 in our UCLA data. 

a

bi

Once we have fitted o
models, we can combine them into one complete model 
for simulation. We call this model a “chopped model” 
because we “chop” the data into three different groups in 
model fitting. This model can be mathematically pre- 
sented as 

 

1.7525

0.04

2.4919

3568

13,608

pN L I

L













 

re it to the UCLA data set. 
Figure 7 is the simulated-d

DF plot. The plot suggests that the difference between 
the two CDFs is very small for all lengths. A regression 
equation can be used to describe the relationship of two 
CDF. 

UCLACDF 0.0177 0 

 
where chopCDF

 
is the CD

th
are very o 1 and 0 respectively, which suggest that 
the simulated data is very close to our UCLA data. 

Figure 8 shows the comparison of two histograms. 
The top histogram is from UCLA data and the b

stogram is from the simulated data. They look quite 
similar according to our three focuses. First, the height of 
the first bar in the simulated data histogram is very close 
to that in the UCLA data histogram and it is much higher 
than the second bar. Second, their decay rates are similar 
because they both decay near to 0 at around the sixth bar. 
Third, a long tail exists when length is beyond 50 in both 
histograms. 

The quantitative analysis by two-side KS test shows 
that the KS 

atistic we have obtained among three simulated data. 
The p-value is 0.1022, which suggests that it is difficult 
to identify the simulated data by our chopped model and 
our UCLA data by this test with 10% significance level. 
In addition, the skewness and kurtosis of the simulated 
data is 35.8689 and 878.5518 respectively. Both of them 
are very close to the statistics of our UCLA data. This 
means the simulated data by our chopped model suc- 
ceeds to capture the long tail property in our UCLA data. 

In summary, our analysis suggests that the data simu- 
lated by our chopped model succeeds to capture all three 

operties of our UCLA data, namely exceptionally large 
number of users in very small lengths, fast decay rate and 
the existence of long tail in very large lengths. 

The performance of our proposed model on an aca- 
demic website suggests that there may possibly

milar models that can fit the data from commercial 
websites. The key is to identify the nature of the users 
and divides them into several different groups. Once the 
groups are divided reasonably well, the combined model 
may provide a better fit than any other distributions. This 
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Figure 8. Histogram comparison. (Top—UCLA; Bottom— 
simulated data from chopped model). 

o different from the 
ilemma facing those modeling other aspects of web 

erned in this paper with modeling the 
 to an academic website. We use raw

ntitative measures. 
Th

formalization o
m

 For example, one recent work 
re

t 

Department of Statistics at 
 the raw data. This work was 

 
[1] J. Srivastava, d P. N. Tan, “Web 

Usage Mining tions of Usage Pat- 

 
dilemma with the variable length is n
d
browsing behavior (sequences, choices, ranking, etc.) 
and the dilemmas faced in using mixture models. 

7. Conclusions 

We have been conc
behavior of visitors  ter
server log data and focus on the number of links within 
the site that the visitors browse in one visit. After defin- 
ing the term “visit” as a session, the units of observation 
and the variable of interest, we fit to our data the model 
previously used by the other authors, to reach the same 
conclusions they obtained with a commercial web site, 
namely that the data has power law behavior and there- 
fore the modeling could be improved upon by consider- 
ing other probability models. We try other conventional 
model but we fail to capture very important features of 
the data. Finally, we propose a new data-driven modeling 
approach that fits the data very well. 

To measure the goodness of fit of all the models we 
consistently use qualitative and qua

e new model is better than the other two considered 
based on all three measures used. However, the data is 
chopped in a quite arbitrary manner. More experiments 
should be performed to search for the optimal chopping 
positions of the data in order to obtain a better result in 
model fitting, or otherwise, an automated search algo- 
rithm should be implemented for searching these chop- 
ping positions. All these works are considered as future 
researches extended from this work. 

Although our new model fits the data well, it is an ex- 
ploratory model in need of further nce 

ore data are available. It would be interesting to see its 

behavior with other web sites to determine how useful it 
could be to web managers and e-commerce in general. It 
would also be interesting to see how, assuming such a 
behavioral model, changes the analysis of other aspects 
of web browsing behavior, such as sequences followed in 
a visit, entry page, and other aspects of web browsing of 
web browsing that previous authors have considered but 
did not concern us here. 

This is the subject of our future research to apply the 
model to new data sets.

lated to the method mentioned in this paper is [18]. 
These applications to new models allow us to obtain a 
more general model where the determination of the op- 
timal length at which to chop would be done simultane- 
ously with the estimation of the parameters of the differ- 
ent pieces of the model. 
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