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ABSTRACT 

A wireless communication system can be tested either in actual conditions or by a hardware simulator reproducing ac- 
tual conditions. With a hardware simulator it is possible to freely simulate a desired type of a radio channel and making 
it possible to test “on table” mobile radio equipment. This paper presents an architecture for the digital block of a hard- 
ware simulator of MIMO propagation channels. This simulator can be used for LTE and WLAN IEEE 802.11ac appli- 
cations, in indoor and outdoor environments. However, in this paper, specific architecture of the digital block of the 
simulator is presented to characterize a scenario indoor to outdoor using TGn channel models. The switching between 
each environment in the scenario must be made in a continuous manner. Therefore, an algorithm is designed to pass 
from a considered impulse response in the environment to another in other environment. The architecture of the digital 
block of the hardware simulator is presented and implemented on a Xilinx Virtex-IV FPGA. Moreover, the impulse 
responses are transferred into the simulator. The accuracy, the occupation on the FPGA and the latency of the architec- 
ture are analyzed. 
 
Keywords: Hardware Simulator; MIMO Radio Channel; FPGA; 802.11ac Signal; Time-Varying TGn Channel Models 

1. Introduction 

Wireless communication systems may offer high data bit 
rates by achieving a high spectral efficiency using Multi- 
ple-Input Multiple-Output (MIMO) techniques. MIMO 
systems make use of antenna arrays simultaneously at 
both transmitter and receiver sites to improve the capac- 
ity and/or the system performance. However, the trans- 
mitted electromagnetic waves interact with the propaga- 
tion environment. Thus, it is necessary to take into ac- 
count the main propagation parameters during the design 
of the future communication systems. The current com- 
munication standards indicate a clear trend in industry 
toward supporting MIMO functionality. In fact, several 
studies published recently present systems that reach a 
MIMO order of 8 × 8 and higher [1]. This is made possi- 
ble by advances at all levels of the communication plat- 
form, as the monolithic integration of antennas [2] and 
the simulator platforms design [3]. 

The objective of our work concerns the channel mod- 
els and the digital block of the simulator. The design of 
the RF blocks was completed in a previous project [4]. 

The channel models can be obtained from standard 
channel models, as the TGn IEEE 802.11n [5] and the  

LTE models [6], or from real measurements conducted 
with the MIMO channel sounder designed and realized at 
IETR [7]. 

In the MIMO context, little experimental results have 
been obtained regarding time-variations, partly due to 
limitations in channel sounding equipment [8]. However, 
theoretical models of impulse responses of time-varying 
channels can be obtained using Rayleigh fading [9,10]. 

Tests of a radio communication system, conducted 
under actual conditions are difficult, because tests taking 
place outdoors, for instance, are affected by random move- 
ments or even by the weather. However, with hardware 
simulators, it is possible to very freely simulate desired 
types of radio channels. Moreover, a hardware simulator 
provides the necessary processing speed and real time 
performance, as well as the possibility to repeat the tests 
for any MIMO system. Thus, a hardware simulator can 
be used to compare the performance of various radio 
communication systems in the same desired test condi- 
tions. 

These simulators are standalone units that provide the 
fading signal/signals of SISO/MIMO channel in the form 
of analog or digital samples. Some MIMO hardware simu- 
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lators are proposed by industrial companies like Spirent 
(VR5) [11], Azimuth (ACE), Elektrobit (Propsim F8) 
[12], but they are quite expensive. 

With continuing increase of the Field Programmable 
Gate Array (FPGA) capacity, entire baseband systems can 
be mapped onto faster FPGAs for more efficient proto- 
typing, testing and verification. Larger and faster FPGAs 
permit the integration of a channel simulator along with 
the receiver noise simulator and the signal processing 
blocks for rapid and cost-effective prototyping and de- 
sign verification. As shown in [13], the FPGAs provide 
the greatest design flexibility and the visibility of re- 
source utilization.  

The MIMO hardware simulator realized at IETR is re- 
configurable with sample frequencies not exceeding 200 
MHz, which is the maximum value for FPGA Virtex-IV. 
The 802.11ac signal provides a sample frequency of 200 
MHz. Thus, it is compatible with the FPGA Virtex-IV. 
However, in order to exceed 200 MHz for the sample fre- 
quency, more performing FPGA as Virtex-VII can be 
used [3]. The simulator is able to accept input signals 
with wide power range, between −50 and 33 dBm, which 
implies a power control for the input signals. 

At IETR, several architectures of the digital block of a 
hardware simulator have been studied, in both time and 
frequency domains [4]. Typically, wireless channels are 
commonly simulated using finite impulse response (FIR) 
filters, as in [14-16]. The FIR filter output signal is a con- 
volution between a channel impulse response and a fed 
signal in such a manner that the signal delayed by dif- 
ferent delays is weighted by the channel coefficients, i.e. 
tap coefficients, and the weighted signal components are 
summed up. The channel coefficients are periodically 
modified to reflect the behavior of an actual channel. 
Nowadays, different approaches have been widely used 
in filtering, such as distributed arithmetic (DA) and ca- 
nonical signed digits (CSDs) [17]. 

Using FIR filter in a channel simulator has however a 
limitation. With a FPGA Virtex-IV, it is impossible to 
implement a FIR filter with more than 192 multipliers 
(impulse response with more than 192 taps). 

To simulate an impulse response with more than 192 
taps, the Fast Fourier Transform (FFT) module can be 
used. With a FPGA Vitrex-IV, the size N of the FFT 
module can reach 65536 samples. Thus, several frequency 
architectures have been considered and tested [17]. How- 
ever, their disadvantages are high latency and high oc- 
cupation on FPGA. 

In this paper, the number of taps is limited to 18 for 
each SISO channel, thus, to 18 × 4 taps for the 2 × 2 
MIMO channel. Therefore, the time domain architecture 
is considered because the total number of taps does not 
exceed 192. 

The main contributions of the paper are: 

 In general, the channel impulse responses can be pre-
sented in baseband with its complex values, or as real 
signals with limited bandwidth B between fc – B/2 and 
fc + B/2, where fc is the carrier frequency. In this pa- 
per, to eliminate the fc and the complex multiplication, 
the hardware simulation operates between Δ and B + 
Δ, where Δ depends on the band-pass filters (RF and 
IF). The value Δ is introduced to prevent spectrum 
aliasing. The use of real impulse response allows the 
reduction by 2 of the FIR filters size and by 4 the 
number of multipliers. Thus, within the same FPGA, 
MIMO channels with larger number of antennas can 
be simulated. 

 Tests have been made for indoor [18] and outdoor [19, 
20] fixed environments using standard channel mod- 
els. In this paper, tests are made with scenario that 
switches between indoor environment and another, or 
between indoor and outdoor environments to simulate 
heterogeneous networks [21]. In this context, an algo- 
rithm is proposed to switch between the environments 
in a continuous manner. 

 To decrease the number of multipliers on the FPGA 
and to switch from one environment to another, a so- 
lution is proposed to control the change of delays in 
architecture for time-varying channel. 

The rest of this paper is organized as follows. Section 
2 presents the channel models and the scenario proposed 
for the test. Section 3 describes the algorithm designed to 
switch between environments. Section 4 presents the de- 
signed architecture of the digital block of the simulator 
and its implementation summary on the FPGA. In Sec- 
tion 5, the accuracy of the output signals of the architec- 
ture are analyzed. The output SNR for the entire scenario 
is provided. Lastly, Section 6 gives concluding remarks 
and prospects. 

2. Channel Description 

2.1. Proposed Scenario 

The proposed scenario covers indoor and indoor-to-out- 
door environments at different environmental speeds. 
They consider the movements from an environment to 
another using an 802.11ac signal which has a 200 MHz 
sampling frequency (fs) at a central frequency of 5 GHz. 
Thus, the sampling period Ts = 5 ns. 

A person moves from an office environment to a large 
indoor environment, then to an outdoor environment. For 
this scenario, the TGn channel model B, C and E cover 
the entire channel. Thus, three environments in this sce-
nario are considered. 

Figure 1 and Table 1 present the scenario and the 
movement of the person in it. 

v is the mean environmental speed, fd is the Doppler 
frequency, fref is the refresh frequency between two suc- 
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Figure 1. Proposed scenario. 
 

Table 1. Scenario description. 

 Model 
v 

(km/h) 
fd 

(Hz) 
fref 

(Hz) 
t 

(s) 
d 

(m) 
Np 

E1 B 2 9.25 20 10 5.5 200 

E2 C 4 18.5 40 30 133.3 1200 

E3 E 4 18.5 40 60 266.6 2400 

 
cessive MIMO profiles, t is the time duration of move- 
ments in the considered environment, d is the distance 
traveled and Np = t × fref is the number of profiles in each 
environment. fd is equal to: 

c
d

f v
f

c




 

               (1) 

where c is the celerity. fref is chosen > 2·fd to respect the 
Nyquist-Shannon sampling theorem. 

TGn channel models [5] have a set of 6 profiles, la- 
beled A to F, which cover all the scenarios for WLAN 
applications. Each model has a number of clusters. Each 
cluster corresponds to specific tap delays which overlap 
each other in certain cases. The relative power of each 
tap of the impulse response for the considered TGn chan- 
nel models are presented in Table 2 by taking the Line- 
of-Sight (LOS) path as reference. 

RP is the linear relative power; it can be obtained from 
the relative power in (dB) by: 

dB

1010
RP

RP               (2) 

The maximum relative delay for the last tap for model 
B is 80 (ns), for model C is 200 (ns) and for model E is 
730 (ns). Each tap of each model considers reflection of 
the wave in the environment. Thus, the scenarios in this 

Table 2. Path loss for the considered TGn models. 

TGn model B TGn model C TGn model E 
Tap

index Excess 
delay (s)

RP 
Excess 

delay (s) 
RP 

Excess 
delay (s)

RP 

1 0·Ts 1 0·Ts 1 0·Ts 0.549 

2 2·Ts 0.288 2·Ts 0.616 2·Ts 0.501 

3 4·Ts 0.561 4·Ts 0.371 4·Ts 0.446 

4 6·Ts 0.258 6·Ts 0.223 6·Ts 0.407 

5 8·Ts 0.121 8·Ts 0.138 10·Ts 0.986 

6 10·Ts 0.056 10·Ts 0.083 16·Ts 0.758 

7 12·Ts 0.027 12·Ts 0.366 22·Ts 0.562 

8 14·Ts 0.013 14·Ts 0.220 28·Ts 0.416 

9 16·Ts 0.006 16·Ts 0.136 36·Ts 0.467 

10 - - 18·Ts 0.082 46·Ts 0.281 

11 - - 22·Ts 0.042 56·Ts 0.173 

12 - - 28·Ts 0.026 66·Ts 0.104 

13 - - 34·Ts 0.015 76·Ts 0.063 

14 - - 40·Ts 0.009 84·Ts 0.038 

15 - - - - 98·Ts 0.029 

16 - - - - 112·Ts 0.014 

17 - - - - 128·Ts 0.008 

18 - - - - 146·Ts 0.003 

 
paper are considered as scenario models. 

Model E is considered for a typical large open space 
(indoor and outdoor) in Non-Line-of-Sight (NLOS) con- 
ditions. Model C represents a large indoor environment 
in NLOS conditions. Lastly, Model B is used for typical 
office environments in NLOS conditions. 

2.2. Time-Varying 2 × 2 MIMO Channel 

In this section, we present the method used to obtain a 
model of a time variant channel, using the Rayleigh fad- 
ing. A 2 × 2 MIMO Rayleigh fading channel [22,23] is 
considered. The MIMO channel matrix H can be charac- 
terized by two parameters: 

1) The relative power Pc of constant channel compo- 
nents corresponds to LOS paths. 

2) The relative power Ps of the channel scattering 
components corresponds to NLOS paths. 

The ratio Pc/Ps is called Ricean K-factor. 
Assuming that all the elements of the MIMO channel 

matrix H are Rice distributed, it can be expressed for 
each tap by: 

H c F s vP H P H             (3) 

where HF and HV are the constant and the scattered 
channel matrices respectively. 

The total relative received power is P = Pc + Ps. 
Therefore: 
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1c

K
P P

K
                  (4) 



1

1sP P
K

                  (5) 


If we replace Equations (4) and (5) in Equation (3) we 
obtain: 

1

1 1F V

K
H P H 


H

K K

 
   

        (6) 

To obtain a Rayleigh fading channel, K is equal to zero, 
so H can be written as: 

VH P H                 (7) 

P is derived from Table 2 for each tap. For 2 transmit 
and 2 receive antennas: 

11 12

21 22

X X

X X

 
 
 

H P              (8) 

where Xij (i-th receiving and j-th transmitting antenna) 
are correlated zero-mean, unit variance, complex Gaus- 
sian random variables as coefficients of the variable 
NLOS (Rayleigh) matrix HV. 

To obtain correlated Xij elements, a product-based 
model is used [23]. This model assumes that the correla- 
tion coefficients are independently derived at each end of 
the link: 

    T1 2

r w tH R

1 1

1 1r

1 2
X R            (9) 

Hw is a matrix of independent zero mean, unit variance, 
complex Gaussian random variables. Rr and Rt are the 
receive and transmit correlation matrices. They can be 
written by: 

,tR R
 

 

 
  
 

1s



 
  
 

        (10) 

where α is the correlation between channels (between 
their average signal gain) at two receives antennas, but 
originating from the same transmit antenna (SIMO). It is 
the correlation between channels that have the same An- 
gle of Departure (AoD). β is the correlation coefficient 
between channels at two transmit antennas that have the 
same receive antenna (MISO). 

The use of this model has two conditions: 
1) The correlations between channels at two receive 

(resp. transmit) antennas are independent from the Rx 
(resp. Tx) antenna. 

2) If s1 (resp. s2) is the cross-correlation between an- 
tennas AoD (resp. AoA) at the same side of the link, then: 

    and 2s   

 xyj R D  

      π

π
cos sinxxR D D PAS d

. 
α and β are expressed by ρ: 

 xxR D           (11) 

where D = 2πd/λ, d = 0.5λ is the distance between two 
successive antennas, λ is the wavelength and Rxx and Rxy 
are the real and imaginary parts of the cross-correlation 
function of the considered correlated angles: 

   


  

      π

π
sin sinxyR D D PAS d

   (12) 

  


  

 

    (13) 

The PAS (Power Angular Spectrum) closely matches 
the Laplacian distribution [24,25]: 

21
e

2
PAS

 



         (14) 

where σ is the standard deviation of the PAS. 

3. Algorithm Design 

The switch between the environments must be made in 
continuous manner. 

Between E1 and E2 for example, the person speed be- 
gins accelerating from 2 (km/h) to 4 (km/h). Thus, we 
consider a mean environmental speed for each environ- 
ment. 

After applying the method used to obtain a 2 × 2 
MIMO time-varying channel presented in Section 2.2, 
Table 3 presents the relative powers (RP) of the last im- 
pulse response of h11 in E1, the first h11 in E2, the last h11 
in E2 and the first h11 in E3. 

 
Table 3. Relative power for the considered switching im- 
pulse responses for h11. 

Excess 
delay (s)

Last h11 in 
E1 

First h11 in 
E2 

Excess 
delay (s) 

Last h11 in 
E2 

First h11 in 
E3 

0·Ts 0.590 0.048 0·Ts 0.050 0.132 
2·Ts 0.236 0.081 2·Ts 0.083 0.252 
4·Ts 0.742 0.166 4·Ts 0.170 0.059 
6·Ts 0.224 0.108 6·Ts 0.110 0.126 
8·Ts 0.037 0.052 8·Ts 0.054 0 
10·Ts 0.140 0.063 10·Ts 0.064 0.182 
12·Ts 0.077 0.447 12·Ts 0.458 0 
14·Ts 0.037 0.054 14·Ts 0.056 0 
16·Ts 0.047 0.231 16·Ts 0.236 0.093 
18·Ts 0 0.095 18·Ts 0.097 0 
22·Ts 0 0.094 22·Ts 0.096 0.045 
28·Ts 0 0.007 28·Ts 0.007 0.099 
34·Ts 0 0.054 34·Ts 0.055 0 
40·Ts 0 0.056 36·Ts 0 0.160 

- - - 40·Ts 0.057 0.228 
- - - 46·Ts 0 0.155 
- - - 56·Ts 0 0.147 
- - - 66·Ts 0 0.042 
- - - 76·Ts 0 0.063 
- - - 84·Ts 0 0.030 
- - - 112·Ts 0 0.039 
- - - 128·Ts 0 0.026 
- - - 146·Ts 0 0.021 
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To switch from 9 taps (E1) with a maximum delay of 
16Ts to 14 taps (E2) with a maximum delay of 40Ts, an 
algorithm is proposed. Two parameters are considered: 
the delay of the taps of the impulse responses and their 
RP: 

0.8

1) As presented in Table 2, the excess delays of the 9 
taps in E1 are equal to the first 9 taps excess delay of E2. 
Therefore, we completed the impulse responses RP vec- 
tors of h11 in E1 by 14 − 9 = 5 zeros that corresponds to 
the excess delay of E2, as presented in Table 3. 

2) To pass from RP of last h11 in E1 (RP1) to first h11 in 
E2 (RPf), a relation is proposed to increase the RP on 
each fref : 

  1fRP RP

f


 1 1iRP RP i         (15) 

where i is an integer that varies from 2 to f − 1. fref also 
changes, as presented in Table 1. It passes from 20 Hz  

 1reff  to 40 Hz  freff : 

  1fref ref

1
1

iref ref

f f

f


f f i          (16) 

f is chosen equal to 80. In fact, the average 
ireff  is equal 

to 30 Hz. In this case, 80/30 = 2.66 s needed time to 
switch between the impulse responses which is sufficient 
to consider it in continuous manner. 

Figure 2 presents the switch between the last h11 in E1 
and the first h11 in E2 for the 80 profile of h11. 

To switch from the last h11 in E2 to the first h11 in E3, 
the same previous method is used. However, in this case, 
to consider Equation (15), the excess delay vector of the 
two impulse responses are summed up to a new excess 
delay vector that contains all the delays, as presented in 
Table 3. Moreover, fref remains the same in this switch. 
Figure 3 presents the switch between the last h11 in E2 
and the first h11 in E3 for the 80 profile of h11. 

4. Architecture and Implementation 

In this section, the architecture of the digital block of the 
hardware simulator is presented. The occupation of the 
architecture on the FPGA is provided. Moreover, the 
transfer process of the impulse responses is described. 

4.1. Digital Block Architecture 

We simulate 2 × 2 MIMO channel. Therefore, four FIR 
filters are considered to present the four SISO channels. 
In general, for each channel the FIR width and the num- 
ber of used multipliers are determined by the taps of each 
channel. However, by simulating a scenario all the chan- 
nels have to be considered. To use limited number of 
multipliers on the FPGA and to switch from one envi- 
ronment to another, a solution is proposed to control the  
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Figure 2. Switching between E1 and E2. 
 

change of delays in architecture by connecting each mul- 
tiplier block of the FIR by the corresponding shift Regis- 
ter block. Therefore, the number of multipliers in the FIR 
filters is equal to the maximum number of taps between 
all channels of all environments. The switch from the last 
h11 in E2 to the first h11 in E3 needs 23 taps (Table 3). 
Therefore, 4 FIR filters with 23 multipliers each are con- 
sidered. Figure 4 presents two SISO channels of the time 
domain architecture based on FIR 147 filter with 23 mul- 
tipliers. 

We have developed our own FIR filter instead of using 
Xilinx MAC FIR filter to make it possible to reload the 
FIR filter coefficients. The general formula for a FIR 
filter with 23 multipliers is: 

     
23

1

,q q k q k
k

y i h i x i i i N


         (17) 
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Figure 3. Switching between E2 and E3. 
 

In this relation, the index q suggests the use of quanti- 
fied samples and hq(ik) is the attenuation of the kth path 
with the delay ikTs. 

The truncation block is located at the output of the fi- 
nal digital adder. It is necessary to reduce the number of 
bits to 14 bits. Thus, these samples can be accepted by 
the digital-to-analog converter (DAC), while maintaining 
the highest accuracy. The immediate solution is to keep 
the first 14 bits. It is a “brutal” truncation (B.T.). This 
truncation decreases the real value of the quantified out- 
put sample. Moreover, 36 − 14 = 22 bits will be elimi- 
nated. Thus, instead of an output sample y, we obtain 

2my  u    , where  is the biggest integer number 
smaller or equal to u. 

However, for low voltages, the brutal truncation gen- 
erates zeros to the input of the DAC. Therefore, a better 
solution is the sliding truncation (S.T.) presented in Fig- 

 

Figure 4. FIR 147 with 23 multipliers for one h11 and h21. 
 

ure 4 which uses the 14 most significant bits. This solu- 
tion modifies the output sample values. Therefore, the 
use of a reconfigurable amplifier after the DAC must be 
used to restore the correct output value. It must be di- 
vided by the corresponding sliding factor. 

4.2. Implementation on FPGA Virtex-IV 

The XtremeDSP Virtex-IV board from Xilinx [3] is used 
for the implementation. The XtremeDSP features dual- 
channel high performance ADCs (AD6645) and DACs 
(AD9772A) with 14-bit resolution, a user programmable 
Virtex-IV FPGA, programmable clocks, support for ex- 
ternal clock, host interfacing PCI, two banks of ZBT- 
SRAM, and JTAG interfaces. The simulations and syn- 
thesis are made with Xilinx ISE [3] and ModelSim soft- 
ware [26]. 

The 2 × 2 MIMO architectures are implemented in the 
FPGA Virtex-IV which has 2 ADC and 2 DAC, it can be 
connected to only 2 down-conversion and 2 up conver- 
sion RF units. To test a higher order MIMO array, the 
use of more performing FPGA as Virtex-VII [3] is rec- 
ommended. 

Table 4 presents the FPGA utilization of 2 × 2 MIMO 
time domain architecture using four FIR filters with their 
additional circuits used to dynamically reload the channel 
coefficients. 

In the FPGA, the clock is controlled by a Virtex-II 
which is connected to the Virtex-IV. 

4.3. Impulse Responses Transfer 

The channel impulse responses are stored on the hard 
disk of the computer and read via the PCI bus and then 
stored in the FPGA dual-port RAM. Figure 5 shows the 
connection between the computer and the FPGA board to 
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Table 4. Virtex-IV utilization summary for the 2 × 2 MIMO 
architecture. 

Logic Utilisation Used Available Utilization 

Slice Flip Flops 2108 30,720 7% 

4 Input LUTs 3951 30,720 13% 

Occupied Slices 3546 15,360 23% 

Bonded IOBs 40 448 9% 

BUFG/BUFGCTRLs 1 32 3% 

FIFO16/RAMB16s 24 192 12% 

DSP48s 92 192 47% 

 

 

 

Figure 5. Connection between the computer and the Xtre- 
meDSP board. 

 
reload the coefficients. The successive profiles are con- 
sidered for the test of a 2 × 2 MIMO time-varying chan- 
nel. 

The maximum data transfer of the impulse responses 
is: 23 × 4 = 92 words of 16 bits = 184 bytes to transmit 
for a MIMO profile, which is: 184 × fref (Bps). fref de- 
pends on each environment in the scenario. For E1 it is 
3.680 (kBps) and for E2 and E3 it is 7.360 (kBps). 

The MIMO profiles are stored in a text file on the hard 
disk of a computer. This file is then read to load the me- 
mory block which will supply RAM blocks on the simu- 
lator (one block for each tap of the impulse response). 
Each block RAM has a memory of 64 (kB), thus 512 
(kbits). The impulse responses are quantified on 16 bits, 
therefore, up to 32,000 MIMO profiles can be supplied in 
the RAM blocks. Each environment needs 4 blocks RAM 
for the power of the impulse responses and 4 blocks for 

the delays, which is a total of 8 blocks RAM. Reading 
the file can be done either from USB or PCI interfaces, 
both available on the used prototyping board. The PCI 
bus is chosen to load the profiles. It has a speed of 30 
(MB/s). In addition, this is a bus of 32 (bits). Thus, on 
each clock pulse two samples of the impulse response are 
transmitted. 

The Nallatech driver in Figure 5 provides an IP sent 
directly to the “Host Interface” that reads it from the PCI 
bus and stores these data in a FIFO memory. The module 
called “Loading profiles” reads and distributes the im- 
pulse responses in “RAM” blocks. While a MIMO pro- 
file is used, the following profile is loaded and will be 
used after the refresh period. 

5. Accuracy 

In order to determine the accuracy of the digital block, a 
comparison is made between the theoretical and the Xil- 
inx output signals. 

An input Gaussian signal x(t) is considered for the two 
inputs of the 2 × 2 MIMO simulator. The use of a Gaus- 
sian signal is preferred because it has a limited duration 
in time domain. To simplify the calculation, we consider 
x1(t) = x2(t): 

     
 2

22
1 2 e ,0
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x     
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    (18) 

where Wt = 50·Ts, mx = 25·Ts and σ = 4·Ts (small enough 
to show the effect of each tap on the output signal). 

The A/D and D/A converters of the development 
board have a full scale [−Vm, Vm], with Vm = 1 V. For the 
simulations we consider xm = Vm/2. The theoretic output 
signals are calculated by: 

      (19) 

     (20) 

For x1(t) = x2(t):  

   23

1 11 211 k k k sk
y t h i h j x t i T


   

     

   (21) 

   23

2 12 221 k k k sk
y t h i h j x t i T


       (22) 

and in this case, the occupation on FPGA is decreased if 
h11 and h21 (respectively h12 and h22) are summed before 
charging to the RAM blocks. In fact, two channels will 
be simulated instead of four. The number of RAM blocks 
and multipliers will be divided by 2. Thus, the occupa- 
tion on FPGA of 4 × 4 MIMO channel (with the same 
input signals) is equal to the occupation of 2 × 2 MIMO 
channel (with different input signals). 
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The relative error is given for each output sample by: 

     
   ry 100 %

i


 
 

xilinx theo

theory

y i y
i

y i



      (23) 

where yxilinx and ytheory are vectors containing the samples 
of corresponding signals and ytheory equal to y1 or y2. The 
Signal-to-Noise Ratio (SNR) is: 

     
theory

dB
y i

y i
theory

10
xilinx

SNR 20 logi
y i

 


   (24) 

where Final1,50i    and nalFi  is the maximum num-
ber of the last tap between h11 and h21, or between h12 and 
h22. 

Three snapshots of y1 in E1, E2 and E3 respectively 
with their SNR are presented in Figure 6. 

For TGn channel model B (E1), the effect of the chan-
nel on the input signals is negligible. In fact, the length of 
the impulse responses is 14 (very low if we compare it to  
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Figure 6. Three snapshots of y1 in E1, E2 and E3 respectively 
with their SNR. 

the length of 6σ). However, TGn channel model C (E2) 
and E (E3), the maximum length of the impulse responses 
is high which will affect the input signals. As shown in 
Figure 6, the SNR is low for small values of the output 
signal. 

The global values of the relative error and of the SNR 
computed for the output signal before and after the final 
truncations are necessary to evaluate the accuracy of the 
architecture. The global relative error is computed by: 

 
theory

100 %
E

y
             (25) 

The global SNR is computed by: 

 theory

10SNR 20 log dBg

y

E
 



       (26) 

where E = yXilinx − ytheory is the error vector. 
X 1 2, , ,For a given vector Lx x x  , its Euclidean 

norm ||x|| is: 

2
1

1 L

kk
x

L 
 x            (27) 

Table 5 shows the mean global values of the SNR 
between the Xilinx output signal and the theoretical out- 
put signal using 2 × 2 MIMO time domain architecture 
for all the profiles in each environment. The results are 
given with brutal truncation and with sliding truncation. 
It has been shown that the sliding truncation increases the 
SNR about 30 to 40 (dB). 

6. Conclusions 

In this paper, specific architecture of the digital block of 
the simulator is presented to characterize a scenario in- 
door to outdoor using TGn channel models. An algorithm 
has been proposed and tested to switch between the en- 
vironments in a continuous manner. Also, to decrease the 
number of multipliers on the FPGA and to switch from 
one environment to another, a solution is proposed to 
control the change of delays in architecture for time- 
varying channel. The impulse responses have been im- 
plemented in the digital block of the simulator. 

 
Table 5. The mean global relative error and SNR. 

Brutal Truncation Sliding Truncation 
 

y1 y2 y1 y2 

Mean Global Relative Error (%) 
E1 0.3438 0.4785 0.0126 0.0169 
E2 0.5272 0.5067 0.0132 0.0127 
E3 1.1874 1.1822 0.0156 0.0202 

Mean Global SNR (dB) 

E1 49.27 46.39 78.02 75.51 
E2 45.54 45.88 77.58 77.92 
E3 38.45 38.49 76.16 73.89 
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The time domain architecture used for the design of 
the digital block represents the best solution, especially 
for MIMO systems. In fact, it occupies just 23% of slices 
on the FPGA Virtex-IV. Also, it has a small latency of 
125 (ns). 

Moreover, a study of the architecture accuracy for 
time-varying 2 × 2 MIMO channel has been presented. It 
showed that the SNR increases of about 30 to 40 (dB) 
using a sliding truncation.  

For our future work, simulations made using a Virtex- 
VII [3] XC7V2000T platform will allow us to simulate 
up to 300 SISO channels. In parallel, measurement cam- 
paigns will be carried out with the MIMO channel sounder 
realized by IETR to obtain the impulse responses of the 
channel for various types of environments. The final ob- 
jective of these measurements is to obtain realistic MIMO 
channel models in order to supply the hardware simulator. 
A graphical user interface will also be designed to allow 
the user to reconfigure the simulator parameters. 
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