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ABSTRACT 

Very often it so happens that the cost of operating an Intrusion Detection System (IDS) exceeds the cost of purchasing 
the IDS itself. In such cases, regular operation and maintenance of the system becomes expensive. Thus, it becomes 
essential to reduce the operating cost of the IDS without compromising on the performance and reliability of the IDS. 
Apart from the initial cost of procuring the IDS, other costs include cost of accessories required and cost of administra- 
tion etc. In this paper we calculate the cost benefit tradeoffs of an IDS. We propose a method to determine the optimum 
operating point of the IDS. In an effort to solve the problems of the previously proposed metrics, we propose a decision 
tree based approach to calculate the cost of operating an IDS in a mobile ad hoc network. Mathematically and program- 
matically we deduce the minimum operating point of operation of an IDS and generate the receiver operating character- 
istic curve of the IDS. To further ascertain this, we use available network packet capture data and calculate the mini- 
mum operating cost of an IDS. The main motive behind this paper is to show that the cost of operating an IDS in a 
MANET can be minimized and hence the effectiveness and performance of the IDS can be maximized. 
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1. Introduction 

As the complexity and volume of computer networks are 
increasing, it is becoming increasingly difficult to detect 
and thwart intrusions in networks. The number of such 
threats and intrusions are increasing and are posing a 
problem to both corporations and nations [1]. Intruders 
continue to use more sophisticated techniques to illegally 
gain access to systems [2] and cause loss of data. Thus, it 
is essential to be able to guard our networks against such 
malicious intrusions using Intrusion Detection Systems 
(IDS). An Intrusion Detection System (IDS) detects an 
unwanted or malicious element in any network and is 
able to generate alarms and alerts to the network admin-
istrator. The primary task of an IDS is be able to judge an 
intrusion as normal or malicious. This is usually done 
with the help of an attack vector. An attack vector can be 
defined as the path or method by which the malicious 
element intrudes into the network. The evaluation of In- 
trusion Detection Systems began in the year 1998 when 
Lincoln Laboratory in Massachusetts Institute of Tech- 
nology conducted an evaluation and analysis of IDS 
sponsored by DARPA [3]. This evaluation is known as 

DARPA’s 1998 off-line intrusion detection evaluation. 
Different versions of this evaluation have been published 
by Durst et al. [4], McHugh [5] and Stolfo et al. [6]. In 
Mobile ad hoc network (MANET) security attacks on 
routing information [7], exhausting nodes resources, ma- 
liciously manipulating data traffic is primarily caused by 
lack of network infrastructure. Intrusion detection sys- 
tems for MANETs are usually designed in two layers, 
primary IDS and secondary IDS. These components com- 
municate across the network. The primary IDS are cen-
tralized while the secondary IDS are distributed and are 
responsible for data gathering, data reduction, detection, 
and response. The secondary IDS also forwards success-
ful detections to the primary IDS. The primary IDS con-
sists of only an analysis component. Sensors collect audit 
information and convert it to a common event format. 
The packager component performs data reduction by 
grouping the events into sessions. The analysis compo-
nent uses these sessions to create detectors. The detector 
component matches current sessions to its detectors. Fi-
nally, the response component automatically responds to 
attacks. The purpose of having two layers of defense is 
that in case of failure to catch a malicious event by one 
layer is handled by the second layer. *Corresponding author. 
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There are several available metrics available for eva- 
luating the performance of IDS. Each of the available 
metrics have their own contribution towards the analysis 
of IDS. Yet they are rarely applied in the literature when 
proposing a new metric for an IDS. There are two main 
reasons for this discrepancy: firstly, each metric is pro- 
posed in a different framework for example in informa- 
tion theory, decision theory, cryptography etc. and in a 
seemingly ad hoc manner. Therefore, an objective com- 
parison between the metrics is very difficult. The second 
reason is that the proposed metrics usually demand the 
knowledge of some uncertain parameters like the likeli- 
hood of an attack, or the costs of false alarms and missed 
detections. However, these uncertain parameters can also 
change during the operation of an IDS. Therefore the 
evaluation of an IDS under some (possibly wrongly) es- 
timated parameters might not be of much value. 

For an IDS to be cost effective it should cost less than 
the expected number of intrusions it will handle. This 
requires a correct balance between the operating costs, 
damage costs, cost of response and also their effects on 
computing resources and constraints. Usually while deal- 
ing with IDS we tend to ignore the cost component and 
focus more on its ability to deal with intrusions. 

The rest of the paper is organized as follows. In Sec- 
tion 2, we discuss prior work done in the area of metrics 
to evaluate IDSs. Section 3 deals with ROC for evaluat- 
ing IDS followed by Section 4 which analyzes the deci- 
sion tree approach to evaluate IDS. Section 5 calculates 
the operating cost of the IDS using decision tree ap- 
proach and shows that the operating cost is a minimum 
for optimum performance. In Section 6 we discuss data 
sets available to evaluate IDS followed by results and 
discussions in Section 7. 

2. Prior Work 

The performance of an IDS is the capability of its de- 
tecting a malicious element successfully. The perform- 
ance is directly related to the reliability of the IDS. In 
order to compare the performance characteristics of dif- 
ferent IDS’s, we need metrics or measuring units which 
could quantitatively measure the capabilities of intrusion 
detection of such systems. Till date several metrics have 
been proposed to evaluate IDS. However, before being 
able to measure the performance of these IDS’s, it is im-
portant to study and analyze the behavior o the IDS itself. 
The basic metric or assessing the performance of IDS is 
its accuracy. Resilience is another commonly used metric to 
measure the capabilities of an IDS. Resilience is a measure 
of how the IDS reacts to attacks and malicious elements and 
how it is able to thwart attacks towards the IDS itself. 

The most commonly used metrics used to define the 
performance of an IDS are its ability to distinguish be- 
tween a malicious element and a normal event. False 

Positive Rate (FP) is define d as the probability that the 
IDS generates an alarm although the behavior of the 
network is completely normal. False Positive Rate is also 
called Type I error. False Negative Rate (FN or Type II 
Error) is the probability that the IDS does not generate an 
alarm in the presence of malicious behavior [8]. 

When developing metrics for an IDS, there is always a 
trade-off between false positive rate and false negative 
rate. By increasing the number of false positives the IDS 
becomes more sensitive and conversely the IDS becomes 
more risky if more false negatives are ignored. Thus, it is 
important to strike a balance between false negatives and 
false positives while choosing a configuration for an IDS. 
Another useful metric for an IDS is Sensitivity. Sensitiv- 
ity is defined as the ratio or proportion of normal behav- 
ior. A sensitivity value of 1 indicates that all malicious 
elements are detected. However, this is not desired as this 
is essentially achieved by terming all behavior as mali- 
cious. In such cases another metric called specificity is 
needed. Specificity is defined as the ratio or proportion 
of true negatives. Specificity alone as a metric is not use-
ful by itself. Unit specificity can be achieved by classify-
ing all events are normal and putting the system into high 
risk. Thus, another metric called F measure is used and is 
defined as the harmonic mean of sensitivity and specificity. 

3. ROC 

Receiver Operating Characteristic (ROC) curve describes 
the relationship between the two parameters of an IDS, 
its probability of detection, (1 − β), and its false alarm 
probability, α. The ROC curve displays the (1 − β) pro- 
vided by the IDS at a given α. It also displays the α pro- 
vided by the IDS at a given (1 − β). The ROC curve 
summarizes the performance of the IDS. Graf et al. [9] 
had drawn ROC curves from actual data in the 1998 
DARPA off-line intrusion detection evaluation. While 
comparing ROC curves of two different IDS’s, [10] with 
different operating points, it becomes very important and 
critical to choose the correct operating point. Gaffney 
and Ulvila [11] have shown that one would never choose 
to operate an IDS at an interior point on the line segment 
connecting two operating points. 

There are only two possible options for reports coming 
from the IDS. First if when the IDS will respond as 
though there were an intrusion (R) or second if the IDS 
do not respond (NR). Any combination of the above two 
parameters result in increased cost of errors. Let us as- 
sume that the cost of responding as though there were an 
intrusion when there is none is denoted Cα and let Cβ be 
the cost of failing to respond. Thus, we can define a Cost 

Ratio as 
C

C
C





 . 
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In reality, however, these costs are complex as the 
possible number of combinations of the above mentioned 
two causes are huge. The expected cost of an IDS can be 
depicted using a decision tree. The convention of reading 
the tree is from left to right. This decision tree shows the 
sequence of actions (squares) and uncertain events (cir- 
cles) that describe the operation of the IDS and of the 
actions or responses that can be taken, based on reports. 
It also shows the consequences of the combinations of 
actions and events. The costs shown correspond to the 
consequences. 

A probability distribution represents the uncertainty 
about which branch of the tree will happen following an 
event node. Each uncertain event is associated with the 
probability of its occurrence. There are three probabili- 
ties specified in the tree: 

p1 = the probability that the IDS reports an alarm; 
p2 = the conditional probability of intrusion given that 

the IDS generates an alarm; and 
p3 = the conditional probability of intrusion given that 

the IDS generates no alarm. 
[11] have shown that these probabilities can be derived 

from the values of α, β and p. Moving across from right 
to left, the expected value at an event node is calculated 
as the sum of products of probabilities and costs for each 
branch. The expected cost at an action node is the mini- 
mum of expected costs on its branches. An operating 
point for an IDS is defined as the values of the parame- 
ters α and β. [11] show that the expected cost of operat- 
ing at a point on an IDSs ROC curve is: 

       Min , 1 1 Min 1 , 1C p p C p p          

where 
C

C
C





  

and p is the probability of intrusion. The choice of oper-
ating point is an important criterion in the performance of 
an IDS. The performance of an IDS could be tuned if the 
operating point is correctly chosen. Usually the operating 
point is so chosen that the expected cost is the minimum 
i.e. the values of α and β are so chosen so as to minimize 
expected cost. A similar approach is followed to evaluate 
multiple IDS’s. The decision tree is similar to that of a 
single IDS only that for the case of multiple IDS, the tree 
becomes a wee bit more complex. 

4. Decision Tree Approach to Valuate an 
IDS 

A decision tree is a predictive modeling technique that 
builds a tree like structure of the data pattern for deter- 
mining the optimal operating point for an IDS and ex- 
pected cost metrics is used to evaluate IDS. Decision tree 
is an example for classification algorithms. These algo- 
rithms help solving credit card theft detection as well as 
to diagnose heart problems by recognizing pattern in data 

set and classifying activity based on classification made 
by decision tree. Decision trees alone do not take any 
action against the threat like firewalls and Intrusion Pre- 
vention System (IPS).They are used in conjunction with 
other tools to take action against the threats. 

Nomenclature Used in This Paper 

The nomenclature used throughout this paper and some 
important facts regarding the decision tree structure is as 
follows: 
- The system can be in one of the two states: either 

with an intrusion present (I) or with no intrusion pre-
sent (NI); 

- The prior probability of an intrusion is called p; 
- The IDS reports either an intrusion alarm (A) or no 

alarm (NA); 
- The parameters of the IDS’s ROC curve are: the 

probability of an alarm given an intrusion, the detec-
tion probability, P(A—I) = 1 – β (or the probability of 
no alarm given an intrusion, P(NA—I) = β), and the 
probability of an alarm given no intrusion, the false 
alarm probability, P(A—NI) = α. Thus, α and β are 
the probabilities of the two types of reporting errors; 

- Either report from the IDS will trigger one of two 
actions: either respond as though there were an intru-
sion (R) or do not respond (NR). Consequences of the 
combinations of possible actions and states of the 
system are specified by the costs of errors; 

- The cost of responding as though there were an intru-
sion when there is none is denoted C. The cost of 
failing to respond to an intrusion is denoted C. With-
out loss of generality, we can rescale costs by defin- 

ing a cost ratio, 
C

C
C





 . 

5. Use of Decision Tree to Calculate the 
Operating Cost of an IDS 

We can classify costs of running an IDS as Damage Cost 
which is the cost of the damage caused by an unwanted 
intrusion when the IDS is unresponsive or incapable of 
thwarting that intrusion; Response Cost is the cost of 
acting upon the intrusion and preventing it; and Operat- 
ing Cost which is the cost of running the IDS under 
regular situations and analyzing flowing traffic [12]. A 
decision tree can be used to compute the expected cost of 
the operating point of the IDS. The concept of using 
pointers and structures to create nodes of the tree has 
been used to implement the decision tree and the concept 
of multiple indirection has been used to calculate the 
final expected cost. 

5.1. Algorithm to Implement Decision Tree 

1. Expcost(a,b,c,p) 
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2. Declare d[], prt, expcost 

 

i-1] 

a*(1-p))+(p*(1-b)) 

-d[1]) 

ptr>0 
rt+2] 

2*prt+1]) 

xpcost+(d[prt]*d[2*prt+2]) 

constructed by discarding the nodes 
le

m, steps 2 to 14 create the tree and 
st

 explained as: 
ata as a 

flo

rse the nodes; 

 the nodes while 
th

ini-
m

 is assigned the value equal 
to

lue of the calculated final expected cost is 
th

cost for any operating point of the IDS is 
de

e tree as squares are under 
th

 = the probability that the IDS reports an alarm; 
that 

th
bability of intrusion given that 

th
n decision tree is character- 

iz

3. Initialize prt=0 
4. Initalize d[0] = p
5. Repeat i ->1 to 7 
6. If i is even 
7. d[i] = 1 - d[
8. Else 
9. d[1] = (
10. d[3] = (a*(1-p))/d[1] 
11. d[5] = ((1-a)*(1-p))/(1
12. d[4] = c*d[4] 
13. d[6] = c*d[6] 
14. Prt = (6-1)/2 
15. Repeat while 
16. If d[[2*prt+1]<d[2*p
17. expcost=expcost+(d[prt]*d[
18. Else 
19. expcost=e
20. Decrement in prt 
21. Return expcost 

Decision tree is 
ading to correct responses as mentioned above that we 

consider the cost of correct responses to be zero. We cal- 
culate values of probabilities by taking values of α, β, p 
and C as input and assign these value to the nodes of tree. 
In the algorithm given above, we construct the decision 
tree and then we calculate expected cost of operating 
point given by (α, β). 

In the given algorith
eps 15 to 21 evaluate the cost. 
The step-wise algorithm can be
1) The structure named node declares the d
at variable and pointers pointing to left and right child 

of the node. s is a pointer to this structure used to access 
and modify the values at the tree nodes; 

2) Variable i used as a counter to trave
3) Initialize the root with null values; 
4) We then assign the required data to
e height of the tree remains <= 3. Here i = 0, 1, 2, 3 

represent the level or height of the tree. Values of pr1, 
pI1, pr2, pI2 etc. as shown in the decision tree diagram 
and calculated under heading evaluation of expected cost 
have been assigned to their respective nodes; 

5) The expected cost is assigned the value of the m
um of (s-> left -> data) and (s-> right -> data) where s = 

left child of root of the tree; 
6) The final expected cost
 the above expected cost + the minimum of (s-> left -> 

data) and (s-> right -> data) where s = right child of root 
of the tree; 

7) The va
us calculated. 
The expected 
termined by analyzing the decision tree shown in the 

Figure 1. This decision tree shows the sequence of ac- 
tions, shown as triangles and uncertain events, shown as 
rounded squares in Figure 1 that describe the operation 
of the IDS and of the actions or responses that can be 
taken, based on reports. It also shows the consequences 
of the actions and events. The costs shown correspond to 
the consequences. The decision tree is to be read from 
left to right. The path leading to any point is determined 
by left and to the right all the possibilities are shown 
which are to be determined. 

Action nodes shown in th
e control of decision maker. The decision maker de- 

cides which branch to follow. Event nodes in the tree 
shown by the circles are subjected to uncertainty. Each 
uncertain event is associated with its probability of oc- 
currence. The three probabilities specified in the figure 
are: 

p1
p2 = the conditional probability of intrusion given 
e IDS reports an alarm; 
p3 = the conditional pro
e IDS reports no alarm. 
The path to be followed i

ed by its cost. Cost is the cost of wrong decision and 
there is no cost to be paid for correct responses. The 
higher the cost, less attractive is the path. Therefore, our 
motive is to find the operating point resulting in the mi- 
nimum expected cost. 
 

 

Figure 1. Decision tree of the IDS’s expected cost. 
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Th ated 
by

es 
ca

e expected cost for an operating point is calcul
 rolling back the decision tree. The expected cost at 

event node is calculated as the sum of products of prob- 
abilities and costs for each branch. Cost for a decision or 
action node is determined by selecting minimum of costs 
on its branches. This corresponds to choosing the alter- 
native with lowest expected cost. This process is repeated 
until expected values are determined for all the nodes. 

Gaffney and Ulvila [11] show how these probabiliti
n be derived from the values of α, β, and p. The deci- 

sion of choosing the values of α and β on the ROC curve 
is taken in order to minimize the expected cost. The 
problem is to choose α and β on the ROC curve so as to 
minimize (for given values of C and p): 

       , 1C p p C p p   Min , 1 1 Min 1     

5.2. Expected Operating Cost of the IDS 

 

cost ratio, 

The expected cost of an operating point is calculated by
rolling back the decision tree shown in Figure 1. An op- 
erating point is defined as the values of the parameters a 
and p. The costs C, and Ce must be assessed. Without 
loss of generality, we can re-scale costs by defining the 

C
C

C




 . 

This substitution results in costs of 1 and C, as shown in 
Figure 1. The prior probability of an intrusion, p, must also 
be assessed. The probabilities of the detector’s reports are 
calculated by applying the formulas for total probability: 

         1 1p P NA P NA NI P N P NA I P I    

  1 1 p p    
 

Therefore, 

         
   1 1

A NI P NI P A I P I

p p

    

   
 

1 1p P A P 

       

  
  

  

2

1 1
1 1 1

1 1

p P NI NA P NA NI P NI P NA

p
p p

p p




 

   

      
  

 

Thus, 



    
 

  

1 2

1 1 1

P I NA P I
p P I NA

P NA

p p

p p p

 
 


   

 
  

 



     
 

 
 

 
   

3

1 1

1 1 1 1

P A NI P NI
p P NI A

P A

p

p p

  
 


  

 
 

   

 

       
   

   

1 3

1 1

1 1 1 1

p P I A P A I P I P A

p p

p p

 
 

    

 
 

   

 

p

The probabilities of the state of the system conditional 
on the detector’s report are calculated by applying Bayes’ 
Theorem. Applying Bayes’ Theorem the prior probability 
that there is an intrusion, p, based on the out-put of the 
detector, which can be erroneous, as indicated above. 
Figure 2 shows the expected costs of responses based on 
detector’s report. The expected cost for each conditional 
response based on the detector’s report is calculated by 
taking the sum of the products of the probabilities and 
costs for the node following the response. The results of 
the calculations are shown in Table 1. The expected cost 
given the detector’s report is the expected cost of the 
least costly response given the report. Thus, the expected 
cost given no alarm is: 

      Min 1 2 , 2 orp p Min , 1 1 1Cp p p    

Similarly, the expected cost given an alarm is: 

p

and 

      
 

 Min 1 , 1C p  
Min 1 3 , 3 or

1 1

p
C p p

p



 

The expected cost of operating at a given point on the 
ROC curve, the operating point, is the sum of the prod- 
ucts of the probabilities of the detector’s reports and the 
expected costs conditional on the reports. The expected 
cost of operating at an operating point is: 

     1 Min , 1 1 1p C p p p     1 1p  

      
       

Min 1 , 1 1 1

Min , 1 1 Min 1 ; 1

C p p p

C p p C p

 

   

  

    
 



Optimal operating point is the most suitable operating 
point for the intrusion detector which minimizes the ex- 
pected cost. We have to choose the optimal operating 
point on the detector’s ROC curve. The ROC curve de- 
scribes the relationship between  1   and α. There- 
fore, our main objective is to mini e expected cost 
which is evaluated at different points on ROC curve. 
 

Expected costs of responses conditions on detector’s report 

mize th

Detector’s
No Response (NR) Response (R) 

report 

No Alarm

− α)(1 − p) + βp] 
(NA) 

C(1 − pz) 
= Cβp/p1 

1 = Cβp/[(

Pz 

= 
= (1

(1 − α)(1 − p)/p1 

− α)(1 − − α)(1 − p)/[(1 
p) + βp] 

Alarm (A)
p/(1 − p1) 

p

C(1 − pz) 
= C(1 − β)
= C(1 − β)p/[α(1 − ) 

+ (1 − β)p] 

Pz 

α(1 − p)/(= 
= α

1 − p1) 
 (1 − p)/[α(1 − p) 

+ (1 − β)p] 

F xpected costs o . igure 2. E f responses
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5.3. Uniq ree 

hat 

is technique can identify pat- 
te

ting IDS 

ne in the work 
 California at 

d from  
w

ata from these 

Discussions 

ion algorithms, enables 
 generates graphs. The 

ion Sys- 
te

 
P  

(Detect)
P1 P2 P3 

Expected 
Cost 

ueness and Benefits of Decision T

Decision tree simply provide us with set of rules t
categorize new data. Decision tree can be built by intro- 
ducing rules for characterizing information to identify 
and classify data of our interest and incorporating this 
logic into existing defenses like IDS, firewalls. The goal 
of tree is to identify malicious activity which is same as 
of IDS but decision trees are not limited to just IDS. De- 
cision tree add values to many real time systems like 
machines diagnosing heart problems. They can very well 
supplement the system and that is how decision trees are 
different from other tools. 

Decision trees do not have artificial intelligence to 
think for the experts but th

rns and trends that may warrant further investigation, 
signature development and actions. IDS’s take action 
against threats but tree provide them with the right direc- 
tion. Data analysis becomes important as complexity of 
attacks increases. As the number of variables involved in 
attacks and volume of data expands, automated tech- 
niques of decision tree are better to identify patterns and 
techniques becomes more beneficial. In converse, as the 
analysis of data becomes easier for machines, it can be- 
come more time-intensive for people. This makes deci- 
sion trees a potential time saver for an effective IT Secu- 
rity team. An organization can try implementing decision 
trees with existing network data. When performing this 
analysis, the decision tree algorithm learns the idiosyn- 
crasies of the network and provides tailored feedback to 
support intrusion detection. 

6. Data Sets for Evalua

The foundation of evaluating IDS’s was do
of Puketza and others at the University of
Davis [13,14] is the only reported work that clearly pre- 
cedes the Lincoln Lab effort that began in 1998. These 
papers describe techniques and methodologies for testing 
IDS’s. More comprehensive and complete evaluations of 
IDS’s were done in the years 1998 and later in 1999 by 
the Lincoln laboratory which was later known to be the 
DARPA evaluations [14,15]. In these evaluations, re- 
searchers had used data in the form of sniffed network 
traffic, Solaris BSM audit data, Windows NT audit data 
and file-system snapshots and had identified the intru- 
sions that had been carried out against a test network 
during the data-collection period. The test network con- 
sisted of a mixture of real and simulated machines, and 
the background traffic (noise) was artificially generated 
by the real and simulated machines, while the attacks 
were carried out against the real machines. Training data 
was supplied that contained a variety of attacks that were 
identified in the corresponding documentation. The data 
used for evaluation contained a mix of attacks that had 

been present in the training data and previously unseen 
attacks. The data sets used by the DARPA evaluation 
researchers form the basis of most IDS’s evaluations 
even today. The best IDS was available to detect about 
90 out of a total of 120 attack types. The best systems 
generated two false alarms per day. The DARPA evalua- 
tion done in 1999 produced better results but over a 
wider variety of attacks. Despite its criticisms the 
DARPA evaluations of 1998 and 1999 formed a bench- 
mark in the evaluation of IDS’s. 

In this paper we have used data in the form of packet 
capture files that were downloade

ww.openpacket.org. The files were obtained in packet 
capture format (files of extension pcap). D
files were extracted using WireShark [16]. WireShark is 
a network analyzer which is capable of analyzing net-
work data. The data was then converted to comma sepa-
rated format (files of extension csv) and was analyzed 
using Weka [17]. 

7. Results and 

Weka allows one to use classificat
data filtering, feature selection and
classifier model [18] is the most critical part of the Weka 
output. Weka generates a decision tree with data fed as 
input and calculates the minimum operating cost of the 
IDS. The expected cost has been calculated based on 
detector reports as shown in Figure 2. Using available 
packet capture data it has been shown that the operating 
cost of the IDS is a minimum has been shown in Table 1. 
Figure 3 shows the ROC drawn for a single IDS with 
data analyzed by Weka. Figure 4 shows similar ROC 
curves of intrusion detection systems. From the ROC 
curves and the decision tree of the system we have cal- 
culated the minimum operating cost of the IDS. 

In this paper we have analyzed available metrics for 
measuring the performance of Intrusion Detect

ms. This analysis of metrics was useful to evaluate the 
resistance of networks against attacks. The analysis high- 
lighted the complexities of using classical metrics such 
as detection rate, false positive rate etc. in distributed 
networks [19,20]. These metrics are also not applicable 
 
Table 1. Results of expected cost based on packet capture 

ata. d

False 
Alarm
Rate 

0.005 0.9885 0. 0.  0.  6999 9951 1170 0.038 

0.010 0.9900 0.696 0.9957 0.023 0.037 

0.015 0.9909 0.6922 0.996 0.0341 0.0379 

0.020 0.9915 0.6885 0.9963 0.045 0.0395 

0.040 0.9930 0.6741 0.9969 0.859 0.049 
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Figure 3. A simple ROC curve for a single IDS generated 
with data analyzed using Weka. 
 

 

Figure 4. ROC curves for two IDS’s generated with
analyzed using Weka. 

works. The performance of an IDS
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