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ABSTRACT 

Identification of the drug-binding residues on 
the surface of proteins is a vital step in drug dis- 
covery and it is important for understanding pro- 
tein function. Most previous researches are 
based on the structural information of proteins, 
but the structures of most proteins are not avail- 
able. So in this article, a sequence-based method 
was proposed by combining the support vector 
machine (SVM)-based ensemble learning and the 
improved position specific scoring matrix (PSSM). 
In order to take the local environment informa- 
tion of a drug-binding site into account, an im- 
proved PSSM profile scaled by the sliding win- 
dow and smoothing window was used to im- 
prove the prediction result. In addition, a new 
SVM-based ensemble learning method was de- 
veloped to deal with the imbalanced data classi- 
fication problem that commonly exists in the 
binding site predictions. When performed on the 
dataset of 985 drug-binding residues, the me- 
thod achieved a very promising prediction result 
with the area under the curve (AUC) of 0.9264. 
Furthermore, an independent dataset of 349 drug- 
binding residues was used to evaluate the pre- 
diction model and the prediction accuracy is 
84.68%. These results suggest that our method 
is effective for predicting the drug-binding sites 
in proteins. The code and all datasets used in 
this article are freely available at  
http://cic.scu.edu.cn/bioinformatics/Ensem_DB
S.zip. 
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Support Vector Machine 

1. INTRODUCTION 

It’s known that the function of a protein is determined 
to a great extent by the binding sites on its interacting 
surface with other molecules. Identification of these 
binding sites is crucial for elucidating protein functions 
and further assisting drug design. However, there are still 
abundant potential binding sites that are not identified. In 
recent years, although various experimental techniques 
[1-4] have been developed, they are all time-consuming 
and expensive. So it is of great practical significance to 
develop the reliable computational methods to facilitate 
the identification of drug-binding sites. 

So far, several computational methods have been pro- 
posed for the prediction of drug-binding sites. Some of 
them are aimed at the special drug targets, such as tubu- 
lin [5], protein-protein interfaces [6]. Methods using the 
structural information of proteins have been reported. 
These methods included those directly detecting the drug- 
binding sites via geometric analysis of protein structures 
[7,8] and those using docking [9,10]. The geometric ana- 
lysis method attempts to detect the solvent-accessible 
pockets on the protein surface [11]. The ConCavity me- 
thod [7] integrated evolutionary sequence conservation 
with structural information. The SCREEN method [8] 
computed 408 physicochemical, structural and geometric 
features for identifying drug-binding cavities with the 
coverage of 88.9%. These structure-based approaches 
can find the concave regions of the binding ligands and 
receive the high prediction accuracy. However, the ac- 
tual ligand-binding sites are much fewer than those 
found in the pocket. Therefore, the methods based on 
geometric analysis do not always give the precise loca- 
tion of the small molecule binding site [12]. In addition, 
the structures of most proteins are not available and the 
structure-based methods can not be generally used. There- 
fore, it is necessary to develop effective and reliable 
computational methods to predict the drug-binding sites 
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based on sequence information only. 
In this work, a sequence-based method based on the 

improved position specific scoring matrix (PSSM) and 
support vector machine (SVM)-based ensemble learning 
was firstly proposed. The improved PSSM profile ac- 
counts for the influence of the surrounding residues on 
the drug-binding sites by using a sliding window and a 
smoothing window. The amino acid residues were trans- 
lated into numerical values representing evolutionary 
information and their local environment information. At 
the same time, a new SVM-based ensemble learning me- 
thod was developed to deal with the imbalanced data 
classification problem. The entire flow chart of the pre- 
diction process is shown in Figure 1. The optimization 
experiment demonstrated that the local environment in- 
formation would contribute to characterize the drug- 
binding sites. The method yielded a high area under the 
curve (AUC) of 0.9264 using the dataset of 985 drug- 
binding sites. Moreover, the final prediction model was 
further evaluated by an independent dataset of 349 drug- 
binding sites and the prediction accuracy is 84.68%. 

2. MATERIALS AND METHODS 

2.1. Dataset 

The drug-binding protein chains used in this paper 
were from the work of Ghersi and Sanchez [10]. The 77 
protein chains were extracted from the structures of drug- 
protein complexes determined by X-ray crystallography 
with a resolution better than 2.5 Å in protein data bank 
(PDB) [13]. To avoid redundancy, the 77 protein chains  
 

 

Figure 1. The entire flow chart for the prediction of 
drug-binding sites. 

were aligned using position specific iterated-basic local 
alignment search tool (PSI-BLAST) [14]. In each cluster, 
the longest one was reserved [15]. And then, the mutual 
sequence identity of protein sequences in the dataset was 
less than 40%. At last, 69 drug-binding protein chains 
were remained. Here, only the residues that have PDB 
coordinators were used. A residue was designated as the 
drug-binding site if the backbone atoms of the residue 
have at least one atom within 6 Å of the heavy atoms of 
the drug molecule [10]. Otherwise, it is a non-binding 
residue. The final dataset contained 985 drug-binding 
residues and 21626 non drug-binding residues.  

2.2. Feature Extraction and the Improved  
PSSM 

A PSSM profile contains the evolutionary information 
of each residue in a protein which represents the log- 
likelihoods of the substitutions of 20 standard amino ac- 
ids. Therefore, PSSM is considered as a measure of resi- 
due conservation in a given location. It has been widely 
used to predict the functional sites [16-20] and received 
good results. Some researchers have shown that evolu- 
tionary information obtained from multiple sequence ali- 
gnment contains more comprehensive information than a 
single sequence [21,22]. In this study, the evolutionary 
information obtained from PSSM generated from PSI- 
BLAST was also employed to predict drug-binding resi- 
dues. A given protein sequence was searched against the 
Swiss-Prot database (version 54.4, released on 25 Oct. 
2007) by using three iterations of PSI-BLAST for multi- 
ple sequence alignment, the original PSSM profile was 
created based on BLOSUM62 substitution matrix with 
E-value as 0.001. The size of the matrix of a protein is 20 
× L, where L is the length of a protein sequence. 

A residue ai in a protein sequence was encoded as a 
feature vector of dimension 20 using the ith row in the 
original PSSM profile. Considering the influence of sur- 
rounding residues on the drug-binding sites, a sliding 
window and a smoothing window were applied to re- 
encode the PSSM profiles to represent the local envi- 
ronment information. Therefore, for a residue ai in se- 
quence position i, a feature vector Hi of dimension 20 × 
w was used to represent it. w is an odd number and it is 
the size of sliding window. 

      22 11
, , , , ii i i ww

aH h a h a h  
           (1) 

where h[ai] is the 20 feature vectors in the ith PSSM pro-
file for the residue ai. If w extends beyond the sequence, 
(w – 1)/2 zero vectors of dimension 20 were appended on 
empty positions. The profile added a sliding window is 
defined as the standard PSSM profile [23].  

In the standard PSSM profile, the feature vectors of 
each residue were calculated based on the assumption 
that each residue was independent of others. The smoothed 
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PSSM profiles were encoded based on the sum of the 
evolution information of the neighbors to calculate a cen- 
tral residue’s evolutionary information [23,24]. A smooth- 
ing window was used to encode a smoothed PSSM pro- 
file. For the residue ai, the feature vector represented by 
Hsm_i·ws is also an odd number. 

      2_ 2 11 ism i i i wsws
aH H a H a H  

          

(2) 

For the first and the last residue of a protein, (w – 1)/2 
zero vectors of dimension 20 were appended on the empty 
positions. Figure 2 illustrates an example of applying the 
sliding window and the smoothing window. Similar PSSM  
 

 

Figure 2. Examples of the improved PSSM profile using a sli- 
ding window and a smoothing window. The first profile is the 
evolutionary information obtained from PSSM generated by 
PSI-BLAST. For residue a8, the feature vector was represented 
by [h7, h8, h9] when a sliding window size 3 was applied on the 
original PSSM profile. The vector of dimension 20 × 3 was 
obtained in the standard profile. The corresponding value of 
amino acid “H” was represented by the sum of [(–2) + (–4) + 
(–2)] when a smoothing window size 3 was applied to reencode 
in smoothed profile. 

approaches have been successfully used to enhance the 
prediction quality for various protein attributes [25-33]. 

2.3. Model Construction 

Support vector machine (SVM) is a machine learning 
method based on statistical learning theory which has 
been proposed by Vapnik [34]. Chou and Cai [35] and 
Cai et al. [36,37] have given a detailed description about 
how to use SVM. Here, the software libsvm 2.91  
(http://www.csie.ntu.edu.tw/~cjlin/libsvm/) was used to 
construct the classification model. A radial basis function 
(RBF) was chosen as the kernel function. Two parame- 
ters, the regularization parameter C and the kernel width 
parameter γ were optimized using a grid search approach. 

Because the number of interacting residues is much 
smaller than that of non-interacting residues, the imbal- 
anced data classification problem commonly exists in 
binding site predictions. But the standard machine learn- 
ing methods without considering the class-imbalance 
problem tend to cause high false negative rate by pre- 
dicting the positive sample as the negative one. The cur- 
rent methods [38-41] have been tried to change the dis- 
tribution of positive and negative samples by randomly 
extracting a very small fraction of the negative samples 
as the training data, which will fail to use the most in- 
formation in the original data and lead to a biased esti- 
mate of the accuracy. To solve this imbalanced data clas- 
sification problem, a new SVM-based ensemble learning 
method [42,43] was employed to predict the drug-bind- 
ing sites. This method utilizes the information available 
in the non drug-binding sites as much as possible to con- 
struct the prediction model, so the prediction result is 
more objective. The ensemble learning method has been 
successfully used in predicting glycosylation sites [44] 
and lysine acetylation sites [45] and achieve the good 
prediction results.  

The framework of the SVM-based ensemble learning 
method is shown in Figure 1. It is a collection of SVM 
classifiers and each one is trained on a subset of the 
training data. Note that the ratio of positive to negative 
examples in each subset is equal to that of the original 
dataset. The final prediction result was computed based 
on diverse ensembles in n classifiers combination. In our 
experiments, considering the ratio of positive to negative 
examples of the original data and the information in the 
negative samples, we used n = 30. For a residue in a 
query protein, it is misclassified by the ensemble if the 
majority of the SVM classifiers misclassify it. 

Here, nine-tenths of the residues respectively from the 
positive and negative dataset were randomly chosen as 
the training set and the remaining were used as the test 
set. In the training set, the number of negative sample is 
far more than that of positive one. So the Bootstrap pro- 
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gram was used to re-sample the negative samples in the 
training set 30 times, and then combined with the posi- 
tive samples in the training set as the subsets. For the 
same test set, there are 30 sub-training sets. A SVM mo- 
del was constructed using the sub-training set and the 
performance of the model was evaluated by the test set. 
In order to test the robustness of the method, this process 
was repeated ten times with different combinations of 
training and testing datasets. The final result was given 
by averaging the prediction results of the ten test sets. 

Three measures, sensitivity, specificity and accuracy 
were used to evaluate the performance of this method. 
They are defined as follows: 

TP
Sensitivity

TP FN



               (3) 

TN
Specificity

TN FP



                (4) 

TP TN
Accuracy

TP TN FP FN




  
         (5) 

where TP, TN, FN, FP are the number of correctly pre- 
dicted positive ones, the number of correctly predicted 
negative ones, the number of positive ones incorrectly 
predicted as negative ones, and the number of negative 
ones incorrectly predicted as positive ones. 

In addition, the receiver operating characteristic (ROC) 
curve [46] is one of the most rigorous measures for clas- 
sifier evaluation. So it was employed to further evaluate 
the performance of the method. The ROC curve was ob- 
tained by plotting sensitivity on the y-axis against the 
1-specificity on the x-axis. The area under the ROC 
curve (AUC) [47] was used for model evaluation. The 
maximum value of AUC (1) represents the perfect pre- 
diction. The random guess achieves the AUC of 0.5. 

3. RESULTS AND DISCUSSION 

3.1. Window Size Optimization 

The improved PSSM profile used in this paper can in- 
corporate both the evolutionary information and the local 
environment information. A sliding window and a 
smoothing window were applied to re-encode the origi- 
nal PSSM profiles. It has been successfully used for pre- 
dicting RNA-binding sites in our group [24]. But the sli- 
ding window size and the smoothing window size were 
needed to be optimized. In this work, the optimal win- 
dow size was selected by the prediction accuracy and it 
was obtained by testing the performance of different slid- 
ing window sizes from 3 to 15 with the smoothing win- 
dow size of 5. The results of different sliding window 
sizes are shown in Figure 3(a). We can see that when the 
sliding window size is 13, the method achieves the best 
performance. At the same time, from Figure 3(b), the  

 
(a) 

 
(b) 

Figure 3. The selection of the optimal window size. (a) The 
results of different sliding window sizes; (b) The results of 
different smoothing window sizes. 
 
optimal smoothing window size is 5. 

3.2. Comparison of SVM-Based Ensemble  
Learning and the Weighted SVM 

Here, a weighted SVM was also used to identify the 
drug-binding sites and the performance of the model 
based on a weighted SVM classifier as compared with 
that of the model based on ensemble learning method. 

For the weighted SVM, the original dataset were di-
vided into ten equal subsets, nine-tenths of the residues 
were chosen as the training data and the remaining one 
were used as the test data. In this process, we only give 
the positive samples weights. The whole process was re- 
peated ten times. From Figure 4, we can see that the 
ROC curve of the ensemble learning of SVM classifiers 
dominates the ROC curve of the weighted SVM classi- 
fier. The ensemble learning of SVM classifiers gives a 
higher true positive rate than a weighted SVM classifier. 
So the ensemble learning method is more effective in 
predicting the drug-binding sites and it do solve the im- 
balanced data classification problem. 
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3.3. Comparing the Performance of the  
Improved PSSM with That of the  
Original PSSM 

 

Using the ensemble learning method, we also used the 
original PSSM profile to transform the protein sequences 
and compared the performance of the model based on the 
original PSSM profile with that of the model based on 
the improved PSSM profile. The prediction results are 
listed in Table 1. We can see that the model based on the 
improved PSSM profile gives better result with the sen- 
sitivity of 75.51% that is much higher than that of the 
original PSSM based model, only 53.18%. It proves that 
the local environment information is important for rep- 
resenting the drug-binding sites. On average, the sensi- 
tivity, specificity, accuracy and AUC of the improved 
PSSM profile based model are 75.51%, 93.04%, 92.28% 
and 0.9264, respectively. So using the whole dataset of 
985 positive and 21626 negative samples, the final pre- 
diction model was built with the improved PSSM profile 
and the SVM-based ensemble learning. 

Figure 4. The ROC curves of the ensemble learning of SVM 
classifiers and the single SVM classifier for the prediction of 
drug-binding sites in proteins. 

 
Table 1. The prediction results of the test sets using the SVM-based ensemble learning. 

 Test set Accuracy (%) Sensitivity (%) Specificity (%) 

1 93.19 71.43 94.17 

2 92.48 81.63 92.97 

3 92.39 75.51 93.15 

4 92.79 76.53 93.52 

5 90.97 76.53 91.63 

6 91.81 74.49 92.60 

7 91.11 75.51 91.81 

8 93.10 67.35 94.26 

9 92.04 75.51 92.78 

10 92.91 80.58 93.50 

The improved PSSM 

Average 92.28 75.51 93.04 

1 89.12 60.20 90.43 

2 89.07 52.04 90.75 

3 87.96 54.08 89.50 

4 88.23 56.12 89.69 

5 87.52 53.06 89.08 

6 89.69 40.82 91.91 

7 87.57 57.14 88.95 

8 88.89 58.16 90.29 

9 87.92 43.88 89.92 

10 86.66 56.31 88.10 

The original PSSM 

Average 88.26 53.18 89.86 
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3.4. Performance on the Independent  

Dataset 

In statistical prediction, the following three cross- 
validation methods are often used to examine a predictor 
for its effectiveness in practical application: independent 
dataset test, subsampling test, and jackknife test [48]. 
However, as elaborated in [49], among the three cross- 
validation methods, the jackknife test is regarded as the 
least arbitrary or most objective that can always yield a 
unique result for a given benchmark dataset, and hence 
has been increasingly used and widely recognized by in- 
vestigators to examine the accuracy of various predictors 
[50-66]. However, to reduce the computational time, we 
adopted the 5-fold cross-validation in this study as done 
by many investigators with SVM as the prediction en- 
gine. 

An independent dataset was selected from 100 protein 
complexes [9]. The mutual sequence identity in the in- 
dependent dataset and the sequence identity between the 
independent dataset and the training dataset are both less 
than 40%. The independent dataset contained 349 posi- 
tive samples and 6121 negative samples. Our method 
achieves a good performance and the sensitivity, speci- 
ficity and accuracy are 65.04%, 85.80% and 84.68%, 
respectively. The results suggest that our method has the 
good generalization ability in predicting drug-binding 
sites for novel proteins. 

4. CONCLUSIONS 

In this paper, we proposed a new method for predict- 
ing drug-binding sites only using the primary sequences 
of proteins. A PSSM profile was employed to represent 
the evolutionary information of each residue in a protein. 
Considering the influence of the surrounding residues on 
the drug-binding sites, the PSSM profile was improved 
by using a sliding window and a smoothing window. So 
the improved PSSM profile adequately takes the local 
sequence information of a drug-binding site into account. 
On the other hand, because the number of drug-binding 
sites is much smaller than that of non drug-binding sites, 
a new SVM-based ensemble learning method was used 
to solve this imbalanced data classification problem. This 
method fully utilizes the information available from the 
non drug-binding sites and the more objective prediction 
result was achieved. Our method gives a high AUC of 
0.9264. It suggests that our method is feasible and valid. 
Meanwhile, the final prediction model was tested using 
the independent dataset of 349 drug-binding residues 
with a good performance. Overall, it indicates that our 
method can be a useful supplement to identify the un- 
known drug-binding sites. 

Since user-friendly and publicly accessible web-servers 
represent the future direction for developing practically 

more useful models, simulated methods, or predictors 
[67,68], we shall make efforts in our future work to pro- 
vide a web-server for the method presented in this paper. 
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