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Abstract 
With the rapid development of big data technology, the personal credit eval-
uation industry has entered a new stage. Among them, the evaluation of per-
sonal credit based on mobile telecommunications data is one of the hotspots 
of current research. However, due to the complexity and diversity of personal 
credit evaluation variables, in order to reduce the complexity of the model 
and improve the prediction accuracy of the model, we need to reduce the di-
mension of the input variables. According to the data provided by a mobile 
telecommunications operator, this paper divides the data into a training sets 
and verification sets. We perform correlation analysis on each indicator of the 
data in the training set, and calculate the corresponding IV value based on the 
WOE value of the selected index, then binning data with SPSS Modeler. The 
selected variables were modeled using a logistic regression algorithm. In 
order to make the regression results more practical, we extract the scoring 
rules according to the results of logistic regression, convert them into the 
form of score cards, and finally verify the validity of the model. 
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1. Introduction 

Credit investigation refers to the collection, sorting, preservation, and processing 
of credit information of natural persons, legal persons and other organizations 
in accordance with the law, and the provision of services such as credit reports, 
credit evaluations, and credit information consultations [1]. Credit investigation 
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can be divided into personal credit investigation and enterprise credit investiga-
tion. Based on residents’ family income and assets, previous loans and repay-
ments, credit overdrafts, penalties and litigation in the event of bad credit, per-
sonal credit investigation is to evaluate, record and archive personal credit rat-
ings at any time, so as to facilitate the supplier of personal credit deciding 
whether to provide credit or how much to provide [2]. Personal credit evalua-
tion is to identify the behavior of individual customers, screen out the evaluation 
variables that have a strong relationship with the behavior of individual custom-
ers, and use the few selected variables to establish the necessary credit evaluation 
model to make a prejudgment of individual credibility [3], rank customers and 
then distinguish between “good” and “bad” customers, which aims to offer a 
scientific and reasonable technical reference and decision-making basis for en-
terprises [4]. Credit risk assessment has become an urgent problem to be solved 
[5]. 

With the rapid development of information technology, people’s ability of sta-
tistical analysis and summary of data is increasing. A credit score card model 
based on historical data and using statistical methods to assess customer risk be-
gins to emerge [6]. At present, the credit evaluation models in foreign markets 
mainly include FICO credit score [7], Zest Finance credit score [8], and NCTUE 
credit evaluation. Domestic mature personal credit rating products in China in-
clude Sesame Credit [9], Jingdong Baitiao [10], and Credit Score (China Mobile) 
[11], etc. Personal credit score is usually regarded as a classification problem in 
pattern recognition. The general way to study such problems is to divide cus-
tomers into good customers and bad customers [12]. Good customers include 
customers without downtime and customers who pay after downtime, their 
characteristics are: network access time is relatively long; the user value of the 
contact circle is high; more active days; more traffic usage; the number of over-
due fees is less. Bad customers include those who do not pay in time after the 
overdue shutdown, their characteristics are: The duration of network access time 
is short; the number of active days and traffic usage is small; the value of users in 
the contact circle is not high; the number of overdue fees is more. In recent 
years, SVM (support vector machine) has been rapidly developed and widely 
used in the field of personal credit evaluation. Tony and Harris made an empiri-
cal analysis of loans information from customers of a financial institution by uti-
lizing the SVM method. It turned out that the SVM model is beneficial to the 
research of small sample data [13] [14]. In China, there are also many researches 
on personal credit evaluation. Combined with principal component analysis，Li 
Meng constructed a Logistic model for commercial bank credit risk assessment, 
which proved that the Logistic model has high recognition and predictive capa-
bilities and suffices to function effectively in commercial bank credit risk as-
sessment [15]. 

The Internet of Everything has accelerated the rapid growth of the mobile tel-
ecom industry, as well as brought unprecedented transformation challenges to 
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traditional telecom operators [16]. It is advisable that Telecom operators need to 
change the traditional operation methods to provide customers with faster and 
more personalized ones. Given that the complexity and diversity of credit evalu-
ation variables, and the accuracy of the logistic regression model, first, the 
weight of evidence-information value (WOE-IV) method will be employed to 
select the variables [17]. Second, the dimensionality reduction variables and the 
logistic regression method will be utilized to record data on the customer beha-
vior of a communication operator in China, aiming to establish a statistical 
analysis model for personal credit evaluation to differentiate between “good” 
customers and “bad” customers. Then, in accordance with the judgmental re-
sults, it’s easier to provide customers with personalized marketing plans. For 
customers with poor credit records, increasing control can effectively reduce the 
risk of arrears and bad debts; for valued customers with good credit, some pre-
ferential packages and other services should be launched to attract more users to 
come back again, thereby enhancing the competitiveness of the enterprise [18]. 

2. Data and Processing Methods 

In simple terms, mobile telecommunication data is the data generated by the 
mobile phone users of the operators. According to the data source, it can be 
roughly divided into identity data, terminal data, location data, billing data, call 
list data, communication data and Internet data. The characteristics of mobile 
telecom data: wide coverage; high authenticity; large amount of data; strong 
timeliness; multiple data dimensions. 

A total of 10,185 samples were obtained from the business data records of a 
Chinese communications operator for the six months from January to June. 
Based on the basic customer information provided by mobile telecommunica-
tions operator and referring to existing scoring models at home and abroad, we 
roughly divide the data into six dimensions: identity characteristics, behavior 
preference, performance ability, credit history, relationship, external data, in-
cluding customer age, basic information of overdue payment, communication 
behavior, online behavior, circle of friends and other data. These data are mainly 
structured data. For the reason that the data recording range and measurement 
scale of different numerical variables are not the same, so it is necessary to nor-
malize the numerical variables. The transformation formula is as follows: 

min
max min

ij ij
ij

ij ij

x x
x

x x
−

′ =
−

                      (1) 

where ijx  represents the original variable value, ijx′  represents the value ob-
tained after normalization, min ijx  represents the minimum value of all sample 
data in the i variable, max ijx  represents the maximum value of all sample data 
in the first variable. 

The data period is divided into observation period and performance period. 
The evaluation index constructed by using the basic situation and behavior cha-
racteristics of customers during the observation period is called the independent 
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variable, and the performance of whether customers owe fees in the performance 
period is called dependent variable. In this paper, we select the basic customer 
information data provided for operators from January to September, and takes 
June as the observation point. The sample observation period is six months, 
from January to June, and the sample performance period is July to September, 
then the window length of the performance period is three months. 

The 10185 samples contained 5810 “good” customers (marked as 0) and 4375 
“bad” customers (marked as 1). For the needs of credit evaluation modeling, the 
10,185 sample data is randomly divided into 8148 training set samples and 2037 
test set samples at a ratio of about 4:1. We use one part of the data (80%) as the 
training set for the establishment of the model, and the other part of the data 
(20%) as the verification set for the verification of the model. For the training 
set, the last column of indicators (whether they are owed) is the dependent vari-
able y, and the other indicators are independent variables. The autocorrelation 
analysis of these indicators shows that the correlation between the two indicators 
is relatively high and only one of them needs to be selected. The selected indica-
tors are divided into bins, calculate the woe value of each file, and then calculate 
the corresponding IV value according to the calculated woe value. 

The WOE value is the weight of evidence. The higher the value of woe means 
the higher the probability of arrear. For the category i of a variable, the WOE 
value is calculated as follows: 

WOE ln i
i

i

G G
B B

 
=  

 
                      (2) 

where G represents good customers, B represents bad customers, Gi/G 
represents the proportion of good customers in the category of variable i, and 
Bi/B represents the proportion of bad customers in the category of variable i. Use 
the above formula (2), we redefine the WOE expression of the variable X as: 

( ) 1 1 2 2WOE WOE WOE WOEr rX β β β= + + +            (3) 

where 1 2, , , rβ β β  are binary dummy variables. That is, for all categories of 
variables 1,2, ,i r=  , if the value of X belongs to the i-th class, then 1iβ = , 
and when X does not belong to the i-th class, 0iβ = . 

When we calculate the woe value of a variable, we need to grade the indicators 
according to the following points: 

First, the number of groups should be moderate, not too much or too little; 
Second, in order to ensure that there are enough good and bad customer sam-

ples in each group, the number of records in each subfile should be reasonable, 
not too much or too little. 

Third, combining with dependent variables, the segmentation should be able 
to show obvious trend characteristics. 

Fourth, the distribution difference of dependent variables between adjacent 
sub grades should be as large as possible. 

IV is information value. According to the credit evaluation system model, it is 
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generally assumed that when IV < 0.1, the indicator has no effect. When 0.1 < IV 
< 0.3, the index has a certain effect. When IV > 0.3, the index has a significant 
effect. The IV value of the variable is calculated by: 

1
IV WOE

r
i i

i
i

G B
G B=

 = − 
 

∑                      (4) 

According to the magnitude of the IV value, the variables that have no effect 
are deleted, and the variables that have a certain effect are retained, so that the 
variables can be filtered out. We can merge groups with too few sample points or 
unreasonable hops with neighboring groups. Finally, SPSS Modeler was used to 
complete the classification. The final results are shown in Table 1. 

According to the data preprocessing, the six independent variables were se-
lected: network access time, active days, number of overdue fees, contact circles, 
number of traffic used, age. 

3. Analysis and Discussion 

The flowchart of the construction of the credit score card model is shown in 
Figure 1. 

1) Logistic regression 
The event of arrears is represented by the variable y，when y = 1, it is bad 

customer, and when y = 0, it is good customer. Our purpose is to use the existing 
sample data to build a model to predict the probability p of the rate of arrears. 
No matter whether we predict a new customer to be a good customer or a bad 
customer, the result of using logistic regression analysis is not simply to give yes 
or no, but to give a probability of this event. 

2) Conversion of scorecard 
In order to make the results of logistic regression more practical, we need to 

convert the results into the form of scores. So we use SPSS modeler to transform 
the result of logistic regression into the form of score card, as shown in Table 2. 

The score should meet the following requirements: 
First, control the score within a certain range, and draw up a range according 

to your own business needs, such as 0 to 1000 points. 
Second, at a certain score, good customers and bad customers have a certain 

proportional relationship. There is a special statistic in statistics-odds to represent 
this proportional relationship. For example, when we expect a score of 500, the 
ratio of good and bad customers is 50:1. 

Third, the increase in score value should reflect the change in the ratio be-
tween good and bad customers. For example, it is hoped that for every 50 points 
increase in score value, the odds will also double. 

The value relationship of credit score is: 

( )score ln odds factor offset= ∗ +                  (5) 

Based on the company’s own business, we independently set the value of the 
ratio of good to bad customers, that is, the odds ratio, and the increase of the  
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Table 1. WOE value and IV value of the selected variables. 

Index name Index grading WOE IV 

network access time 

[6, 7] 1.06 

0.66 

(7, 11] 0.44 

(11, 24] −0.24 

(24, 36] −0.66 

(36, 48] −0.81 

(48, 72] −1.03 

(72, 150] −1.32 

>150 −1.81 

active days 

(0, 2] 1.44 

0.56 

(2, 10] 0.55 

(10, 20] −0.02 

(20, 25] −0.39 

(25, 29] −0.73 

>29 −0.83 

number of overdue fees 

0 −0.56 

0.76 

1 0.93 

2 1.58 

3 1.69 

4 2.02 

5 1.95 

6 1.90 

contact circle 

(0, 1] 0.86 

0.34 

(1, 4] −0.12 

(4, 8] −0.38 

(8, 15] −0.53 

(15, 30] −0.69 

≥31 −0.73 

number of traffic used 

(0, 30] 0.79 

0.26 

(30, 200] 0.03 

(200, 500] −0.29 

(500, 1000] −0.45 

(1000, 2000] −0.56 

>2000 −0.27 

age 

≤18 0.80 

0.12 
(18, 25] 0.14 

(25, 50] −0.13 

>50 0.29 

https://doi.org/10.4236/jdaip.2021.93010


S. Y. Hong et al. 
 

 

DOI: 10.4236/jdaip.2021.93010 157 Journal of Data Analysis and Information Processing 
 

 
Figure 1. Flowchart of credit card scoring. 

 
Table 2. score card. 

Identity 
characteristics 

Age 

(0, 18] (18, 25] (25, 50] >50 

0 20 50 30 

Behavioral 
preferences 

Active days (days) 

≤2 (2, 10] (10, 20] (20, 25] (25, 29] >29 

0 23 46 66 100 155 

Number of traffic used (M) 

[0, 30] [30,200] [200,500] (500,100 0] (1,000,200 0] >2000 

0 20 40 80 100 60 

Performance 
capability 

Number of overdue fees in recent 6 months (times) 

0 1 [2, 3] [4, 6] 

320 100 50 0 

Credit history 

Network access time (month) 

[6, 7] (7, 11] (11, 24] [24] 13 [48,100] [100,180] >180 

0 20 50 80 120 150 245 

Connections 

Contact circles (ones) 

≤1 (1, 4] (4, 8] (8, 15] (15, 30] ≥31 

0 30 40 50 80 128 

 
score value when the odds doubles. In this paper, the proposed value is de-
bugged several times in combination with the operator’s own business. Finally, it 
is determined that when the value of good customers is 30:1 compared with bad 
customers, the corresponding score is 500 points, and when the score value is 
increased by 50 points, the odds are doubled. Therefore, according to the scoring 
formula, we can get: 

( )500 ln 30 factor offset= ⋅ +                    (6) 

( )550 ln 60 factor offset= ⋅ +                    (7) 

Using the above formula, we can get the value of factor and offset. The for-
mula for calculating the score value of each file is: 

offsetscore WOE factor
n n
αβ = ∗ + ∗ + 

 
              (8) 

where α  and β  respectively represent the intercept value and coefficient 
value of the logistic regression results, n is the number of input variables. WOE, 
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α , β  change with different grades of the calculated variables 
3) Model verification 
K-S (kolmogorov-smironov) test index is a common test index of the current 

industry scoring model. It mainly verifies the ability of the model to distinguish 
good customers from bad customers by calculating the maximum difference of 
the cumulative percentage of the two types of customers, whose detailed calcula-
tion process is shown in Figure 2. 

Obviously, the value of KS is between [0,1]. In theory, we calculate the level of 
KS, which represents the effectiveness of the model. In practical application, the 
KS value of the model up to 0.2 is acceptable, while the value up to 0.4 indicates 
that the model has good distinguishing ability, while the value above 0.5 indicates 
that the model has strong distinguishing ability. The K-S value of this model is 
shown in Table 3, and the corresponding diagram is shown in Figure 3. 

It can be obtained that the most obvious difference between good and bad 
customers is in the [300 - 400] range. The KS value of the model is 60.27%, 
which shows that the model works well. 

According to the probability value (P value) predicted by the model, the 
“good” customer and the “bad” customer are estimated. When P > 0.5, they are 
classified as “bad” customers (Y = 1). When P ≤ 0.5, they are classified as “good” 
customers (Y = 0). The confusion matrix between the actual value of the original 
sample data and the predicted value of the model is shown in Table 4. 

 

 
Figure 2. Calculation process of K-S value. 

 
Table 3. the results of K-S value. 

Score grading Ks-good Ks-bad Ks value 

0 - 100 0.29% 16.52% 16.23% 

100 - 200 2.21% 45.86% 43.65% 

200 - 300 5.31% 56.97% 51.66% 

300 - 400 13.78% 74.04% 60.27% 

400 - 500 34.71% 86.11% 51.41% 

500 - 600 64.10% 93.19% 29.08% 

600 - 700 86.74% 97.38% 10.64% 

700 - 800 97.73% 99.50% 1.77% 

800 - 900 99.93% 99.99% 0.05% 

900 - 1000 100.00% 100.00% 0.00% 
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Figure 3. K-S index diagram. 

 
Table 4. Classification results of logistic regression model based on WOE-IV selecting 
characteristic variables 

Training sets 
Prediction Classification 

accuracy (%) 
Testing sets 

Prediction Classification 
accuracy (%) 0 1 0 1 

Real date 
0 4290 311 93.24 

Real date 
0 1031 161 86.49 

1 794 2753 77.61 1 146 699 82.72 

Total classification accuracy (%) 86.44 Total classification accuracy (%) 84.93 

4. Conclusions 

We perform correlation analysis on each indicator of the data in the training set, 
and calculate the corresponding IV value based on the WOE value of the se-
lected index, then binning data with SPSS Modeler. The selected variables were 
modeled using logistic regression algorithm. From the results of model analysis, 
logistic regression models have the following advantages: 1) Better stability and 
stronger robustness. 2) The model is intuitive. The meaning of coefficient is easy 
to explain and understand. 3) When the effect of the model we built has de-
clined, the logical model can better diagnose the cause of disease. 

Through the evaluation of personal credit, the user group can be differentiated 
according to user credit level to adopt the corresponding marketing operation 
plan for different groups to achieve precise marketing. By identifying and 
strengthening the control of poorly valued customers, the risk of arrears and bad 
debts can be effectively reduced. For high-quality customers with good credit, we 
can push some preferential packages and other services, so as to improve the 
stickiness of these users. There are many methods to establish credit evaluation 
model, each method has its own advantages and disadvantages. In this paper, the 
linear method is used to establish the evaluation model, which has good robust-
ness and model interpretation ability, but the linear method cannot extract the 
nonlinear relationship in the data, which is not conducive to the processing of 
large-scale sample data. How to organically combine machine learning methods 
with traditional logistic regression methods will be the focus of the later research 
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in this article. 
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